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On Space-Time Codes with Multipath Diversity
oy XK student : Cheng-yu Wu

hERE I ERY Advisors : Tzu-Hsien Sang

Department of Electronics Engineering & Institute of Electronics
National Chiao Tung University

ABSTRACT

Space-Time coding is a coding:technique to achieve the diversity gain of
multiple antennas system. Two popular.space-time codes, space-time block code
(STBC) and space-time treHis'code (STTC), are investigated in [1] and [2] for
flat fading channels without intérSymbol-interference. In this thesis, we extend
space-time coding to frequency selective channels. We combine space-time
coding with MLSE (Maximum Likelihood Sequence Estimator) algorithms to
handle the intersymbol interference and exploit the multipath diversity gain of
frequency selective channels. Furthermore we propose a new space-time trellis
coding process that combines the coding with the channel effect, and achieve
diversity gain by joint decoding at the receiver. On the other hand, we also
compare the proposed algorithm with some related algorithm. Finally,
simulation results will be presented to verify the diversity order and the

performance of the proposed coding scheme.

II



ﬁﬁﬁpiﬁi%*T%ﬁéwo%aggﬁ@ma;,wé
§o0d GRSk § AR P P RRRBR T @0

LS ARE 2 ‘T’@ﬁa—”’i’#p% 3= EUEVEUE U
Eihe gt KL K FHAP AT R HE TR

‘3

Foobo A BRMGRE R AES E2L P HADFE o Lk gt

(=
=y
Ey
-‘m\
&
]
=1
%
=)
’;‘s‘
we
{ £
B
=
SN
N
F_
A
3

HA &AL PR RRE R P - A s e

III



Contents

B2 AR R ]

ABSTRACT ... e II
ot PPN 111
CONTENT ..o e e e, I\
LISTOF TABLES. ... e I\
LISTOF FIGURES. ... e \Y
(@] 1101 <) ol O U PPUURPURRURPRION 1
INETOAUCTION ..o 58 2t e et e e et e e eeataeeesetaeeetseeeensaeeeensaeeensneeas |
1.1 DIVETSIEY OTACT ...t 2
1.2 Alamouts SChEME ... e i i ihe e e ettt e et e e e e e aaeeeeaaeeea 3
1.3 Time-Reversal Space-Time Block Code...............ccooovviiiiiiiiiiiiiiiieeee, 5
1.4 Delay Diversity SCheme« ... o mrmremmmmm . cotareeeereeeeireeesiieeesreeeesreeessveeesssneeens 9
1.5 Alamouti Scheme with MLESE ............c0 e, 11
1.6 SUMMATY ..o e b ettt e e et e e e e svae e e e eneaaeeas 14
(@] 11 1<) o R ST RS PPRRR 17
2.1 Space-Time Trellis Code.......cuuiiiiiiiiiieeciieeeee e 17
2.2 STTC With MLSE .....oiiiiiiiieieeeee ettt 18

2.2.1 The separeted Scheme of STTC with MLSE..........ccccovviiiniiiniienns 19

2.2.2 The combined Scheme of STTC with MLSE ............cccoviiiiiiinnnnee, 20

2.2.3 SIMUIATION ..eiiiiiiieiiee et e e e e e e e 25
2.3 Modulated Code........uviieeiiiieiiiieeee et e 29
2.4 Space-Time Turbo Equalization.............cccccvveeiiiiiiiiiieeiie e 35
(0707161 11 15 10 ) s ST PSPPSR 38
RETETENCE ... eeiieiiee e et e e et e e e e tb e e e snaeeeenens 39

v



LIST OF TABLES

Table 1.1 Code rate, complexity and diversity level of delay code..................... 10
Table 1.2 Code rate, complexity and diversity level of three schemes............... 14
Table 1.3 Application and condition of schemes discussed in the chapter-......... 15
LIST OF FIGURES

Figure 1.1 Bit error probability as a function for different Ty......................... 3
Figure 1.2 Alamouti scheme for two transmitters and one receiver ..................... 4
Figure 1.3 Transmit scheme of TR-STBC ......ccccccooiiiiiiiiiiiieee, 5
Figure 1.4 Transmit patterns of TR-STBC.......c.cccooiiiiiiiiiieeee, 6
Figure 1.5 Receive scheme of TR-STBC........cccccoiiiiiiiiiiieeeeeee, 6
Figure 1.6 Bit error rate of TR-STBC with different channel path..................... 9
Figure 1.7 Standard delay diversity scheme ...........ccccoeeviieeiiiiecciieciieeee, 10
Figure 1.8 Trellis diagram of Alamouti with MLSE ..., 12

Figure 1.9 Bit error rates of Alamouti with MLSE on different path power ...... 13
Figure 1.10 Simulation of Alameuti with MLSE on different channellength.....14

Figure 2.1 Encoder of STTC . i i it 17
Figure 2.2 The separated SCR8ME ...ttt it 19
Figure 2.3 The combined scheme 1. . il 20
Figure 2.4 Trellis structure for code da3uii i 23
Figure 2.5 Bit error rates of separated scheme and combined scheme............... 26
Figure 2.6 Bit error rates of code 1.1, 1.2 and 1.3 ..o 26
Figure 2.7 Bit error rates of code 2.1 and 2.2 .......ccoccoiiiiiiiiiiniiiiceecees 27
Figure 2.8 Bit error rates of combined scheme..........c.cccoociiiiiiiiiniiiniin, 28
Figure 2.9 Bit error rates of the different schemes on 2-path channel................ 28
Figure 2.10 Bit error rates of the different schemes on 3-path channel.............. 29
Figure 2.11 Transmit scheme of STMC .........ccoooiiiiiiiiiiineeeeee 30
Figure 2.12 STMC ZF-DFE ......ccccoiiiiiiiiieteeeeeeeestee e 31
Figure 2.13 Simulations of STMC ZF-DFE on channel Aand B....................... 34
Figure 2.14 Bit error rates of STMC ZF-DFE on Rayleigh fanding channel..... 35
Figure 2.15 The structures of transmitter and turbo equalizer...................c........ 36
Figure 2.16 Bit error rates of turbo equalizer...................ooiiiiin. 37



Chapter 1

Introduction

As wireless communication grows rapidly in the recent years, it is required to provide
higher data rates and more reliable services. Use of multiple antennas at receivers and
transmitters is an emerging technology to meet this demand without extra power or
bandwidth, because multiple antennas systems obtain the spatial diversity and enormous
capacity. These studies are presented in [3].

Space-time code is a coding processing for multiple antenna systems to obtain the spatial
diversity and temporal diversity. Such codes include, for example, space-time block code
(STBC) [5], Alamouti scheme [1], and space-time trellis code (STTC) [2].

However, most studies of spacestime._codes, such as Alamouti scheme and STTC,
assume that there is no intersymbol-interference (ISI). If the channel is frequency selective
and the transmitted symbols suffer from ISI, Alamouti scheme and STTC will no longer
work. In order to handle ISI effects, we suggest a scheme which combines space-time code
with MLSE (maximum likelihood sequence estimate) algorithm. MLSE is an optimal
estimate which can not only handle ISI but exploit the benefits from multipath channels.
Therefore multipath will not cause the distortion but provide the multipath diversity gain.
This conception is applied in other systems. For example, RAKE receiver of CDMA
system collects paths of channel to improve performance. In OFDM system, FFT algorithm
sums all the paths to preserve information of the channel.

Therefore, the scheme that combines space-time coding and MLSE obtains the spatial
diversity provided by multiple antennas and the temporal diversity provided by multipath
channels. Schemes deployed similar concepts include delay diversity scheme [9],

1



time-reversal space-time block code (TR-STBC) [5] and modulated code [13]. In this thesis,
we focus on the diversity order that each scheme could achieve.

The remaining of this thesis is organized as follows: in chapter 1, we introduce Alamouti
scheme, delay diversity scheme and TR-STBC. Then we propose a scheme which
combines Alamouti scheme with MLSE and compare the difference among these schemes.
In chapter 2, we propose another scheme which combines STTC with MLSE, and compare
this scheme with a similar method scheme, called space-time modulated code (STMC)

[13].
1.1 Diversity Order

In the thesis we focus on the diversity order that each system can achieve. The maximum
diversity order that a system can-achieve,-called‘full diversity order”, is the product of the
number of transmit antennas, receive antennas and paths on the channel. In this thesis, we
usually use the system with two transmit antennas and one receiver antenna on the channel
with L path. Therefore full diversity order 1s usually 2L in this thesis.

We will analysis the diversity order that some space-time systems can achieve. In this
thesis we choose a reference system: a system with Ty transmit antennas and one receive
antenna. The channel of this reference system is a Rayleigh i.i.d. fading channel with a

single path. The average error probability can be explicitly expressed as [18]

] SNR )| (T, 1+ k)1 sNR O\
P=|=f1- | 1= ==
¢ {2[ 1+SNRJ] kZ;,[ k j{z( 1+SNRH (1.1

where SNR = E, , Ep 1s the transmitted bit energy and Ny is the average noise power. The
X'Y0

total transmitted power is the same for each simulation. According to (1.1), the average
error probability as a function for different numbers of transmit antennas Ty is illustrated in

figure 1.1.
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Figure 1.1 Bit rror probability as a function for different Ty
In the thesis, we define the diversity order as negative value of the slope of the curve in
figure 1.1. If the diversity order-that a system ean achieve is Ty, it will mean the slope of the
error probability curve of this system is.cqual to the-system with Ty transmit antennas and

one receive antenna on the Rayleigh fading channel with a single path.

1.2 Alamouti Scheme [1]

In 1998, Alamouti proposed a new coding scheme, called Alamouti scheme, for systems
with two transmit antennas on slow fading channels. Alamouti scheme is the first
space-time block code to provide full spatial diversity. Figure 1.2 shows the transmit

scheme of Alamouti scheme for two transmitters and one receiver.
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Figure 1.2 Alamouti scheme for two transmitters and one receiver
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At a given symbol time t, the signal transmitted from antenna one is denote by X; and
from antenna two by X,. During the next symbol period symbol (-x, ) is transmitted from
antenna one, and symbol Xl* is transmitted from antenna two where * is the complex
conjugate operation.

The basic assumption of Alamouti scheme is that the channel is constant over two
consecutive symbol periods. The channelsbetween transmit antenna one and receive
antenna during t to t+T can be deneted by h; and the channel between transmit antenna two

and receive antenna during t to t+T by h». Thus-the received signals can expressed as
rn=hx+hXx, +n
r,=-hx; +hs +n, (1.2)
where r; and r; are the received signals at time t and t+T and n; and n, are white Gaussian

noise. Then we get the transmit symbols by combining two received signals as follow

expression:
Xi = hl*rl + hzrz*
X, =hr—hr (1.3)

Substituting (1.2) into (1.3) we get:



Xi :(\hlf +\h2f)><1 +h'n, +h,n
)~(zz(‘hl‘z+‘h2‘2)x2—hln;+h;n1 (1.4)
These combined signals are then sent to the maximum likelihood detector to decide X
and X; in PSK constellation.
Performance of Alamouti scheme is shown in [1]. Because the structure of Alamouti

code is full rank and orthogonal, Alamouti scheme achieves full spatial diversity and is

easy to decode on the slow fading channel.
1.3 Time-Reversal Space-Time Block Code

The Alamouti scheme assumes that the channel is flat fading. This will not be the case if
the channel experiences a delay spreadmsThus,”a special STBC called time-reversal
space-time block code (TR-STBC) is proposed in [5]]6] [7]. It is an extension of Alamouti

scheme to ISI channel. The transmit scheme-and the transmit symbol patterns are shown in

Y h(a*)

-2 cll

figure 1.3 and Figure 1.4.
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Figure 1.3 Transmit scheme of TR-STBC [5]
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Figure 1.4 Transmit patterns of TR-STBC [6]

Figure 1.5 shows the receive scheme of TR-STBC.
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Figure 1.5 Receive scheme of TR-STBC [5]
A discrete time filter will be represented as a polynomial in the unit delay operator, g, as

follow

v(t)=a(q" )u(t)=(a,+aq" +..+a,g " )u(t)

(1.5)
=a,u(t)+au(t-1)+..+au(t—n)
where n is the order of the polynomial.
The complex conjugate of a(q™") is defined as
(a(q‘l)) 2a’(q)=a +aq+..+a,q" (1.6)

According to (1.5) and (1.6), for a system with two transmit antennas and one receive
antenna, if we transmit symbols denoted by X;(t) and X»(t) from antenna one and two, the

received signals at every “even” and “odd” symbol time will be



(1) =h (@)% (t)+h,(a )%, (t)+n, (t)

r, (1) =hy (@)X (t) =hy(@ ) (t)+n, (t) (17)
where hy(q™") and h,(q") are the channels for the antenna one and antenna two and ni(t) and
n’,(t) are the noise at the even and odd symbol times respectively.

We assume that the channel is constant over two consecutive package periods in this
scheme, similar to the assumption in Alamouti scheme.

r,(t) is the complex conjugate of I’»(t), expressed as

(1) =(r (1) =hi@™x (&) -h @)% (t)+n, () (1.8)

If we introduce the vectors

and the matrix

h
H(eg )=
(g L
We can express receive signal vector as

r(t)=H(g.q")x(t)+n(t) (1.9)

then we multiply r(t) with H=H(q,q‘1) just like the decoding process of Alamouti

scheme, we get

2(t)=H"(a.q7)r(t)=H" (a.a”)H(a.q")s(t) +H" (a7 )n(t)
= (a)h, () + s (a)hy (o)) x(t) +v(t) (1.10)
where
10| o e



Using the components ofﬂ = [21 (t) Z, (t):IT , we can express (1.10) as
z,(t)= (hl* (a)h(a")+h(a)h, (q‘l))x1 (t)+v, (1)
z,(t)= (h1 (q)h (q")+ h, (a)h, (q’l))x2 (t)+v,(t) (1.11)

We use MLSE algorithm to decide X;(t) and Xx(t). The branch metric is

u(t)= y(t—1)+Re{x,*(t)(2zl (t)—7o% (t)—2mzn_;7mxl (t-m) }

u(t)= u(t—l)+Re{x§ (t)(zzz (t)= 7% (t)_zgymxz (t-m)

(1.12)

%r_/

In (1.12), yx is defined as follow
y(a.a7)=h (a)h (a7 )+hy(a)h, (a7)=7e@" + .ty +ot 7,0 " (1.13)
The simulation results of TR-STBC systemwith two transmit antennas and one receive
antenna are shown in Figure 1.6. ‘Assuming L is the: number of paths on the channel and
power of each path is equal, we find that " FTR-STBE can achieve full temporal and spatial
diversity: 2L. Although TR-STBC ocan handle ISI and achieve full diversity on the

multipath channel, it is not suitable for the channel which changes fast according to the

assumption in (1.7).
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Figure 1.6 Bit error rate of TR-STBC with different channel path

1.4 Delay Diversity Scheme

The delay diversity scheme was proposed in [8] and a similar scheme was suggested in
[9] [10]. One of the delay diversity schemes, called standard delay diversity (SDD) scheme
is illustrated in Figure 1.7. MLSE algorithm is used to detect the transmitted symbols. In
this chapter, we assume Ty and Ry are the number of the transmit antenna and receive
antenna respectively, and L is the number of paths on the channel and power of each path is
equal. Performance evaluation in [9] and [11] shows that this scheme achieves Ty x Ry + 1
order diversity. Although the SDD scheme guarantees to extract full spatial diversity (Tx x

Ry), it can not achieve full diversity (Tx x Ry xL).



x | c.ﬂ[E‘l’lIlHl
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Figure 1.7 Standard delay diversity scheme

To achieve full diversity, an extension of the delay diversity scheme, called generalized
delay diversity (GDD) scheme, was proposed in [9] [10]. For a channel of length L, the
transmitted symbols of GDD scheme on antenna two is delayed by L symbols. Performance
presented in [11] shows that the structure of GDD codeword can achieve full spatial and
temporal diversity. However, this structure implies that the longer length of the channel, the
more register is used, and the complexity incteases exponentially. For a delay code with d
delay and BPSK modulation is used, the code rate, complexity and diversity level are listed
in table 1.1.

Assuming the channel is ideal and fast enough, delay diversity scheme, unlike Alamouti

scheme and TR-STBC, is suitable for fast fading channel.

Code rate Complexity Diversity level
N HLrd-1 L <d: T,L (full diversity)
N +d
L>d: d+L

L: channel length ~ d: delay  N: number of symbols in a transmitted package

Table 1.1 Code rate, complexity and diversity level of delay code

10




1.5 Alamouti Scheme with MLSE

In the section we combines Alamouti scheme with MLSE to exploit the temporal and
spatial diversity. We will introduce this scheme and compare it with the others in the next
section.

Consider Alamouti scheme discussed in section 1.2, if there are N input symbols,
denoted by Xj, X;...Xx, the transmitted symbols after encoded will be

X * * * *

_1 Xl _X2 oo X|—2 _X|—2 XI _X|+1 oo XN 1 _XN

» . ) . . (1.14)
I X X, X, X X e Xy Xl

The impulse responses of the frequency selective channel for the antenna one and antenna

two denoted by h and h, are

E [11= 125 lL] E [hzlahzzs .h, ] (1.15)

where hj is the zero-mean complex Gaussian random variable and L is the length of
channel. In this section we assume thelength of each channel is identical.
The received signal is the convolution of the input symbols and the channel impulse

response, which can be expressed as

r:§®ﬁ+&®ﬁ+n (1.16)

where ® denotes the convolution and n is the white noise. Substituting (1.14) and (1.15)

into (1.16) we get

5 B 5 3
I‘( ) kZ: Ny 2k Sicak thksu ki1 T Z by o Sic 2k+l+zh22ksl 2 +I’1( ) (1.17)
0
5 s 5 :
Z h12k+1 i— 2k+1+zh1 2kS| 2k+2+ Z h22k+1 i—2k +Zh22ksl 2k+3+n(|+1)

k=0 k=0 k=0

(1.18)

11



According to (1.17) and (1.18), we can find that the received signal at i-th symbol time is

interfered by last2!"/2 symbols. Thus if we use B-PSK modulation, the computation
complexity of the proposed scheme will be otk
Because X; and X;;; are transmitted at time i and i+1, we have to use the received signals

at time 1 and i+1 when we will decide X; and X;+;.The maximum likelihood detection is

given by
N 2 . . 2
argggz{uz(i)_r(i)u #lz(i+n)-r i+ 0} (1.19)

where z(i) and z(i+1) are defined as

s 5] = )
Z(I): Z h12k+1 i-2k Zhl 2kS| 2k+1 + Z h2 2k+1 i—2k+1 +Zh2 2kS| 2k (120)
= & = H
Z h12k+1 i—2kal +Zh1 2kSil2kan T Z Ny 5 Sic 2k +Zh2 28 akes (1.21)

k=0

Assuming BPSK modulation is used and channel length is 2, the trellis diagram of the
proposed scheme is illustrated in Figure 1.8.

X X zi=hy;(-1)+hy (-1)-h5(1)+hy(-1)
1722 Tl g = (L), (L) +hyy (1) +hyy(-1)

/ 1,1

i° N+l

-1,-1

1,-1 1,-1
1,1 ; \\ £ 1,1
zi=hyy (-1)+hy (1)-h (1) +hyy(-1)
Ziyg=-hy; (1) +hy (-1)+h5(-1)+hyy(1)

Figure 1.8 Trellis diagram of Alamouti with MLSE
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Figure 1.9 shows the simulation results of this scheme for different path power
distribution. In this simulation, we assume there are two transmit antennas and one receive
antenna in the system. In general, longer channel length and more average power
distribution of paths cause more serious ISI. But it also means higher diversity order that
the channel can provide. If we use optimal receiver such as MLSE, the performance of the
system on the high diversity order channel will be better.

Figure 1.10 shows the simulation results of this scheme for different channel length. For
the system with two transmit antennas and one receive antenna, The diversity that the
scheme can achieve is L + 2, where L is the channel length and the power of each path is
the same. We find the diversity order is the sum of L and the number of transmit antennas
(denoted by Tx), not the product of L and Ty. Therefore this scheme can not achieve full

diversity.

B NN R R N N S SN N SRS NN NE

path power=[0.5 0.5] ]
V| —&— path power=[0.8 0.Z]
| ———path power=[0.34 0.330.33] | |
—& —path power=[0.7 0.2 0.1] |3

10"(..

10

107

10

Figure 1.9 Bit error rates of Alamouti with MLSE on different path power
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Figure 1.10 Simulation of Alamouti with MLSE on different channel length

1.6 Summary

In the section, we summarize the results from previous sections and compare the
difference among TR-STBC, delay diversity schéme and the proposed scheme. The
complexity, diversity level and code rate ofithese scheme are presented in table 1.2. The
channel condition for each scheme discussed in the chapter is listed in table 1.3. In this
section, we assume there are two transmit antennas and one receiver antenna, i.e. Ty=2,

Ry=1, and BPSK modulation is used.

TR-STBC Delay diversity scheme Alamouti
scheme with
MLSE
Code rate N N 1
N+2(L-1)+L, N +d
Complexity oL L+d-l 2LL/2J><2

14




Diversity level 2L (full diversity) L <d: 2L (full diversity) d+L

L>d: d+L

N: number of symbols in a transmitted package
L: channel length d: delay
Lm: length of midamble

Table 1.2 Code rate, complexity and diversity level of three schemes

Condition Applied channel
Alamouti scheme channel is constant over two Slow flat fading
symbol times
no ISI
TR-STBC channel is constant over two Slow fading frequency
package times selective
Delay diversity scheme fast fading frequency
selective
Proposed scheme fast fading frequency
selective

Table 1.3 Application and condition of schemes discussed in the chapter

From table 1.2, we find that TR-STBC achieves full diversity no matter how long the
length of channel. But the code rate of TR-STBC is the lowest of these three schemes. If
the number of symbols in a package, denoted by N, is large, the code rate will approach one
and the comparison of the code rate is not meaningful. But remember that we assume the
channel is constant over two consecutive package periods. If the channel changes fast, the
number of symbols in a package will be small, and the code rate of TR-STBC will decrease.
Because of these reasons, TR-STBC may not adapt to the fast fading channel.

Then consider delay diversity scheme. This scheme permits the change of the channel

15




during a package periods. Thus, the code rate of delay diversity scheme will approach one
if N is large enough. The encoder structure of delay diversity scheme is simple, and if the
number of the delayed symbols is equal to the channel path (GDD), this scheme will
achieve full diversity. But when the channel length is long, GDD scheme will increase the
number of delayed symbols to achieve full diversity, and the complexity will increase
rapidly. Although delay diversity scheme can be applied on the fast fading frequency
selective channel and achieve full diversity, we have to balance the complexity with
diversity level.

Alamouti scheme with MLSE achieves highest code rate and lowest complexity among
these three schemes, and it can be applied on the. fast fading frequency selective channel
just as delay diversity scheme. The disadvantage is that the proposed scheme can not

achieve full diversity because of the code structure.of Alamouti scheme.

16



Chapter 2

2.1 Space-Time Trellis Code

Space-Time trellis code (STTC), which was first introduced in [2], can provide
substantial coding gain and full spatial diversity on the flat fading channel. The encoder

structure is shown in figure 2.1:

(s
(o ) ®
/\( Bl Bl
X
N
( &5 -13311,)
)

Figure 2.1 Encoder of STTC [12]

For M-PSK modulation, the input sequence of STTC, denoted by cC, is expressed
asCc= (CO,CI,...,Ct,...) . ¢, which consists of m=log,M bits, is the input sequence at time t
2

and is given byc, :(ct‘,ct ,...,Ctm).

The encoded M-PSK sequence X, is expressed by X = (XO,XI,...,Xt,...) , where x; is a

17



T
: . 12 ,
transmitted symbol at time t and expressed by X; = (X[ o X 5eees X[nT ) .For a system with nr

transmit antennas, the symbol transmitted through the n-th transmit antenna at time t is
denoted by X; .

The m generator coefficient sets is given by

&' = (9019020 G )-(0115 01200l ) (G411 0o 120Gy )|
& = (9019020 Gom, )>( 971972007 )5 (9011590 125001 )|

g" = [(ggjn Uoas---Gom, )’(gm, O12>-+-Gin, )""(93;—1»1’ Ouy 127Gy 1o )} 2.1)

where gf,i, k=1.2,..m, | =12,..V i = 1,2,...,n1, is an element of the generator

coefficient set, and Vi is the memory order of the k-th path. Then we can compute X; as

m V-1

)

g 'j‘,ictk_ ;modM (2.2)
k=1'j=0
The trellis diagram and the pérformance-analysis-are studied in [2]. Some STTC such as

Tarokh/Seshadri/Calderbank (TSC) codes and Baro/Baush/ Hansmann (BBH) codes

are listed in [12].
2.2 STTC with MLSE

In this section, we combine the STTC introduced in the previous section with MLSE on
the ISI channel. We propose two schemes to handle ISI. In the first scheme MLSE
equalizer is apart from the trellis decoder, which is called “separated scheme”. MLSE is
used to detect symbols suffering from ISI, and the detected symbols are inputted into the
STTC decoder. In the second scheme, the STTC is defined on the complex field, thus the
STTC encoder and the ISI channel may be regard as a “combined channel”. And we can
combine MLSE with STTC decoder in the receiver to handle the “combined channel”, and
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we call this scheme “combined scheme”. We assume that there are two transmit antennas

and one receive antenna.

2.2.1 The separated scheme of STTC with MLSE

The first scheme of STTC with MLSE is illustrated in figure 2.2.

By
1 IMapping \
C opace- 1

-1 “B [ -
I 2 Space- - 1
Time | A i gloge] DR | @l F
Trellis /fr:

MLSE T:éﬁl‘;
Encoder i
- - . Mapping !
C % X

(" ] Serial to
) Parrell

Decoder

Figure 2.2 The separated scheme

The codeword sequences X' and X’,are expressed in (2.2). After mapping the symbol

sequences denoted by X1=[X11,X§,...Xt1,...] and X2=[X12,X22,...Xt2,...] are

transmitted to the ISI channel.-Assuming QPSK modulation is used, thus there are two

input sequence C' and C*. Accordingto(2.1) and'(2.2), the transmitted symbols are:

2
th = Z gilctk_j mod 4

— |
(@]
O -

2
X, = Z g%,¢; mod4

j=

k=
1 1 1 1 1 1 2 A2 2 A2 2 2
= (go,ZCt + gl,ZCt—l +.o.t gv—l,zct—(v—l) + gO,ZCt + gl,2Ct—1 +ot gv—1,2Ct—(v—1))mOd 2.3)

—
(=1

Because QPSK modulation is used, M=4 and m=log;M=2. And we assume the memory
order is the same (i.e. Vi=V,=V) in (2.2) and (2.3).
Then the received signal can be expressed as

r=h®X,+h,®X,+n (2.4

where ﬁ and E are ISI channel presented in (2.4) and n is the noise.
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Then the received signals are entered MLSE to solve ISI effect. And the output symbols

of MLSE, denoted by X' and X* , are exploited to decode.

2.2.2 The combined Scheme of STTC with MLSE

STTC encoder and the ISI channel may be regarded as systems with memory. It means
the outputs of STTC encoder and the ISI channel both depend on the past and current
inputs. Due to the similar property of STTC and the ISI channel, we can combine STTC
encoder with ISI channel. The combination of STTC and ISI channel becomes an
equivalent channel. Thus in the receiver, MLSE can be also combined with STTC decoder
to become another MLSE equalizer which can decode and handle ISI.

However, the STTC in figure 2.2 is defined on the finite field and the ISI channel is
defined on the complex field. Thus we can not combine STTC with ISI channel directly. In
order to solve this problem, we-design‘anew.STTC defined on the complex field, just as

the modulated code [13]. The scheme'is expressed in figure 2.3.

_Y N4
—  sTIC MLSE .
(" dMapping | Serial o | (°|  Encoder with ( c.,c )
Parrell on complex / STTC |
field Y _2 Discodet
¢l X

Figure 2.3 The combined scheme
The input sequence C has to be mapped into the complex field first because STTC
encoder is defined on the complex field. And we combine STTC encoder with codeword
mapping in the transmitter. Then we will derive the equivalent combined channel as

follows.
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Substituting (2.3) into (2.4) we get

r=h®X;+h,®X?+n

Il
R
M
N
«
I:x

L

+

o

&
I/
INgE
<

e

.‘—\) =

o
;/

:

=> h ®c{+n (2.5)

Gi =[ 08} 080 - 512, k=1.2..m 2.6)
Remember that the generator:coefficients 9‘,-(,m and the computation are defined on GF(4)

in (2.2); but in (2.5), glj(’m and the ‘computation are defined on complex field, thus the

computation in (2.5) is valid.

According to (2.5), the combined channels h, is

h=h® GK+E®G§ k=12 (2.7)

. . . k
In order to get the equivalent combined channel, the generator coefficients J; , must be

complex number. The generator coefficients of STTC presented in [12], such as
Tarokh/Seshadri/Calderbank (TSC) codes and Baro/Baush/Hansmann (BBH) codes, is no
longer valid in this scheme because they are defined on the finite field. And we have to find
new generator coefficients.

The straightforward way is to convert the generator coefficients defined on the finite

field, into the complex number. But the method will make a mistake when STTC encoder
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generates the codeword by these generator coefficients defined on the complex field.
Because modulo-M computation applied in the STTC encoder is a linear computation on
the finite field, it is no longer linearly on the complex field. Thus direct conversion of the
generator coefficients from finite field to complex field is failed to generate codeword on
the complex field.

In this thesis we proposed a STTC transmit scheme which combines the STTC encoding

and signal mapping for QAM. First we have to choose a modulation. The values of

k
generator coefﬁcientgj,m are dependent on the chosen modulation. For M-QAM and

m=log,M, the generator coefficient are 2°, 2'....2™*" and 2%, 2Y,....2™*Yj. And
different arrangement of these coefficients makes different symbols X' and X*. Some
examples are as follows.

Example 1:

Code 1.1, code 1.2 and code 1.3 are all complex STTCs for 4-QAM (QPSK) system with
two input sequence. Memory order of the system is two, which means there are one register

in each encoding path.
Code 1.1: G/ =(9;,.9/,)=(10) . G} =(0i.01,)=(10)

G’ =(95.95)=(1.0) , & =(95.9%)=(i.0)
Code 1.2: G!=(1,0) , G} =(0,1) , G>=(],0) . GI=(j,0)
Code 1.3: G/ =(0,1) , G =(1,0) , G =(},0) , GZ=(0,])

And we can also illustrate the trellis diagram of these codes. Take code 1.3 for example, the

trellis structures of code 1.3 are shown in figure 2.4.
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S I B R R S S R o A S R S

A, 14 -4, -1+ 14, 14 <14, 14

1,-14 1+, -1 14,14 1+,14

1-j,-14  14,-14 14,1+ -1+, 1+

Figure 2.4 Trellis structure for code 1.3
Example 2:
Code 2.1, code 2.2 are complex STTCs for 4-QAM system with two input sequence, and

memory order of the system is three.

Code2.1: G} =(1,0,0) , G}=(0,1,0) , G} =(0,j,0) , G2=(},0,0)

Code2.2: G} =(1,0,0) , G} =(0,0,1)+5]G¥%(0,0,]) , G2=(},0,0)

Example 3:
Code 3 is complex STTC for 16-QAM system with four input sequence, and memory order

of the system is two.

Code 3.1: G/ =(0,2) , G,=(10) , G'=(],0) , G;=(0,]),
G =(0,1) , GI=(2,0) , G} =(2j,0), G =(0,2))

The coding gains of these codes are almost the same. But we find that systems with
different codes achieve different diversity level. Thus we will discuss the code design
criterion that achieves the highest diversity level.

The diversity level that the system can achieve is decided by the equivalent combined
channel, which is presented in (2.8). If we take QPSK modulation for example, i.e. m=2,

(2.8) will be written as
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V-1 V-1

h£ (n) = Z hl,n—i gil,l + Z hz,n—i gil,z

i=0 i~0
v-1 v-1

h, (n) =2 N gi2,1 + Z hz,n—igiz,2 (2.9)
i-0 i-0

where h;(n) is the n-th element of h . The length of h (n) denoted byl is L+v-1.
Thus the diversity level of the system is L+Vv-1 theoretically (When L+v-1 is larger than
TyxL, the diversity level will be TyxL because it will achieve full diversity.). But if the
values ofgio,1 , gli,1 yeees g;_u and gio,z, gli’z,..., 9:1_1,2 are all zero, the first n elements of H
will also be zero. In this case the diversity level is L+v-1-n, thus this STTCs can not

achieve the maximum diversity. Similarly, if the values of g\iH,1 , g\i,fzj1 yeees g\i,fn,1 and

g\iHj2 , ng,z,..., g\ilfn,2 are all zero, the last n elements of h  will be zero. The diversity
level that this code can achieve is L#v-1-n.

To avoid that the first n or the last n elements are all zeros, the first and the last terms of
h. must not be zero. Thus:

hllg(l)l + h2lg(l)2 # 0 s hILg\ll—l,l + h2Lg\1/—1,2 # O

(2.10)
hllggl + h219§2 * O > hng\f—l,l + h2Lg\3—l,2 s O

Because hyy, hy, hyy, hyp are non-zero complex random variables, we rewrite (2.10) as

1 1 1 1
gOl + 902 # 0 b gv—l,l + gv—l,2 # 0

(2.11)
ggl + ggZ s 0 s g\f—l,l + 93—1,2 * O

Then consider the simulation result in figure1.8. When the path power distributes averagely,
the performance of the system will be better. In general, if the generator

coefficient G/ and G/ are symmetric, where
951 =0y1i, » €=12, i=12,.,v-1 (2.12)

the power of the equivalent combined channel will distribute averagely and will improve

the performance. Thus (2.11) and (2.12) are the design criteria of the proposed STTC. We
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will verify the criteria by simulation in section 2.2.3.

The complexity of combined scheme is M L+V_2, where M is decided by modulation.

Although increasing the memory order often improves the diversity order, the complexity

is also increased.

2.2.3 Simulation

The simulation results of the proposed schemes in the previous sections are shown in the
section. In our simulation we use the system with two transmit antenna and one receive
antenna on the Rayleigh fading channel. The STTC encoder is shown in figure 2.1, and
m=log,M=4 because QPSK modulation is used.

Figure 2.5 shows the simulationqof sepafated scheme and combined scheme on the

two-path channel. Based on the®same number of registers, the code G/ =(0,2), G;=(2,0),
G’ =(10), G;=(L0) defined on GE(4);-is-used in separated scheme, and The code
G/ =(0,-j), Gy=(-}.0), G} =(0,-1),"'GZ=(-1,0) defined on the complex field, is used in

combined scheme. It is easy to find the better coding gain and diversity gain of combined

scheme than separate scheme.

25



10 = — — S
separated scheme |3
—=—combined scheme | ]

10°

a 2 4 a] g 10 12 14 16

Figure 2.5 Bit error rates of separated scheme and combined scheme
Simulations of code 1.1, 1.2, 1.3, 2.1 and 2.2 in the section 2.2.2 are show in figure 2.6

and figure 2.7. These results are of simulations'fits the analysis which mentions in section

2.2.2.

10" e — ——
code 1.1 |7
| code 1.2 ]

3 —#—code 1.3

107 )

10°

1tk

107

10'5 1 1 1 i 1 1 1

Figure 2.6 Bit error rates of code 1.1, 1.2 and 1.3



code 2.1 _
| —=—code 2.2 | ]

Figure 2.7 Bit error rates of code 2.1 and 2.2
As we describe in section 2.2.2; the maximum diversity order that combined scheme

achieves is

L+v-1 when L+V—1<TL

diversity order = :
Y T,.L otherwise

Figure 2.8 shows the simulation of combined scheme with different memory order on
Rayleigh fading channel with two and three paths. The generator coefficients that satisfy
(2.11) and (2.12) are chosen for each system. On the two-path channel, the system that
memory order is three will achieve full diversity. Therefore increasing the memory order

can not improve the diversity order.
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Figure 2.8 Bit error rates of combined scheme
Finally we compare the bit error rates. of combined scheme with the other scheme in
chapter 1, such as SDD, GDD and Alamouti-with MLSE. The results on the channel with
two paths and three paths are shown in figure 2.9 anhd 2.10. Based on the same transmit
power and modulation (QPSK), we find remarkable coding gain of combined scheme.

Different coding scheme achieve different diversity orders and different complexity.

1 — Alamouti+hMLSE

1 —=— 50D delay)

| ——GDDZ delays)

T | —#— Combined schema, meamory=2
""" “ ] —%— Combined scheme, memaory=4

Figure 2.9 Bit error rates of the different schemes on 2-path channel
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Alamouti+MLSE

A —=—5SDD(1 delay)

| —— GOD delays)

| —#—Combined scherme, memory=2
| —%— Combined scheme, memory=4

Figure 2.10 Bit error rates of the different schemes on 3-path channel

2.3 Modulated Code

In section 2.2.2, we proposed a new_STTC encoder scheme which is defined on the
complex field. The basic idea of otr proposed'STTC is similar to modulated codes, which
are error control coding defined on the complex field; therefore modulated codes can be
algebraically combined with ISI channel. With modulated codes, ISI is not treated as
distortion but diversity and coding gain. The basic conception of modulated codes are
introduced in [13] and extended to MIMO system in [14]. We will introduce space-time
modulated codes (STMC) and compare it with our proposed STTC in the section.

We assume there are N transmit antennas and M receive antennas. The transmitter

scheme of STMC is illustrated in figure 2.11.
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Figure 2.11 Transmit scheme of STMC [15]

The input sequence C(k) is converted to the complex number and then enteredG(z),

which is a rate K/NP STMC encoder .G(z) is an NP by K polynomial matrix

9,(2) - 9k
G(z)=| : i (2.13)
Onp @15 Oy (2)
The element of G(z), denoted by gji(z), is the ztransform of encoding coefficients gj(n).
Thus g;jj(z) 1s expressed as

95(2)=29;(n)z”" (2.14)

And gj(k) must be under the following condition

NP

ZZK:Z‘QU("‘)F:NP (2.15)

i=1 j=1 n
The encoded symbols are transmitted on MIMO multipath channeli(k). Then we will

get the received signal B(k) . The z-transform of B(k) denoted by B(k) can be

expressed as
R(z)=H(2)&(2)C(2)+n(z) (2.16)
where Q(Z) is a K by 1 input sequence and ﬂ(Z) is an NP by 1 white noise vector.

H(z), which is the blocked version of H (k), can be expressed as
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H,(®  7'H,,(2)
H,(2) (2)

LE

Heo ,(2)  Hes(2)
Ho i (2)  He(2)

where I'1 is the order of E(Z)and HP(Z):ZE(PIJr p)z', 0
—— I -

2'H,(2) |
2'H,(2)
— rl
: =) Hz" 2.17)
2 He, ()|
H,(2)
<psP-1.

From (2.16), the combined channel is H(z)G(z).

There are several decoding schemes for STMC in [15], such as MMSE (minimum mean

square error), joint ZF-DFE (zero-forcing decision feedback equalizer) and MMSE-DFE

decoding. In this section, we study the ZF-DFE decoding and corresponding optimal

STMC design. We especially focus on the optimization of coding gain. Although different

decoding algorithms give different criterionsfor, the' optimal STMC design, we can still get

the other criterions by similar processing of ZF-DFE.

The STMC ZF-DFE is illustrated in figure-2:12.

2T
i

Matrix
multiplier of
size K by MP

D(z)

Parallel to
K by 1 vector serial Qandﬂ
decision P CUI‘QDL& to
‘ binary
mapping
DHZ)GZ)-I [

Figure 2.12 STMC ZF-DFE

It is usually the case that the higher the order of the ISI channel to equalize is, the worse

the DFE performance is. Thus in [15] it suggests that D(z)=D is simply a K by MP

constant matrix and STMC encoder takes a block code, i.e., G(2)=G is an NP by K
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constant matrix.

From the feedback loop in the ZF-DFE, we want to have

DH,G =1, (2.17)
Thus the feedback does not depend on the current vector. After the matrix multiplier the

mean power of noise 77 is

(2.18)

And the SNR is

2 2
sNR=Tx - 2o 2K"x (2.19)

In order to maximize the SNR at the receiver in(2.19), the following optimal STMC design

rule proposed in [15] is

mmZZ|dU| (2.20)

i=1j=1

Based on the design rule in (), the bit-error rate of STMC on AWGN channel is analysis in

[15], and is expressed as

E, °K
BER = 2= — 2.21
Q[ N, NP J ( )

where A is the singular value of the matrix H G . The minimum of ZZ‘d ‘ in (2.20),
i=l j=1

is reached if and only if all singular values of H,G are identical.

The optimal STMC G, is also derived in [15]

G (2.22)

opt —

IIE
IIG’

where the singular value decomposition of H,G is UVU, =H,G and the singular

16

W is

value decomposition of H,"H, is W" AW =H,"H, . The matrix
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o

{diag(z/;,...,z/@ )} 023

Q(NP—K)xK
where & is the singular value of the matrix H," H, .

Two examples of STMC are presented in [14]. In these two examples, it assumes that
N=M=2, K=2, P=3, and two AWGN channel with memory: channel A and channel B.

Channel A is
0.4762 0.4286
H(0)=H(1)=H(2)= {—0.3810 0.3333}

and the optimal STMC for channel A is

| 0935 05778 0.7498 0.4634 0.4161 0.25727
107529 12182 -0.6038 0.9769 —0.3351 0.5421

Channel B is

[0.8111 0.5469

10.7117 0.6691}’ (1)

H(z):‘—o.mss —0.1676}H(3):{0.0154 —0.0152}
| -0.1263  0.1129 ~0.0547 0.0323

[—0.0620 —0.0617

| —-0.0228 —0.0970}

=0.1459 -0.0136
—0.0880 —0.0507

and the optimal STMC for channel B is

opt

1 0.6276  0.4449 -1.0787 -0.8155 0.5606 0.44887
1 -0.9988 —0.7658 —0.0931 0.0032 0.9498 0.7529

The simulation results of STMC on channel A and B are shown in figure 2.13.
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Figure 2.13 Simulations of STMC ZF-DFE on channel Aand B

Now we find that the basic ideatof modulated codes is similar to our proposed scheme.
These two codes are both defined on the complex field to be combined with ISI channel.
Thus multipath no longer causes interference, -but is-exploited to improve the performance
of systems. However the purpose is different:-We use codes defined on the complex field
for joint decoding and achieve multipath diversity gain. But the modulated code is design
for exploiting the optimal coding gain from the ISI channel, diversity gain is not
emphasized. Because of these reasons there are some difference of transmitter and receiver
between modulated codes and our proposed scheme, such as the design of transmitter and
receiver.

To achieve the maximum coding gain, the modulated code encoder has to be dependent
to the ISI channel. Thus the all the ISI channels for all the different pairs must be known at
both the transmitter and the receiver. This condition might be too strong for the wireless
channel, especially on the fast fading channel.

The receivers of our scheme and STMC are also different. The STMC ZF-DFE is the
decoding scheme which is proposed in [14]. Although it is easier to implement than MLSE,
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this scheme can not exploit multipath diversity. Figure 2.14 shows the simulation results of
STMC ZF-DFE scheme on the Rayleigh channel with three and five paths. From this
simulation we can find that the diversity level is the same no matter the number of paths.

Only coding gain is exploited from the channel.

Figure 2.14 Bit error rates of STMC ZF-DFE on Rayleigh fanding channel

2.4 Space-Time Turbo Equalization

In the thesis, we analysis the diversity orders that can be achieved by different
space-time coding structures. We use MLSE to deal with ISI and exploit the multipath
diversity gains because MLSE is an optimal equalization that jointly utilizes the coding, the
symbol mapping and the knowledge of channel. However, the computational complexity of
this receiver is determined by the channel length and the number of trellis states, which
grow exponentially. Because of the high complexity, optimal receiver might be infeasible in
most practical system.

In order to approach the remarkable performance of optimal receivers with lower
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complexity, turbo equalization [16], an iterative equalization and decoding, is proposed.
The transmitter and receiver schemes are illustrated in figure 2.15. The equalizer and the
decoder are separated at the receiver. We use BCJR algorithm [17] both in the equalizer and
the decoder to estimate the soft information. The soft information from equalizer is
interleaved and taken into account in the decoding process. Similarly the soft information
from decoder is entered the equalizer, creating a feedback loop between equalizer and
decoder. This iterative process will combine the channel information with coding. After
iterative process, we expect that the performance of turbo equalizer approach the optimal
receiver.

Many reduced complexity turbo equalizers have been proposed. For example, we can
use the linear equalizer in place of MAP equalizer. We can also use different codes to
improve the performance or reduce the complexity. of turbo equalizer. The STTC proposed
in section 2.2.2 will used in turbo. equalizer.to compare the performance between turbo

equalizer and MLSE. And this simulation result.is shown in figure 2.16.

G Received signal
. ) A posteriori
l —— = MAP Equalizer probabilities
Prior
Encoder probabilities | BCIR alogrithm L{X'|r
X E (X . L
v e (X' P) /)r\
D\«IEDDIHE E;th_inﬁic L { }1_ , | ) ‘\‘\---/Jl
i sl 3 F
X Interleaver probabilities e { ¥
i Deinterleaver
y I (c|p) Extrinsic "
Interleaver ot ' | probabilities
, il v
X +7
L Decoder
ChHHHEI . - , i e Prior
Alggfb]t;??;l-- BCIR alogrithm probabilities
L probabilines L (x|7)
Tbe | F=y Mt
I
Transmitter Turbo equalizer

Figure 2.15 The structures of transmitter and turbo equalizer
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Figure 2.16 Biterror rates of turbo equalizer

37



Chapter 3

Conclusion

Joint decoding and equalization does provide remarkable benefits in terms of system
performance, judging from the simulation results in the thesis. We use MLSE to exploit
multipath diversity gain, and analyze the maximum diversity order that can be achieve by
different space-time coding schemes. Complexity and application are also discussed in the
thesis. Finally we proposed a space-time trellis coding defined on the complex field, thus
coding and multipath channel could be combined together. By this complex trellis coding
the system could achieve full space and multipath diversity. This coding is also applied in
the turbo equalization and other systems.

On the conception of joint decoding and equalization in this thesis, we may extend the
coding scheme, which can be“combined with -channel, to other system with lower

complexity than MLSE. Therefore our proposed coding scheme will be more practical.
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