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Flexible On-chip Bus Encoding for Power Minimization

under Delay Constraints

Student : Tzu-Wei Lin Advisor : Dr. Jing-Yang Jou

Department of Electronics Engineering & Institute of Electronics
National Chiao Tung University

Abstract

As technology advances, the global interconnect delay and the power
consumption of long wires become crucial issues in nanometer technologies. In
particular, both inductive and capacitive couplihg effects between wires result in
serious problems such as crosstalk delay, coupling noise, and power consumption.
However, most existing works* consider -only RC effects (the worst-case
switching pattern resulting from coupling capacitance) to develop their encoding
schemes to reduce the bus delay and/or the bus power consumption. In this thesis,
we propose a new bus encoding scheme for global bus design in nanometer
technologies. With the user-given bus parameters, the working frequency, and the
delay constraint, the scheme can minimize the bus power consumption subject to
the delay constraint by effectively reducing the LC coupling effects. Simulation
results show that the proposed scheme can significantly reduce the coupling

delay and the power consumption of a bus according to the delay constraint.
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Chapter 1
Introduction

As technology advances into nanometer technology era, the delay and power
consumption become two eritical problems.in the on-chip bus design. With
aggressive scaling of transistor gate lengths, the bus delay and the power
dissipation of the bus wire loads play important roles in the overall performance
of high-speed chips. Besides, due to the lower supply voltage (lower noise
margin) and more congested interconnects, the crosstalk problem resulting from
both inductive and capacitive coupling effects becomes another important issue
in deep-submicron designs [1]. Hence, the strong coupling effects between wires
make the delay and the power consumption of on-chip buses worse than before.
Therefore, it is crucial to reduce the delay and power consumption of the on-chip

bus to improve the circuit performance in DSM designs.



1.1 Related Works on Bus Encoding

Due to the higher wire aspect ratio and smaller wire pitch, the coupling
capacitance between neighboring wires becomes the dominant component of the
total wire capacitance. Moreover, when the clock frequency increases over GHz,
the inductance effects on on-chip interconnects are becoming increasingly
significant [1]. However, most existing works focus on reducing the effects
resulting from coupling capacitance on the bus structure. There is not much work
in the literature considering inductance effects on the bus structure to develop
encoding schemes for reducing the bus delay and power consumption.
Considering only the capacitivé coupling effect, Sridhara et al. [2], Sotiriadis and
Chandrakasan [3], Victor and Keutzer [4], Backet al. [5], and Hirose and Yasurra
[6] proposed their bus encodingtechniques to eliminate the crosstalk delay. They
try to avoid the simultaneous inverse transitions of neighboring wires. Based on
eliminating the same worst capacitive coupling patterns, Baek et al. [5], Shin et al.
[7], Zhang et al. [8], Sridhara et al. [9], Subrahmanya et al.[10], Lindkvist et al.
[11], and Sotiriadis et al. [12] develop their own bus encoding scheme to reduce

the bus power consumption.

Since most previous encoding schemes [2 — 12] optimize the bus delay
and/or power consumption considering only the capacitive coupling, they might
not be suitable for today’s high-performance on-chip bus design due to the
significant inductive coupling. Although some works [13, 14, 15] consider the
inductance effects to build their encoding schemes, they either neglect the

capacitive coupling effects or only reduce the bus delay. However, as pointed out



in [16], the worst-case pattern causing the largest transition delay varies with
given design parameters while consider the RLC effects on buses. Besides, the
power consumption is also a crucial problem in the bus design. Therefore, when
developing an encoding scheme for high performance buses, the given
parameters need to be considered to minimize the bus power consumption and

the coupling delay.

1.2 Our Approach

As the process technology advances.and'the clock frequency increases over
GHz, the inductance effeets'on on-chip interconnect structures have become
increasingly significant [1}. Most existing works focus on reducing the effect
resulting from the coupling capacitance on the bus structure. There is not much
work in the literature considering the inductance effects on the bus structure to
develop encoding schemes to reduce the bus delay. However, considering the
RLC circuit model for the bus structure, we found out that when the inductance
effect dominates, the worst-case switching pattern with the largest on-chip bus
delay is when all wires simultaneously switch in the same direction [16].
Furthermore, in [16], the authors indicate that while considering the RLC effect
of interconnects, the worst-case switching pattern will change under different
levels of interconnect (local, medium, or global wire) and different working
frequency. Hence, as the inductance cannot be neglected in today’s

high-performance circuit design, it is very important to consider the RLC effect



while developing the bus encoding schemes. From [16] and the previous
discussions, we can understand that the impacts caused by aggressors are very
diverse through the mixture of the capacitive and inductive coupling. Therefore,
the worst-case delay patterns could be very different for various bus wire
parameters, i.e., different inductive and capacitive coupling conditions. Moreover,
the capacitive and inductive coupling effects vary with different working
frequencies since the impedance of capacitance (jowC)' (where @ = 2xf)
decreases with the frequency but the impedance of inductance jwlL increases.
Therefore, when considering RLC effects, it is crucial to take design parameters

into account to derive a better bus encoding scheme.

Thus, with the conceptithat the worst=case switching pattern varies with
given design parameters while considet the RLC effect of interconnects, we
propose a flexible encoding.schemeforon=chip buses with given parameters. The
key idea is that the coupling effect should be alleviated by transforming the data

sequences transmitting through on-chip buses.

1.3 Organization

The rest of this thesis is organized as follows. Section 2 describes the basic
assumptions used in our work for the bus structure, and this section also details
our encoding flow and algorithm that is used to minimize the LC coupling effects.

Simulation results are shown in Section 3. Finally, Section 4 concludes the thesis.



Chapter 2
Bus Encoding.for.Reducing Delay

and Power

2.1 Preliminary

2.1.1  Assumption and Problem Input
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Figure 1: The coplanar bus structure.

In this thesis, we consider the coplanar bus structure as shown in Figure 1 to
build our encoding scheme. In the coplanar bus structure, we assume that each
driver (receiver) has a uniform size and the driver is also assumed to be
symmetric so the effective output resistance is the same for both rising and

falling signal transitions. In the bus, structure each signal wire has a uniform

width, pitch, length and helght Gll/en the parameters of wires (length, width,
height and pitch), delay constralnt W(Tkr_g frequency, and the number of data bit
n, we will generate a valid code set that has the minimal total transition power
to map the data patterns. The valid code set is obtained at the cost of m — n
extra bus wires. Any valid code set must satisfy the property that any transition
between codes within this set is guaranteed to meet the delay constraint. The
overall bus structure is shown in Figure 2. The valid code set of the global bus
contains only 2" out of 2" possible codes. The mapping between the data patterns

and the generated code set is a straight forward work and will not be discussed in

this thesis.



Global bus with only 2" valid codes
which are allowed to be transmitted

n-bit m-Dit m-bit m-bit n-bit
Data—<Encoder reg reg Decoder—<>Data

m>n

(m-n: wire overhead)

Figure 2: The overall bus structure including the encoder and decoder.

Assume the number of data bit is n, the overall bus structure is shown in
Figure 2. The valid code set of the global bus contains only 2" out of 2™ possible
codes. The specific 2" codes arerseleeted to minimize the coupling effects
between any two of them.“In jaddition, the transition delay between any two
patterns in the specific 2" codes will meet the delay constraint which is given by

users.

Since transistors mainly operate in the linear region during transitions, it is
assumed that all drivers’ output resistances are linear throughout the simulations.
Therefore, the drivers will be modeled as simple linear resistances. In addition,
the receivers will be replaced by equivalent gate capacitances in the circuit model
and the wires are replaced by equivalent RLC circuit models. With the models,
the built circuit model for the coplanar bus structure will be constructed by only
linear elements (linear R, L, and C). In other words, the built circuit is a LTI

(linear time invariant) system.

In this thesis, ramp signal is given to the input of the driver, and the



transition time 7 can be calculated from the working frequency f by the

following equation [17]:

7, =22 (1)

In our simulation, we assume that synchronous registers are located at the

transmitter side. Thus all the signals switch at the same time on the bus.

2.2 Bus Encoding Flow

2.2.1 Overall Encoding.Flow

Figure 3 illustrates our overall encoding flow. At first, users should give the
bus parameters (bus width n, wire dimensions, wire pitch, Power/Ground grid
dimensions, Power/Ground-to-signal pitch), the working frequency, and the delay
constraint. With the given parameters, we extract the resistances, capacitances,
and inductances of bus wires. After extraction, the equivalent RLC circuit will be
built. Next, the built circuit will be simulated by using HSPICE with the basis
vectors which will be defined later. By applying superposition theorem [18] of
linear circuits, we can establish the transition graph efficiently. From the
transition graph, we apply a modified local search algorithm [19] to find a valid

code set in which every transition between a code pair meets the delay constraint



and the total transition power of all code pairs is minimized. Next, we will check

whether the code set covers all data patterns. If not, we add one more bit line to

the bus structure and redo from Step (1). Otherwise, the code set will be output to

map to the data patterns with the corresponding bus structure. The details of each

step will be described in the following subsection.

User-given

|
|
| parameters
\

Add one wire into bus

—_—— e, e —— -

Bus parameters, working
frequency, constraints

(1). Extract RLC and build
the circuit

v

(2). SPICE simulation for
basis vectors

v

(3). Bulid the transition

graph
v

(4). Find a valid code set with

min. total transition power

(Find a min. total edge weight
clique in the graph)

b

oes the code set cove
all data pattern?

Output the code set and
the bus structure

C

The overall encoding flow.

) Figure 3:



2.2.2 Extract RLC from Bus

In step (1), with the given feasible parameters, FastCap [20] and FastHenry
[21] are used to extract the RLC parameters of the bus and construct the SPICE
model. The detailed flow of step (1) is shown in Figure 4. FastCap can extract
the self and coupling capacitance of wires, while FastHenry is developed to
extract the resistance, self inductance, and coupling inductance. With these
extracted RLC parameters, the equivalent RLC circuit models will be constructed.
The circuit models are constructed as m-segments using series resistances and

inductances and shunt capacitances. The circuit model will be outputted as a

SPICE file.

J

signal
wire

JI

FastHenry extract R and L ‘

FastCap extract € ‘

R, L, C circuit

SPICE file

Figure 4: Extract RLC and generate the corresponding SPICE file.
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2.2.3 Simulate Basis Vectors by HSPICE

After building the RLC circuit model, the transition delay and power for a
specific input pattern pair can be obtained by simply conducting HSPICE
simulation. However, for an n-bit bus, there are 2" input patterns and 4" possible
transition patterns in total. It is extremely time-consuming to simulate all
transition patterns by HSPICE when n goes higher. The time complexity is
4"*(HSPICE simulation time for a transition pattern). Hence, we develop a
method based on superposition theorem [18] to significantly reduce the
simulation time. Based on this idea, we first simulate the basis vectors which are
independent sources to the RLC circuit. Then the real delay of each transition

pattern can be obtained by superposing the simulation results of the basis vectors.

What are the basis vectors for-a bus? We-define them as all independent

(1A

transitions of bus inputs. Throughout this thesis, represents a stable input
(stable at low or high), “T” represents an input changing from low to high, and
“}” represents an input changing from high to low. Therefore, for an n-bit bus

consisting of input signals zg, 71, Z»,...,Zn.1, the basis vectors can be expressed

as:

basis vectors of an n-bit bus =

{2071 22...701)| 20 e{T, d} and 71, 75,...Z01 € (-} }U

{20 21 22...201) | ae{T 4} and 20, 22,... 201 € {-} }U

(2o 21 72...201) | Znae{T, VY and 20, 71,...200€ {-}} )

11



The followings are some properties of the basis vectors.

Property 1: In an linear RLC circuit of a bus, given a basis vector, such as (- —

1), the transition delay and power due to the switching input is the same no
matter other stable inputs are at ‘0’ or ‘1’ [15] (e.g. 000>001 and 110>111 have

the same transition delay).

Property 2: In an linear RLC circuit of a bus, given an integer K and
o<k<n-1,{(20 21 Z2...2n1)| Zx {1} and 20, 21,...201 €{-}} and {( 20 71 22
Zn1)| zwe{d}y and 29, 71,...201 € {-}} are called a dual basis vector pair. The
voltage and current waveforms resulting from a dual basis vector pair are equal

in magnitude but opposite in diréetion [15].

Here we also define a minimum basis vector Set as that all transition patterns

can be obtained by superposing the basis vectors within this set:

Minimum basis vector sets of an n-bit bus =

.. 2e)|oe{t,dand 2, 25,... 201 € {-}},

{(Zo Z1 2o ...Zn.1)| 21 E{T, \L} and 20, 22,...2n01 E{—}},

{2071 Z...701) | Znae{T 4} and 20, 71,... 202 € {-}}}  (3)

12



Therefore, the minimum basis vector set of an n-bit bus has n elements and
each element can be one of the dual basis vector pairs as shown in Equation (3).
Hence, we only need to simulate the basis vectors of the chosen minimum basis
vector set. Then we can use the simulation results to obtain the delay and power
of all transition patterns by applying the superposition theorem. The details and
examples of Step (2) are shown in Figure 5. First, we apply one basis vector at a
time as the input transition pattern on the bus. Second, we perform SPICE
simulation and record the voltage and current waveforms of all signal wires.
Then, we repeat this procedure for every basis vector until all basis vectors of the

chosen minimum basis vector set are simulated.

Example

Apply one minimum basis 7 bus N,
vector at a time — " 20

5 Repeat @Next
HSPICE simulation

n times
@ bus @
v 15

3
ER%cord the waveform of each wire
@Next

C_D bus /C\@,
— =IR1E))
T —_—

Figure 5: HSPICE simulations with the minimum basis vectors of the
minimum basis vector set.
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2.2.4 Build Transition Graph

In step (3), we apply the superposition theorem to calculate the real
transition delay of each transition pattern by using the simulation results of the
basis vectors in step (2). Figure 6 illustrates how to obtain the real delay of a
transition pattern by using the simulation results of the basis vectors. First, we
decompose the transition pattern into some basis vectors. Then, by looking up the
simulation results of the basis vectors that have been obtained in step (2) and
superposing them, we can obtain the overall voltage waveform of each wire.
Then the real delay of this transition pattern can be calculated. Our simulation
results show that the results obtained from superposition exactly comply with

those obtained from the real HSPICE simulation.

By using superposition; the ‘overall current waveform of each wire can be
obtained as well. Then the “transition power between any two codes can be

obtained from the following equation:

Transition power P = ZVdd v (4)

i=1
where | . 1S the average current in wire .

Hence, by utilizing the superposition, we can calculate the transition delay
and power between any two codes very fast without performing a real HSPICE
simulation run. Then we build a transition graph to indicate if the transition delay

between arbitrary two codes meets the delay constraint or not and record the

14



transition power as the edge weight. In the transition graph, a node represents a
code and an undirected weighted edge indicates that the transition delay between

two corresponding codes meets the delay constraint with the transition power as

the edge weight.
T
/ l\Decompose
S ——~L
l ' @Lookup
bus | | | | | | | | results
@superpose

g g % @measure delay

Figure 6: An example of superposition.

2.2.5 Find Minimum Total Edge Weight b Clique

2.25.1 Our Proposed Flow for Finding Valid Code Set

After building the transition graph, we want to find a minimum total edge

weight b (=2") clique in the graph. The reasons to find such a clique in the

15



transition graph are: (a) we want to find a valid code set that can map to all data
patterns, i.e., the size of the valid code set equal to 2" data patterns; (b) within the
valid code set, any transition between two codes is guaranteed to meet the delay
constraint; (c) the total transition power of this code set can be minimized, and

thus the average power consumption of the encoded bus can also be minimized.

Inspired by the K-opt Local Search [19], we propose Modified Local Search
(MLS) to solve the problem. In Figure 7, we propose a flow for finding the valid
code set. Since finding the maximum clique is an NP-complete problem, the
K-opt Local Search is a heuristic algorithm. The algorithm can process the graph
up to 4000 nodes. Therefore, the proposed Modified Local Search is also a
heuristic algorithm. By applying the, Modified Local Search, the quality of the
finding valid code ser would be improved both on the size and the total edge

weight of the finding clique.

As shown in Figure 7, given a weighted transition graph, our goal is to find
out a valid code set that can map to all the data patterns with minimum total edge
weight (i.e. minimum total transition power). There are three steps in our
proposed flow. First step is finding out the seeds with degree larger than b. The
next is generating the initial clique for each seed. The third step is processing

each clique by MLS.

16



Transition
Graph

Find out seeds
with dcin:': = b

Generate Initial clique
for each seed

V

MLS

@Ep{! rt best cliqu@

Figure 7: Prdposed‘ flow for finding the valid code set.

2.2.5.2 Notations

The notations used in this thesis are given below. An example is given in

Figure 8 to demonstrate the notations.

C: the current clique.

SN: the neighbor node set in which the node can be added to enlarge C,

i.e., the vertices are connected to all vertices of C. For example, Sy = {8} in

Figure 8.

17



SOM3 the node set of one edge missing, i.e., the vertices that are

connected to |C| — 1 vertices of C. For example, Som = {5} in Figure 8.

Ci, SiN , SiOM: the current clique, the neighbor node set, and the node set of

one edge missing in iteration i, respectively.

Total-Power(C): the sum of all edge weights of C.

i

Figure 8: An example of Som, Sy and C.

2.2.5.3 Finding Seeds and Generating Initial Cliques

After the weighted transition graph is built, we use the 1-opt Local Search
[19] to develop initial cliques from seeds. Due to the size of our target clique is b,

the edge degree of seeds should be larger than b.

4

Since initial cliques are inputs of MLS, the performance of MLS will depend

18



on the given initial cliques. Hence, different initial cliques should be tried by
MLS as many as possible to find the global optimum. To generate initial cliques,
we apply the 1-opt Local Search to develop them from seeds. Given a graph,
nodes with edge degree larger than b will be chosen as seeds. Once a seed is
chosen, the corresponding initial Sy and Som will also be generated. To enlarge a
clique, we choose a candidate from Sy at a time. The candidate is the node with
the minimum average weight. After adding the candidate into the clique, Sy and

Som will be updated. The procedure continues until two conditions are satisfied:

(1)|C| =b.

(2) Sn= 0.

Figure 9 depicts the flow of the 1-0pt Local Search.

Seed

fNE= O or
ICliquel = b

Report the valid
code set

Add candidate with
minimum average weight

Figure 9: Flow of the 1-opt Local Search.
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2.25.4 Modified Local Search

Inspired by the k-opt Local Search [19], we propose Modified Local Search

to solve the problem in this thesis.

As described in the following, there are two basic ideas of the algorithm.

Given a current clique C for a graph G:

(). If |C| < b, by dropping a node set A contained in C, we can add a different
node set B contained in current Sy (|B| > |A| and assume B is also a clique)
of the resulting clique C — A. Then the resulting larger clique size |C| — |A|

+ |B| can be obtained.

(ii). If |C| = b, by droppingia node set’A contained in C, we can add a different
node set B contained-in current’SN(|B| = |A|, assume B is also a clique and
Total-Power(B) < Total-Power(A)) of the resulting clique C — A. Then a
new clique (C — A) U B will have the same size with C but smaller total

edge weight than C.

According to the two ideas, we give a flow as shown in Figure 10 to detail

MLS.

20



Transition
graph and
initial clique

v

» Initialization

Yes

No

Yes No Add Phase Drop Phase
| ]

S every node in initia
clique tried?

Is better clique found?

Report the valid
code set

Figure 10: Flow of MLS.

The procedures of Modified Local Search are given as follows. Given a initial
clique C° (| C%< b) with Sy° # ¢, the first solution C* can be obtained by C° U {v},

where V is a node with minimum average edge weight in SNO. Then SNO and NEOsub

21



is update to be Sy and S'om, respectively. The adding procedure is repeated until

Sx=¢ or|C|=h.

After some adding procedures are performed (assume o times), either the
condition “S% = ¢” or “|C% = b” will be encountered. If “S% = ¢” is
encountered, our algorithm tries to find larger cliques after dropping one or
several vertices from C“ Otherwise, if “|C% = b” is encountered, the Modified
Local Search will try to find a better b clique with smaller edge weight after

dropping one or several vertices from C*

The dropping procedure begins when either the condition “S% = ¢” or “|C%| =
b” is encountered. This procedure is contintied until no node can be dropped from
the current clique, or one or:some vertices can be added during adding phase (i.e.,
S*A\ # ¢ after performing 3 times dropping). During the dropping procedure, a
node v € C” that can result ‘the:largest S“+1N i1s chosen. Hence, when the next
adding procedure is performed, many candidates can be chosen from Sy “** and
added to C***. The node v e C® that results the largest S*"*y can be found by
checking all vertices of C* and choosing the one with most lacking edges to v in

a
S%wm.

The adding and dropping procedure will be repeated until a termination
condition is satisfied. The information of Sy and Som will be updated whenever a

node is added or dropped.

When the termination condition is encountered after p iterations, we choose

the best one C* from C* to CP (1 < x < p). The “best” C* could be either the

22



“largest” clique among C' to C” when all cliques’ size is smaller than b or C*
could be the clique with “minimum” total edge weight when some cliques’ size is
equal to b. Then the best solution becomes a new initial clique C° := C* for the

next search. The Modified Local Search is continued until no better solution is

found.
Modified-Local-Searchi{C, 53 Sy G, B);
bhegin
1 repeat
2 Cpre:: COR=CRO={l, ...ghg =0, 8, =0
3 if (|C,,,| < b) theng,,,,, =« elseg, = Total-Power(C,,,);
4 repeat
5 if (|5 PO = 0) then /f Power-minimizing adding procedure
6 if (|C|<b) then
7 find a vertex v € {5, PO} with minimum average edge weight;
8 if (multiple vertices with the zame average edge weight are found)
9 then randomly zelect one vertex v from them;
10 C=Cuivlo=g+1, PO= PO~ {v};
11 it (g = gmax) then Emar — &> Cbesr =G
12 elseif (g, ~ Total-Power(C) and |C| = b) then
13 Eponer = Total-Power(C), C,, , = C;
14 else /iDropping procedure
15 if (S;= ©) then
16 gelect a vertex v € {C m POY} with minimum edge degree;
17 if (multiple vertices with the same minimum edge degree are found)
18 then randomly select one vertex v from them;
19 else find a vertex v € {C' m PO} such that the resulting |5} is maximized;
20 if (multiple vertices with the same size of the resulting |53 are found)
21 then randomly select one vertex v from them;
22 C=C-{v}g=g-1,PO=P0- {v}
23 if (v € {C,,,}) then DR = DR — {v};
24 update S5, 5o
25 until (DR = 0);
26 if(z,,=0)thenC =,
27 else if (g,,,,,,, < Total-Power(C,,,)) then C = Cy, ;
28 else C'i=C7
29 umti (g,,, =0 org,,,,, does not inproved);
30  return C;
end;

Figure 11: Pseudo code of the Modified Local Search for finding minimum

total edge weight b clique.
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Figure 11 shows the pseudo code of the Modified Local Search for the
minimum total edge weight b clique problem. In our pseudo code, two variables
g and Qpower (lines 2 and 3) are used to denote the clique size gain and the
minimum total edge weight in each iteration. A candidate set PO (line 2) is used
to prevent the cycling among the solutions. Only one node in PO can be added or

dropped in each iteration.

The Modified Local Search has inner and outer loops. In the inner loop (lines 4
to 25), given a initial solution, several adding and dropping procedures are
performed with the restriction of PO, and the best solution is chosen. In the outer
loop (lines 1 to 29), the chosen best solution will be checked if it is better than
the previous one (Cpre) by comparing with Omax and gpower (lines 26 and 27). The
maximum gain Qmax is updated in the-adding procedure (line 11). Qmax is the
difference between the current best'solution and Cpre at line 2. On the other hand,
the minimum total edge weight gpswer iS also updated in the adding procedure

(line 13). gpower keeps recording the minimum total edge weight in the inner loop.

The termination condition of the inner loop (line 25) is “DR = ¢*. Initially,
DR is set to the initial clique Cpr at line 2 before entering the inner loop. When a
node Vv is dropped in the dropping procedure, it is deleted from DR if v is

contained in Cp at line 23.

24



2.2.5.5 Example

To demonstrate how the MLS works, we use an example as shown in
Figures 12-19 to go through our algorithm. Given a 10-node graph in Figure 12,
we want to find a clique with size 4 (b = 4). First, the 1-opt Local Search is
conducted to find an initial clique (Figures 13-15). Next, the initial clique is
input to the MLS to find a “better” clique (In this example, we first try to find a
larger clique, and then we try to minimize the total edge weight of the clique.)

(Figures 16-19).

In Figures 12 -19, the shaded number beside the node represents the

average edge weight of the node:

Figure 12: A 10-node transition graph.
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(). At Step 1 in Figure 7: As illustrated in Figure 13, we choose the seed
node “3” with degree is 4 and average edge weight 3.2. Then there will be 5

candidates in SON.

Figure 13: The seed fiode “3” is chosen at Step 1 in Figure 7, and S is

generated:(Thecurrentelique ={3}.)

(IT). At Step 2 in Figure 7: As shown in Figure 14, we choose the node “4”
with the minimum average weight and add to the current clique. Therefore, the

clique is {3, 4}, and S'y is {2,5,6}.
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Figure 14: A candidate node “4” with minimum average edge weight is
chosen and added to the current clique at Step 2 in Figure 7.

(The current cligue =43, 4}.)

(IIT). At Step 2 in Figure 7: As shown in Figure 15, we extend the current
clique with the only candidate node “2”. S’y is updated to ¢. Since the
termination condition of 1-opt Local Search is satisfied, the clique {2, 3, 4} is

outputted as an initial clique.
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Figure 15: A candidate node “2” with minimum average edge weight is
chosen and added to the current clique at Step 2 in Figure 7.

(The current cliqgue ={2, 3,4}.)

av). At Step 3 in Figure 7: Since S’ = ¢, no node can be added to the current
clique. Hence, in MLS, we will drop the node with the fewest connections to Som.
As illustrated in Figure 16, node “2” has no connection to S30M, and thus it is

dropped in the first iteration of MLS. Som and Sy are updated again.

28



Figure 16: Node “2” with the fewest connection to S’owm is chosen and
dropped from the current clique at Step 3 in Figure 7. (The

current clique:={3, 4}.)

(V). At Step 3 in Figure 7: As shown in Figure 17, 2 nodes is added back to
S*\ after dropping the node “2”. Again, we choose the node with minimum
average weight in S*y. Now, node “5” is chosen and added in the current clique,

and Sy and Sy are also updated as well.
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Figure 17: Node “5” with the minimum average edge weight in S* is
chosen and added to the current clique at Step 3 in Figure 7.

(The current clique=43,4, 5}.)

(VI). At Step 3 in Figure 7+ As shown in Figure 18, there is only one node in
S’ that can be added. Therefore, we obtain a clique with size 4 which is larger

than that of the initial clique.
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Figure 18: Node “6” with the minimum average edge weight in S°\ is
chosen and added to the current clique at Step 3 in Figure 7.

(The current clique=43,4, 5, 6}.)

(VII). At Step 3 in Figure 7: As shown' in-Figure 19, since the size of the
current clique C° is larger than the size'of the initial clique C°, our next step is try

to minimize the total edge weight gpswer:

Figure 19: Final result after MLS.
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From (IV) — (VII), although we obtain a larger clique, the MLS continues
optimizing the clique. The clique found at (VI) will be set as a new initial clique
to MLS, and the MLS will restart. In this example, the clique found at (VI) is

optimal. Therefore, the following steps of the flow are not shown for short.

However, in order to find the global optimum, we must try as many seeds as

possible in our flow.
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Chapter 3
Simulation Results

In this chapter, we first show the simulation results of utilizing our encoding
scheme to reduce the power consumption of the on-chip bus subject to the delay
constraint, and then the results of power optimization only by using our encoding

scheme are also given to demonstrate the efficiency of our work.

In our encoding flow, we iteratively applied the Modified Local Search with
different initial cliques after building the transition graph. Finally, the best clique
will be chosen and outputted as the final result. The initial cliques are generated
by iteratively executing the modified 1-opt Local Search with different single
node as a seed. Therefore, if there are q vertices with edge degree larger than b in

a graph G, the modified 1-opt Local Search will be executed q times and total ¢
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initial cliques will be generated. By utilizing the initial cliques, our flow can find

a global optimum solution rather than a local solution.

To demonstrate the efficiency of our approach, we implemented the

encoding flow in C++ and applied with the same setting in [15].

3.1 Simulation Results of Delay and Power Reduction

In the following simulations, the length, width, height, pitch of signal wires,
and Power/Ground-to-signal pitch are 2000um, 2um, 2um, 4um, and 13um,
respectively. The bus working frequency is 1GHz and the supply voltage is 1.2V.

The delay constraint is set to 300ps and the coupling to self capacitance ratio is 5.

Table 1 shows the simulation results of a 5-bit bus with wire overheads (m — n)
varying from 1 to 2, while Table 2 lists the results of a 6-bit bus. In Tables 1 and
2, column 2 shows the simulation results of the original bus without encoding.
Columns 3 and 5 list the simulation results of previous work [15] which are only
encoded bus to meet the delay constraint without power minimization (denoted as
“[15]). The simulation results of the encoded buses with power minimization in
this work (denoted as “Ours”) are shown in columns 4 and 6. Dygrst denotes the
worst-case switching delay of the bus, while APpea and AP,y denote the peak
and average power saving, respectively. Patyorst p and Patyorst p represent the
worst-case switching patterns for the bus delay and power consumption,

respectively.
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Original |Encoded m =6 Encoded m=7
Scheme
#=5 [15] Ours [15] Ours
Do (PS) 329 270 269 267 256
Pat yorz D LE 2% S O S O P PR P o N i R A B
AP, (%) 0 -0.24 16.75 -14.42 21.58
AP yon (Vo) 0 1568 43.84 158 53.66
Pat yor_p T | LT | LT LT T T

Table 1: The simulation results of the delay and power minimization for
encoding 5-bit bus to 6-bit bus and 7-bit bus (T: switching from
“0” to “1”; ¥: switching from “1” to “0”; _: no switching)

Original |Encoded m =7 Encoded m=8§
Scheme
n==a6 [15] Ours [15] Ours
D yors (PS) 338 266 267 273 273
Pat yos p THTLT LT LT LT LT T LW T LWL
AP, (%) 0 463 1548 493 21.4
AP, (%) 0 25.72 44.84 21.15 51.19
Pat yors_p JTUTLT | T T LT LT T T WU

Table 2: The simulation results of the delay and power minimization for
encoding 6-bit bus to 7-bit bus and 8-bit bus

As shown in Tables 1 and 2, the worst-case switching delays of the original
buses do not satisfy the delay constraint (300ps). However, after applying our bus
encoding scheme, all the worst-case switching delays of the encoded buses are
less than the delay constraint. As shown in Row 2, since the switching patterns

resulting in the worst-case delay are eliminated by our encoding scheme, the
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worst-case bus delay can be minimized to meet the delay constraint. From Tables
1 and 2, we observe that the average power consumptions of the encoded buses
of previous work [15] could be worse than those of the original buses, although
the peak power saving can be up to 25%. However, when the buses encoded both
for delay and power minimization in this work, the average and peak power
saving can be up to 16% and 44%, respectively, with one wire overhead (m —n =
1). For two wire overheads, the average and peak power saving can be up to 21%
and 53%, respectively. In these simulations, we can also observe that there is
only a slight or even no difference between the worst-case delay and power
pattern as shown in column 2 of Tables 1 and 2. This is because the capacitance

effect is the dominant factor in these simulations.
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3.2 Delay and Power Reduction under Different

Working Frequency

1008Hz 500n{Hz 1GH= 3GHz 5GHz
Bcheme

n=>5 m =7 n =5 m =7 n=>5 m =7 n =5 m =7 n=>5 m =7
L o (P50 222 124 222 152 194 172 188 104 109 8
Pat oo FE%H %2 PP g P I R T P R P I P R
AP e (V) 8] 18,12 0 15,44 o] 16.19 0 13,36 o] 13.85
AP ooy () 8] 5751 0 43 87 8] 5326 0 4355 8] 435
Pat o _p V75 1 P PP It 5 Nt P S P P 5 B o O

Table 3: The simulation results of the delay and power minimization for n =
5 and m = 7 with the working frequency varying from 100MHz to
5GHz.

In this section, we will show the flexibility of our encoding flow for various
working frequencies. We vary the busiworking frequency from 100MHz to SGHz
and list the simulation results in'Table'3."The same wire parameter and supply
voltage are applied. The coupling to self capacitance ratio is set to 2.5. From
Table 3, we can observe that the worst-case delay pattern changes from the
capacitance-dominated one to the inductance-dominated one as the working
frequency increases. Thus the efficiency of the power optimization of our
encoding scheme tends to decrease as the frequency increases. This is because
when the inductance effect becomes more significant than the capacitance effect,
the worst-case delay pattern changes to the inductance-dominated one, but the

worst-case power pattern is still the capacitance-dominated one.
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3.3 Power Minimization Only

In this section, we utilize our encoding scheme to optimize the bus power
consumption only by loosening the delay constraint. The wire parameters and
supply voltage are the same with the previous section. The working frequency is
set to 1GHz and the coupling to self capacitance ratio is 5. The simulation results
are listed in Table 4. As shown in Table 4, when optimizing the bus power
consumption only, the average and peak power saving can be up to 17% and 43%,
respectively, with one wire overhead. For two wire overheads, the average and
peak power saving can be up to 22% and 50%, respectively. In addition, the

worst-case delay can also gain a little improvement.

n=>5 n=6
Scheme
m=35 m=6 m=7 m=6 m=7 m =38
D worst (ps) 329 328 315 338 330 321
Pavg (%) 0 17.78 19.82 0 14.78 22.07
Ppeak (%) 0 43.84 44.7 0 36.37 50.8

Table 4: the simulation result of the power minimization only for n = 5~6
and m = 6~8.
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30%

20%

10%

Figure 20: The simulation results of n =5 and m = 6 ~ 10 for (a)

average power saving and (b) peak power saving.

With the same wire parameters and working frequency, we vary wire
overheads from 1 to 5 with n =5 and the simulation results are shown in Figure
20. From Figure 20, we observe that although the peak power saving does not

increase with the wire overhead, the average power saving strictly increases as
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the wire overhead increases. This is due to the fact that as the wire overhead
increases, there are more codes could be used to optimize the power consumption
than that with less wire overhead. In addition, since we are always eager to
minimize the average power, the peak power saving may not always be

maximized.
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Chapter 4
Conclusions

In this work, we propose a flexible on-chip bus encoding flow considering
bus parameters to minimize the bus' power consumption subject to the delay

constraint by effectively reducing the LC coupling effects.

To improve the quality of the finding valid code set, we proposed the
Modified Local Search to solve the minimum total edge weight b clique problem
in this work. Simulation results show that our encoding method can significantly
reduce the coupling delay of a bus with given delay constraints and parameters.

Meanwhile, the power consumption can be reduced.

In simulation results, we also observe the trend predicted in [16] (i.e., the
worst-case delay pattern will vary with the working frequency while considering
RLC effects). Therefore, the power saving of our method will also vary with the

working frequency. From our simulation results, the found valid code set by our

41



method can still save 13% average power reduction of a bus when the working

frequency is set to 5 GHz.

Based on the superposition theorem, the transition delays and currents
obtained by our method and pure HSPICE simulation are exactly identical. In
addition, many HSPICE simulations can be reduced and thus a great amount of

the simulation time can be saved.

By loosening the delay constraint, our encoding scheme can be applied to

optimize the power consumption of buses only.
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