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Abstract

Due to the need of low power methodology in VLSI and SoC designs,
voltage island architecture is attracting attentions in design community.
However, the corresponding EDA tools development regarding routing tree
construction is still very few. [7] is the first in-depth study on applying dual
Vdd buffers in routing tree construction, with the restriction on the ordering
of buffers and the lack of level converter consideration. However this
approach cannot be applied-on a design with voltage islands due to these
restrictions.

This paper presents an algorithmto'solve the buffer insertion and level
converter assignment problem in.the presence of voltage island in a
low-power design. Since [7] (use techniques in [9]) cannot be performed on
voltage island designs, we have modified RMP approach in [9] to perform on
those designs. We then develop our approach for comparison. With some
greedy heuristics and prune techniques, our approach is very efficient and it
still keeps the quality of solutions.

The experimental results show that we can obtain massive speedup over
modified RMP approach, and even with lower power and delay. Furthermore,
as number of sink increases, modified RMP cannot find solutions within a
reasonable CPU time, while our approach can efficiently find feasible
solutions.
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Chapter 1

Introduction

In CMOS digital circuits, power dissipation mainly consists of dynamic and static
components. Dynamic and static power both have direct relationship with supply voltage
Vii- One of the techniques to reduce power consumption is voltage island methodology,
proposed from IBM [16]. A voltage island is_a group of on-chip cores powered by the same
voltage source, independently from the chip-level voltage supply. Voltage island architecture
can achieve power saving and this technique becomes more and more popular [14]-[19].

Nevertheless, there are very few development:in corresponding EDA tools regarding
voltage-island-aware routing tree construction.—Based on the state-of-the-art buffered tree
methodologies, we can put them info two categories. The first type is tree based algorithms
[1]-[6]. They first generate routing tree ‘topology, and use van Ginneken’s approach [1] to
insert buffers on this tree. The second type is graph based algorithms [7]-[13]. They deal
with both routing and buffer insertion at the same time. Consider the circuit of a voltage
island design, such as shown in Figure 1.1, we must use some level converters/shifters to
maintain signal integrity when a low Vg, device drives a high V44 device. If we use one of
the tree based algorithms to do the buffer insertion and level converter assignment, there
will be two concerns. First, the generated routing tree may not have feasible level converter
location. As a result, signal integrity will not be able to be kept. Second, if we regard
level converter as a standard cell and place it during placement stage, signal integrity can
be maintained though, the location of level converter will affect total wirelength, delay and
power. On the contrary, if we regard a level converter as a kind of buffer, a graph based
algorithm will provide better solutions. But the complexity analysis in [9][10] has shown

that graph based algorithms have a serious problem in exponential increase of runtime when
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Figure 1.1: For a voltage island désign, we:always neéd level converter to maintain signal in-
tegrity. Our approach views levelconverter as a kind of buffer, and buffer insertion operation
will place level converter at a better location than cohventional tree based algorithm.

the number of sinks increases. The experimental results shown in [7] also report the same

observation.

1.1 Previous Works

Some algorithms about buffer insertion problem have been proposed in [1] -[13].
Some of these methods regard the routing tree as an input, and buffer insertion algorithm
intends to find a minimum delay for this routing tree. Because the input of the algorithm is a
tree, we classify these algorithms as tree based buffer insertion algorithms. On the other
hand, others simultaneous bulid a routing tree and perform buffer insertion during buliding
routing trees. Although these kinds of approaches always lead to less delay than tree based

buffer insertion algorithms, most of these algorithms need to spend more time on computing



a better result. Because the algorithms always create a graph for buffer insertion, we classify
these algorithm as graph based buffer insertion algorithms. Here we introduce some of
algorithms to show the differences. Then we describe the DVB algorithm in [7] for dual-Vdd

buffer insertion.

1.1.1 Treed base buffer insertion algorithms

Almost all the tree based algorithms are based on the algorithm proposed by van
Ginneken|[1]. van Ginneken’s algorithm deals with a routing tree which has multiple sinks
and considers delay minimization only. It traverses a tree with a bottom up approach, and
calculates delay with Elmore delay model during traversing a tree. For a tree with n feasible
buffer location and buffer library has only one buffer, there should be 2" kinds of buffer tree.
But in van Ginneken’s algorithm, a prune technique is adopted such that there will be only

n kinds of buffer tree and results in a time complexity of O(n?).

e For 2 candidates (D;,C1), (D2, C3), where D states the accumlated delay and C states
the accumlated load capacitances!If Dy 315 and C; > Cs, then (D, C1) can be pruned.

After [1] has proposed, some algorithms.inténds to model the delay more accurately,
such as [2]. Just like we demonstrate in Figure 1.2, [2] uses a m-model and changes the load
capacitance part as (Cy, R, Cy). ‘Besides, some of the papers, such as [3] [4] [5], use either
a balanced tree for storing the candidates or someé-aggressive pruning methods to make the
algorithm even faster. Recently, [4] has improved the time complexity of a buffer insertion
algorithm for a 2-pin net from O(n?) to O(nlogn), and to O(nlog®n) for multi-pin nets.

Because tree based algorithms regard routing tree as an input, the routing tree could
not be changed during buffer insertion stage. And routing algorithms usually intends to find
a Minumum Reclinear Steiner Tree (MRST) with minimum total wirelength. Therefore, if
the routing tree has less feasible buffer locations, the buffer insertion algorithm can only
improve the delay with these locations and will result in a poor delay while comparing with
a graph based buffer insertion algorithm. Moreover, for a design with voltage island, if the
MRST has none of feasible level converter location, the signal integrity can not be maintained

and a large leakage current will be generated.

1.1.2 Graph based buffer insertion algorithms

For a 2-pin net, Lai et. al. proposes an elegant formulation of the maze routing with
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Figure 1.2: [2] uses a 7-model instead of Elmore delay model and changes the load capacitance
cap in Van Ginneken’s original candidate as (Cy, R, Cy).

buffer insertion and wire sizing problem as a theoretic shortest path problem in [13]. But it
still needs to consume much time on solving both maze routing and buffer insertion problem
for a multiple sink net. Such as [11] [12], the maze routing with buffer insertion problem
is converted into a graph collection: problem. Vatious kinds of buffer routing tree subsets
are pre-computed as a table. And the buffer routing tree is constructed through a dynamic
programming approach with combining these subsets. Although the dynamic programming
approaches consume less time, their algorithms-still need much time on table computation.
J. Cong et. al. proposed a RMP (Recursively Merging and pruning) algorithm in [9].
Different from [11] [12], RMP simultaneously bulids the routing topology with considering
the buffer insertion at the same time. RMP first creates a grid graph and solutions with
factors of capacitance cap, required arrival time RAT, reachable sink set RE and buf for
stating whether a buffer which had been placed is filled into each node in the created graph.
With defining the formulation of solution propagation, various kind of solution could be
generated during solution propagation. And each solution corresponds to a buffer routing
tree. Therefore, various kinds of buffer routing tree is generated during computation, and

the solutions at the source node states all the possible buffer trees.

1.1.3 DVB algorithm|7]

DVB algorithm which is the first in-depth study on applying dual V44 buffers to

buffer insertion. With the restriction of low and high V4, buffer’s ordering, their algorithm
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Figure 1.3: Refer from [7]. DVB algorithm states that to have the delay of case (b) larger than
case (a), Cl must be larger than 0.5pF or an equivalent 9mm interconnect wire. Therefore,
DVB algorithm restricts the buffers ordering as case (b).

could neglect the level converter. ‘Their algorithm is tealized with both tree based and graph
based method. And the experimental result shows-that their algorithm reduces 18726%
power consumption while compating with-usimgisignal Vdd buffers for buffer insertion. For
DVB algorithm with graph based‘method, theit algorithm is similiar to RMP algorithm.
And a time consuming problem is also occurred in their experiment result. That is their
algorithm needs more than 20 minutes to perform both routing and buffer insertion for a
net with 6 sink.

For Figure 1.3, which DVB algorithm states that to have the delay of case (b)
larger than case (a), they find that C, must be larger than 0.5pF or an equivalentlly a
9mm interconnect wire. Therefore, they restrict buffer’s ordering by only high Vdd buffers
could drive a low Vdd buffers, and thus none of level converter is needed in their algorithm.
Alghough, this could reduce the complexity of a dual Vdd buffer insertion problem, but
the assumption makes the algrotihm not realistical enough. First, for Figure 1.3 (b), if the
sink device which C; states is an high Vg4 device, there will still need another level converter
between the low V44 buffer and C;, or else a large leakage current occurs at sink device. Under

this assumption, we shall need an extra level converter in Figure 1.3(b). Second, if the DVB



algorithm is applied on a design with dual V44 voltage, and their algorithm inserts both loW
and high Vdd buffers anywhere in this design. It will make P/G line routing becomes a
tough problem. Besides this, most dual Vdd design uses a voltage island floorplan, and a
level converter is widely used. Without considering the level converter, it makes the DVB

algorithm becomes not realistical.

1.2 Our Contributions

To deal with this problem, we adopt prune technique and a greedy heuristic in
the proposed algorithm FVABT (Fast Voltage island Aware Buffered Tree construction).
This algorithm uses a graph based algorithm to deal with both buffer insertion and level
converter assignment problem, and also improves the time-consuming problem in graph
based algorithm.To the best of our knowledge, this paper is the first work on the buffered
routing tree construction in the presense of voltage islands. The contributions presented in

this paper are as follows:

e Since current dual-Vdd buffer insertiomapproach cannot be performed on the designs
with voltage islands, we have modified the approach in [9] (RMP) so that it can be

used with designs that contain voltage islands.

e Our approach has obtained massive speedup over modified RMP, and even produced
lower power buffered tree. Furthermore, as number of sink increases, our approach can

find feasible solutions effectively and efficiently.

1.3 Organization

The rest of this paper is organized as follows. Section II introduces the power
and delay estimation model used and problem formulation. Section III shows modified RMP
algorithm and Section IV introduces our greedy heuristic FVABT to apply on modified RMP
algorithm for runtime reduction. Section V shows our experimental results and Section VI

concludes the paper.



Chapter 2

Preliminaries

We introduce the models that we use in this thesis, and formulate our problem as

follows.

2.1 Power and Delay Estimation Models

We adopt the power and delay model, introduced in [7]. The delay model is a
distributed Elmore delay model.=For the circuit shown in Figure 2.1, the delay of a wire D,
and delay of a buffer Dy, are defined. as:

Dy(L) = (5-cuw L + Cload) “Tg:L

Dyyp= Dp+Ry-Cload
where ¢,, is unit length capacitance, r,, is unit length wire resistance, L is the downstream
wire length, V4 is the voltage level of the device or the signal on the wire, Dy is the instrinsic
delay of a buffer, R, is the output resistance of a buffer, Cj,,4 is the downstream load ca-
pacitance.The interconnect power consumption P, measured by energy per switch is defined
as:

Py(L) =g-cuL - Vi

We give an example as follows to further illustrate our estimation model.

Example 1 For the circuit shown in Figure 2.2, a buffer drives two wire segments with
L1=100um, Ly=200um, and the load capacitance on these two segments are C1 =30fF, Co=40fF,
with the paramenters r,=0.186Q /um, c,=0.0519fF /um, Dy,=72ps and Ry,=4.7kQ. The de-

lays in the circuit are computed as follows:
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Figure 2.1: Power and delay model while a buffer drives a wire with length L and a capacitance
load with Croap, where ¢, is unit length capacitance, r,, is unit length wire resistance, and
Ry, is the output resistance for buffers.
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Figure 2.2: An example of delay computation: a buffer drives two wire segments L;, Lo with
capacitance load C; and Cs.



The delay due to a buffer: 9
Dyy = Dp+Rp(Cy+Li-cyy+CotLacy)
=72+4.7-(304 100 - 0.0519 + 40 + 200 - 0.0519)
= 474.179ps

The delay due to the wires:
Dy =max {D,(Ly), Dy (Ly)}
=max {(%-cw-Lﬁ—C’l) 1L, (%'Cw'Lg—l-Cz) 1y, Lo}
= max {606.267,1681.068 }
= 1681.068ps

The total delay:
Diot= Dpyp+Dy
=474.179 + 1681.068
= 2155.247ps

2.2 Problem Formulation

Our problem is based oti the following assumiptions. There are two types of buffers
(buffers with high and low V4,) and one type-of level converters with various kinds of size
in the buffer library, level converters must-berdrived by a high V4, supply voltage so as to
raise voltage level from low to high. Hence both level converters and high V,,; buffers can
only be placed within a high V4, region, low Vg, buffers can only be placed within low Vg4
region. Note that a voltage island might be turned off while the chip is operating at power
saving mode. The problem of buffer insertion and level converter assignment on a dual Vg

voltage island design can be specified as follows:

Problem 2 Given a design with voltage island(s), a net with a source node, multiple sink
node with RAT (required arrival time) at each sink, feasible buffer location, buffer library
and wire obstacles (such as hard IPs), we want to construct buffered routing tree with buffer

isertion and level converter assignment under the following constraints:
e RAT at each sink should be met.

e Signal integrity of nets can be maintained.



e The design works during power saving mode, such that the buffered routing tree R

minimized power consumption.
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Chapter 3

Modified RMP algorithm

Since there are no approaches which can be used in routing tree construction for
designs with voltage islands, we modify the original RMP in [9], which is used in [7], to fit
a voltage island design, and try to speed up the algorithm as well. In order to fit a voltage
island design, we use an indicator to show the possible voltage level of a signal (signalV') and
keep on maintaining this indicator in this methodology.

Instead of fetching the solution with the maximal RAT among all the solutions,
modified RMP algorithm classifies ‘solutions with théir reachable sinks, and store these so-
lutions to a container called wave. A.wave-is-popped and solutions of nodes in this wave
are propagated to its neighboring nodes. The new generated solutions are also categorized
with their reachable sinks, and these new solitions are stored in a new wave. During each
iteration, if the new wave does not contain the source node, we store this new wave. If it
contains the source node, this new wave is ignored. There are four steps in the modified RMP

algorithm, and the details of these modifications are shown in the following subsections.

3.1 Construct Grid Graph

First, we create bounding box with the minimum rectangle covering all the source
and sink nodes. Then we keep on enlarging the bounding box such that there exists none
of wire obstacles being cut. During box enlarging, if source node of the net is out of the
voltage island, we also regard voltage island as an obstacle. We then partition the bounding
box into a grid graph by using the vertical and horizontal line intersect at source and sink

nodes, buffer locations, and four corners of the wire obstacle. An example of the grid graph
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Figure 3.1: Grid graph construction. We define a bounding box that covers all the source,

sink nodes and none of obstacles is cut by the bounding box. Then we partition the bounding
box into a grid graph.

is shown in Figure 3.1.

3.2 Fill Initial Solutions

During this step, we fill initial solutions for each cross point in the grid graph. There
are ten items (cap, rat, pow, rn, rs, B, signalV, Cbl, bend, totLength) in each solution, listed

as follows:

cap: The accumulated capacitive load.
rat : Required arrival time.
pow : The accumulated power consumption.

rn (reachable node): The nodes that passed through to prevent from following the same
path.

rs (reachable sink): The sink that the solution can reach.



B: The location where a buffer is placed and the size of the buffer placed at this

location.

signalV (signal voltage): Possible signal voltage level. If it is high, the solution can
only be drived by a high V44 device. If it is low, both high and low Vg4; device can

drive this solution.

Cbl: When two solutions with different sink are merged at buffer location, Cbl states

the extra load capacitance that the buffer needs to drive.

bend: The accumlated number of bendings in current solution. We use this to prune

solutions.

totLength: The accumlated wire length.

According to the type of the node, one or some of the initial solutions are filled for
each node. The initial solution at sink node is the starting point for the propagation, while
the solutions at the other nodes are formed through the propagation toward the source node.
The rules for filling the initial solution arerdescribed below. We assume that there are ny
high V44 buffers, ny low V44 buffers, m voltage level converters in the buffer library.

e If node 7 is a sink node, fill'one solution:
(cap;,rat;, 0,{i}, {i}, ¢, signalV 5050, 0)
It states a buffered routing sub-tree with zero wire length and it contains only the sink
node . The cap and rat state the load capacitance and requirement arrival time of this
sink i separately.
e If node 7 is a source node, fill one solution:
(0,00,0,{3}, ¢, b, Low,0,0,0) where b input capacitance=0, delay=0, output resistance=driving
resistance of source node.

It states a buffer with the driving resistamce of the device at source node is placed.

e If node 7 is not a buffer location, fill one solution:

(07 00, 07 {Z}7 ¢7 ¢7 Lowa 07 07 O)

It states none of buffer is placed here.



e If node i is a buffer lcoation and within the voltage island (low Vg4 region), fill 1 + r]c%

solutions:
(07 ij? 07 {Z}’ ¢7 d)7 L0w7 07 07 0);
(07 o0, 07 {Z}a Qb, blLa LO’UJ, Oa 07 O)N (07 0, 07 {7'}7 ¢7 bTLL7 LOUJ, 07 07 0)
It states the case that none of buffer is placed or the cases for various kinds of low V44
buffer placed.

e If node 7 is a buffer location and outside the voltage island, fill 1 + ny + m solutions:
(07 OO’ 0’ {Z}7 ¢’ ¢7 L0w7 07 07 O);
(07 00, Oa {Z}7 ¢) blH, LOU), 07 07 O)~ (07 00, 07 {Z}a ¢’ ana LOU], Oa Oa 0);
(0,00,0,{i}, ¢, b1, Low,0,0,0)~ (0,00,0,{i}, ¢, by, Low,0,0,0)
It states none of buffer is placed or the cases for various kinds of high V,4; buffer being
placed or the cases for various kinds of level converter being placed. Because some of
the level converters needs bothsof the high,and low V4, voltage source and it easilier

for us to transfer a high Vg4 toa low Vg wesonly allowed the converters placed at a

high V4, region.

During filling initial solutions, solution at each sink node is pushed into a container

called wave separately. The solutions in the waves will be propagated in next step.

3.3 Solution Propagation

Here we choose a wave w in each iteration, and then propagate every solution within
w to neighboring nodes. While a solution s4 at node A propagates to solution sg at the

neighboring node B, there are three conditions regarding voltage islands to follow:

e If any sink voltage in s is high and source voltage is high, we cannot put any buffer

within voltage island.
e If signalV in s is high, the neighboring node cannot be placed low V4, buffer.

o rnANrnp= ¢



Due to these conditions, we generate a new solution s,., and store it in node B. wa
also store the solution in a wave with its rs. The new solution s, is:
If Bg = ¢ (Node B does not place buffer):

® CaPyey= capptcap ,+Cw

o ratyey= min(raty, rat ,—Dy)

® POW,, 0y = POW 4+pow g+ Py,

® TNpew= TNAUrNg

® T'Spew= TsAUrsp

® Bpew= BAUBp

o signalV ,..,= signalV 4

e Cblypey=20

o bendpe, = bendy + bendp + ((tarn divection)?1%: 0)

o totLengthye, = totLength s + totLengthp+ (distance between A and B)

If Bp # ¢ (Assume buffer j placesatimode B with output resistance R;, delay Dj,

capacitance Cj)
® CaPpew™ Cj

o ratpew = min(D1, D), where Dy =ratp — Rj - (Cy + capa); Dy =raty — (Dy + Dp + R; -
Cblpew)

® POWney = powy + Py, (Vdd based on driver) + Pp

® TNpew= TNAUrNE

® 7Spew= 1rsSAUrsp

e B ..=BAUBp

o SignalVyew = (Bp is a level converter)?low : (Val||Vp)

o Cblpey= capys+Cy+Chip



o bendpey = bendg + bendp + ((turn direction)?1 : 0) 16

o totLengthpe, = totLength + totLengthp + (distance between A and B)

3.4 Solution Pruning

In order to reduce runtime and the memory space usage, we have defined two prune
conditions in modified RMP algorithm. Assume that there are two solutions ss and sp
within the same node, we prefer to prune the solutions with more bends, and with power

and capacitance dominance.

Prune with bends: If bends > bendp, totLength > totLengthpg, raty < ratpg, then s, is

dominated and can be pruned.

Prune with VG approach: If signalVa = signalVg, powa < powg, capa < cappg, rata >

ratp, then sp is dominated and can be pruned.
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Chapter 4

Greedy Heuristic: Fast Voltage island
Aware Buffered Tree
Construction(FVABT)

Generally the modified RMP algerithm deals with a net that has n sink nodes, and
the grid graph has size N « M and_K solutions with-the same rs need propagation in each
node. Because n sink node has 2% kinds of combinations, the modified RMP algorithm has
O(2" - N - M - K) solutions during propagation. It-is obvious that computation time will
increase expontentially as number of'sink increase. If modified RMP algorithm only process
one sink at a time, the complexity can be reduced to O(N - M - K).

Rather than handling 2" kinds of sink combinations, FVABT performs modified
RMP algorithm with one sink only at each iteration. In other words, because the propagation
allows to merge solutions with different sink at each node in the grid graph, the modified RMP
algorithm regards each node as a Steiner point. The solutions in the grid graph corresponding
to various kinds of Steiner tree are generated. Instead of treating each node as a Steiner
point, a desired solution is selected and then retrace the graph to erase the solutions that
does not relate to the desired one. This approach can efficiently reduce Steiner points.

FVABT algorithm performs modified RMP algorithm for each sink, until all the
sinks are handled. After one source-sink pair has finished the execution of the modified
RMP algorithm, a desired lowest power solution is selected. Note that since the objective is

low power, if we only keep the exact low power solution and prune others, in next iteration



modified RMP algorithm may not merge the solution with the stored low power solution did
to timing violation problem. Therefore, one of the major issues in FVABT is to keep the
useful solutions in the grid graph. Assume that after performing modified RMP to sink #;
and a desire solution solp has chosen. For each node in graph, the following solutions should

be kept while erasing solutions:

e For every nodes in the graph, keep the initial solutions generated during filling initial

solution step.

Because the initial solutions are used such that a buffered routing tree could be gen-
erated at the source node, therefore, we need these initial solutions to generate the

buffered routing tree for next sink.

e For nodes on the desired path that solp passed by, keeps solutions that rs = {t;} and
solutions related with various kinds of buffer insertion on the desired path should be
kept.

The reason of keeping these two kinds of soltition is that we want to keep some Steiner
points for next sink’s usage. Here, we usean example to explain. While performing
FVABT for a net with 3 sink mnodes, shown i Figure 4.1, t; is first processed with
modified RMP algorithm because it-ismearest to source node. A desire path between
source node and t; is then sélect. The solutions of nodes on the desired path with
rs = {t1} are kept. The reason is that the nodes on the desired path could be Steiner
points while performing modified RMP for next sink ¢;. While performing modified
RMP for 5, shown in Figure 4.2, t5 could share with the former buffered routing tree by
using node A as a Steiner point since solutions with rs = {¢;} are kept at node A. After
performing modified RMP on ¢,, solutions of nodes on the desired path with rs = {t,}
should be kept. Furthermore, solutions of nodes on the desired path with rs = {¢;,¢,}
should also be kept such that they can be used (nodes as Steiner points) when the path
is possibly shared by handling next sink. Finally t3 is processed, if there exists another
sink which needs to be processed, the useful solutions of the nodes on the desired path

should be kept, shown in Figure 4.3.

The FVABT algorithm is shown in Figure 4.4. First, the waves in FVABT are
different from the ones in the modified RMP. In order to pop the desired wave with target
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L |

{1}

{1}

3

Figure 4.1: An example of performing FVABT to a net with 3 sink nodes, the yellow circles
are buffer locations. After generating the buffered routing tree for t1, the solutions with
rs = {t1} need to be kept for the node on 'the desired path could be Steiner points while
performing modified RMP on next.§ink node.

sink nearest to source during each 101 ly marks each wave with its target sink,

reachable sinks of nodes within a wave.

all these solutions are intended to bulid a tree for this target sink. After a wave with target
sink nearest to source is fetched, solutions of nodes in this wave will be propagated to its
neighbors with the solution propagation described in Section III.C (line 4-9). Once we have
propagated one of its neighboring node, we prune the redundant new generated solutions
and store the non-redundant solutions to the neighboring node. When one or more than one
new generated solutions are stored, we store the neighbor to a temporary wave (line 10-14).
Whenever we complete a wave propagation, we check whether source is visited. If visited, we
choose a desired solution which has lowest power consumption and reach the target sink of
this wave. If not visited, we again store the new generated wave (line 15-20). The program

stops until all the sinks have been processed.
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t1 rs=sink
(]
Solutions with various
kinds of buffer insertion
(1} on the desire path.
O
{1}

t3

Figure 4.2: Apply modified RMP on sinE node t5. Because of the former kept solution, a
buffered routing tree with a shared path between source and node A could be generated.
After performing modified RMP to ¢, solutions of nodes on the desired path with rs = {t2}
should be kept. Besides, solutions of nodes on the desired path with rs = {¢1,¢3} should
also be kept such that they can be used (nodes as Steiner points) when the path is possibly
shared by handling next sink.
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t1

f'\

{1} B {13{3

t3

Figure 4.3: After performing modified RMP on sink node t3, if there exists another sink
which needs to be processed, the solutions that we demonstrate in this figure should be kept.
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Algorithm modified RMF algorithm with greedy heuristic
Input: 1. A grid graph builds by step 1~2
2 wawvePool W Classify solution at each sink as one wawve,
push all these waves into wavePool
Output: Solutions at source node. Each solution corresponds to 4
buffer tree
1. While (\/ is not ermpty )
2.
3 fetch a wave w with target sink nearest to source node.
4 for each node ny in wJ
g, for each solution s; in m{
G for each node n, which is ni’s neighbor{
7 propagate s with solution propagation manner to the
solutians r.
2 store the newy generated solution in the termporary
container .
q. ¥
10, prune the redundant solutions in G
1. if @ is not empty]
12 stare the new generated solution from G to n.
13. store e to & temporany Wave Yiemp
14. B
15, if Wierp CoONtains the source node [
18. pick up a desire solution with lowest power consumption.
17. erase the useless solutions in the grid graph.
18, lelsef
19. WL fiemp}
20 }
211}

Figure 4.4: FVABT (Modified RMP with greedy heuristic). Let modified RMP only applies
on one sink. Once we process this sink, a desired solution is chosen, and the useless solutions
are cleared in this grid graph. We keep on applying modified RMP algorithm until all the
sinks are processed.
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Chapter 5

Experimental Results

We have implemented modified RMP and our heuristic in C++ and the platform
is on AMD Dempron 1.75GHz with 1GB memory. We randomly generate several test cases.
All these cases have six obstacles, one voltage island, and ten buffer feasible locations, but
the number of sinks, pin location assignment, and buffer location assignment are different.
For each of these cases, the size of the grid graphis about 25*25 on a 17*17mm design, and
the number in each file name shows the total number of source and sink pins.

The experimental results for modified RMP and our heuristic are shown in Table 5.1.
Since our heuristic performs the tradéoff-infinding solutions, the results present advantages
in both algorithms for cases net4,met5, and net6: However our approach shows massive
speedup over modified RMP algorithm. “Moreover, when the number of sink is larger than
six, modified RMP cannot find solutions in six hours.

The buffered routing trees of net5 and net6 are shown in Figure 5.1 and Figure 5.2.
Figure 5.1 presents the case that the source node is within the voltage island. In order to
avoid leakage current and keep signal integrity, level converter must be placed somewhere
between the sink pin out of voltage island and source pin. Figure 5.2 presents the case that
the source node is out of the voltage island. Since the voltage island might be turned off,
none of buffer is placed inside the voltage island. If we examine those buffered routing tree
in Figure 5.1 and Figure 5.2, we can find that those trees are not Minimum Reclinear Steiner
Tree (MRST), which most routing algorithms intend to obtain. The reason is that MRST
cannot fit on a design with voltage islands, not only for the timing violation problem but

also for the signal integrity and the leakage current problems.
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Table 5.1: Comparison between modified RMP and FVABT algorithm. The results present
advantages in both algorithms for cases net4, net5, and net6. However our approach shows
massive speedup over modified RMP algorithm. For larger cases, modified RMP cannot find
solutions in six hours.

file modified RMP VABT

name | delay (ps) power (fJ) CPU time (sec) | delay (ps) | power (fJ) | CPU time (sec)
net4 1205 9166 o1 1276 8990 0.12 (425X)
netb 1299 5348 336 971 6148 0.04 (8400X)
net6 1513 7435 638 1462 7606 0.17 (3752X)
net10 - - >6hr 1306 13957 281
net13 - - >6hr 1956 15825 591
netl5 - - >6hr 1631 16882 18.3
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Figure 5.1: The resultant buffered routing tree of net5, which presents the case that a source
node is within the voltage island. The little squares are feasible buffer lcoations where none
of buffer places there. The rectangle circled with dotted line is the voltage island.
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Figure 5.2: The resultant buffered routing tree of net6, which presents the case that a source
node is out of the voltage island.
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Chapter 6

Conclusion and Future Work

In this thesis, we have implemented modified RMP algorithm from [9] to deal with
the designs in the presence of voltage islands. By using the prune techniques and a greedy
heuristic, FVABT is much faster and can deal with multiple sinks net as number of sink
increases. We plan to adopt the multilevel framework proposed in some routing algorithms
to FVABT to make it even faster.
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