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ABSTRACT

This thesis proposes two,:methods, the.double edge method and the edge
segmentation method, to enhance the accuracy of the LPR system. After the process
of projection extraction method, ‘some-potential license plate areas can be found in an
image, which may includes the headlamps ‘and radiators. The double edge method is
then utilized to determine the precise area of the license plate, not the areas of the
headlamps or radiators. With the double edge method, the accuracy of the license
plate extraction is highly increased up to 98.4%. As for the edge segmentation method,
it is proposed to extract the characters from the license plate area just obtained and
this area is often badly influenced by illumination variation and complex texture of a
vehicle. With the edge segmentation method, the character extraction rate can be
increased up to 99.67%. Finally, experimental results have been also included to

demonstrate the success of these two proposed methods.
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Chapter 1

Introduction

1.1 Preliminary

Recently, more and more investigators have paid attentions to the Intelligent
Transport System (ITS), in which the license plate recognition (LPR) plays an
important role and has been widely used in numbers of applications, such as
unattended parking lots, security control of restricted areas, traffic law enforcement,
and automatic toll collection. Therefore, the license plate recognition has become a
significant topic in research.

In general, the LPR system can be separated into three steps. First step is
extracting the license plate, which could be implemented by methods based on
morphology [5][18] and neural networks [14]. Second step is extracting the characters
from the license plate, processed by several methods, for examples the projection
method [16][7]. However, the character extraction rate will be influenced by the low
contrast or blur of the license plate images. Hence, in this thesis, a method called
Edge Segmentation method is proposed to enhance the accuracy of the license plate
character extraction. The final step is recognizing the characters, which most of the

investigators have worked on, and derived a lot of algorithms, such as the template



matching method [3] and neural network [4]. It is known that the recognition rate

could be directly influenced by the detecting and recognizing processes. Besides,

some physical factors will impair the recognition rate, such as varying illumination

outdoors, blurring image of a moving vehicle, dirty or inclined license plates, and so

forth. In order to achieve a higher recognition rate, it is required to deal with the

above problems. The following section will introduce the problems to be solved in

this research.

1.2 Problem Statements

While the LPR system operates outdoors; it is seriously affected by two kinds of

problems; one is related to the headlamp or radiater of the vehicles and the other is

caused by the illumination variation and the complex texture of vehicles. It has been

known that these two problems will highly reduce the recognition rate. In order to

effectively design LPR systems, it is necessary to analyze the disturbances in the

above problems, which are described as below:

1) Disturbances caused by the headlamp or radiator of vehicles

To achieve a better LPR rate, the license plate must be accurately extracted in

the first step of the license plate recognition. Some methods with spatial masks have



been proposed to extract the license plate, but they often encounter a serious problem

caused by the vehicle’s headlamp or radiator, whose features abstracted from spatial

masks are similar to the license plate. As a result, their algorithms may fail to extract

the real license plate. Hence, how to improve the algorithms to alleviate the influence

of the headlamp and radiator becomes an important problem.

2) The disturbances caused by the illumination variation and complex texture of

vehicles

In an outdoor environment like roadways or. highways, the varying illumination

and the complex texture of vehicles could easily cause the mistakes in the second step

of the LPR system, license plate’.characters extraction. The same problem also exists

when the license plate is dirtied. These interferences will make the characters

extraction over-segmented or under-segmented, and finally, will reduce the accuracy

of the LPR system. Therefore, how to enhance the extraction rate will be an important

problem in this thesis.

In order to improve the above drawbacks, this paper employs the double edge

method to reject the disturbances caused by the vehicle headlamp or radiator, which

will be introduced in next chapter. Besides, the edge segmentation method is proposed

to deal with illumination variation and complex texture of vehicles, and it will be



mentioned in Chapter 3. In addition, an efficient character recognition approach
incorporated with Dynamic Projection Warping methods will be introduced in

Chapter 4.

1.3 The Three Steps of the LPR System

In this section, the methods used in the three steps of the LPR system, license
plate extraction, license plate character extraction and character recognition, in this
thesis are shown in Figure 1.1. In the first step of the license plate extraction, the
spatial mask and moving average aré utilized torstrengthen the feature of the license
plate, and the double edge method-is proposed to'the verification of the license plate
candidates. In the license plate tharacter extraction process, the edge segmentation
method is developed to extract the license plate character well. Finally the DPW
method is applied to the character recognition. The detail introduction of the license
plate extraction, license plate character extraction and character recognition are

mentioned in Chapter 2, Chapter 3 and Chapter 4 respectively.
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Fig 1.1 The flowchart of the LPR system in this thesis.



Chapter 2

The License Plate Extraction

2.1 Introduction

Generally, the procedure of the LPR system usually consists of three steps,
license plate extraction, character extraction and character recognition. The first step
of the LPR system is the license plate extraction. In the past two decades, several
techniques of license plate extraction had been proposed such as color extraction
method [9], symmetry [8], vertical €dges [11], spatial mask [20] [22], and so on. In
this thesis, the used methods of the license plate extraction are spatial mask [22],
moving average, candidate segmentation, double-edge method, and the binarization.
Usually, the lamps and the radiators of vehicles reduce the extraction rate because of
the similar features to the license plates with the spatial mask. Fortunately, a method,
double edge, is found to solve the problem cause by the lamps and the radiators, and
the double edge method will be introduced in section 2.5. Then the following sections
will present the process of the license plate extraction and chapter 3 and chapter 4 will

introduce the character extraction and character recognition.



2.2 Spatial Mask

It is known that the spatial mask is a fundamental technology to abstract features
in gray-level or color images, such as vertical objects and horizontal objects [22].
Hence, a color image to be processed with spatial mask should be changed to
gray-level first. In this thesis, the spatial mask will be adopted to find the feature of
vertical strokes, which are needed for extracting the license plate. Since the images
processed here are color images, they should be changed to gray-level before the
spatial mask is used.

The first step of the LPR systemis to extract the license plate, which is regarded
as a white rectangular metal plate and contains ‘black characters set including two
alphanumeric characters and four-numeric characters. In this paper the spatial mask is
utilized to filter out character vertical strokes. Usually, the character stroke is 5 pixels
in width for a license plate about 110x40 pixels, and figure 2.1 illustrates the
distribution of a character vertical stroke in gray level image. Then a spatial mask h is
shown as below

h=[-1 -1 -1 1 4 1 -1 -1 -1] (2.1)
which is designed to enhance the black vertical strokes from the white background.
Let / be the input gray level image and g is the output image in spatial domain; the

relation between image f'and image g can be expressed as followed



el)4 Yk sk, 3) @22)
where A(k) is the k-th element of h, —4<k<4,and f(x,y) and g(x,y) represent
the gray level of the pixel at (x,y) in the input image and the spatial domain image,
respectively. However, after the spatial mask the result, g, may not be a value between
0 and 255, a range for gray-level. In order to process g conveniently, g should be
linearly normalized to be gray-level and shown in an image as Fig 2.2(b). Then, for
selecting correct vertical strokes, a threshold 7 is set to binarize the resulted image of

g and an output binary image is obtained as

b<x,y>={

255 g(x,y)>T

. (2.3)
0  otherwise

where 255 represents the point-ofia vertical-stroke, and 0 represents a useless point.
Figure 2.2 shows the result of the spatial mask and binary image. In this thesis, the
threshold 7 of (2.3) is set as 128, the middle value. In the Figure 2.2(c), there are still
some white portions existing that don’t belong to the license plate and cause by the
shadow and background. The following section will explain the method, moving

average, which is used to remove useless white portions.

Fig 2.1 The gray level distribution of a character vertical stroke



_

P,

(©

Fig 2.2 (a) original images, (b) Spatial domain images and (c) binary image.



2.3 Moving Average

Generally, the moving average is used to filter out the noise in the image, but it
blurs the image. Although the image would be blurred, but moving average is utility
for eliminating the noise from the mage. Hence, in this thesis, we still use moving
average to filter out the noise.

Consider the binary image Fig.2.2(c), which is the result after the spatial mask
and contains many useless white portions caused by the background or the shadow.
However, these useless portions are usually treated as noise, which are broken, small
and of low density when compares to the portions belonging to the license plate.
Hence, the moving average can-be used to suppress the unnecessary portions, and the

moving average function is shown below

ko k

DD b(x+i,y+ )

M) ==

(2.4)

where M is the result image of the moving average and £ is the width of the window.
In this thesis, & is set as 5, and Figure 2.3(b) shows the result of the moving average.
Finally, the same with the spatial mask, for selecting correct portions, a threshold 7,

is set to binarize the resulted image of A/ and an output binary image is obtained as

bm(x,y)={

255 M(x,y)>T,

. (2.4)
0 otherwise

where 255 represents the point of a vertical stroke that locate in the license plate, and

0 represents a vertical stroke cause by the shadow and background and useless point.

10



Figure 2.3(c) shows the result binary image, b,,. In this thesis, the threshold 7, of (2.4)
is set as 102, an experiential value. After the spatial mask step and moving average
step, the characteristics of the license plate have been choose, then the next section

will show how to use these characteristics to select the license plate from the whole

image.

11



(b)

(©)

Fig 2.3 (a) Binary of spatial domain images, (b) results of moving average, and (c)

binary images.
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2.4 License Plate Candidate Segmentation

Generally speaking, the license plates are located at the lower part of a car.
Hence searching the license plate in the direction from down to top is easier and more
efficient. Besides, the lower part of image has few noises such as lamps, symbols,
radiators, etc. Base on these concepts, a method called projection extraction method is
used to rough license plate segmentation. In this thesis, the license plates are from

90x30 pixels to 130x50 pixels, so in this step choose a rough range 160x60 that can

complete include a license plate. First, use the y-axis projection to search the P

op'

and P Because of the

down' 1

and Figure 2.4 shows the location,of P, . and P

op down' *

slant of the license plate, the range from 2. to P, may cut the license plate.

op down'

Hence choose the location with largest projection value between P _. and P, be

top down'

the center of the license plate, P and choose P, and P

center ! top down

with the following

equation
Bup = R’em‘er - 30
f)down = Pcenter + 29 (25)

which the range from P to P

top down is 60 pixels.
Then by utilizing the x-axis projection of the selected vertical range of image,

the detected license plate left £, and detected license plate right £, will be

g

selected as below,

13



159

P, = max)ZX_Proj[Hj] (2.6)
=0

ie(1,640

P

right

= P,, +160 (2.7)

where X _ Projli] is the accumulated value of i-th column of the selected vertical
range of image. Figure 2.5 shows the result of the projection method, but sometimes
the method will cause a wrong result because of the lamps, radiators, etc. Figure 2.6
shows the wrong result cause by the lamps and the radiators. Therefore, the next
section will introduce how to use the double edge method to determine if the range

including a license plate, and to extract the license plate accurately.

left tht

Fig 2.4 Rough license plate segmentation by projection

& f jt W -

Fig 2.5 License plate candidates

14
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Fig 2.6 Incorrect license plate candidates

2.5 Double Edge Method

The strokes of the license plate characters are about 5 pixels in this thesis, so an
algorithm using in the background removal is chosen to find the less than 5 pixels
strokes in the license plate candidates. This thesis proposes a method, called double
edge method, to extract the license plate characters, which is similar to the method
introduced by Xiangyun Ye, Mohamed Cherret,;and*Ching Y. Suen [19]. Based on the
double edge method, whether a-candidateis a license plate or not can be determined.
The double edge method regards a ‘pixel-with the following characteristics as an
object pixel

1) it has a gray level lower than that of its local neighbors;

2) it belongs to a thin connected component with width less than a predefine

value.

Then the definition of the double edge is shown as follows

1 ifa<x<b

(2.8)
0, elsewhere

f(x,y)={

where 1 represents the point that belong to the edge, and O represent the point that

belong to the background. Then « and b are the boundaries of the edge as shown in

15



Figure 2.7. In a one-dimensional profile, a stroke with thickness less than 77 can be
treated as a double edge stroke, whose intensity is

1 (x) = Max[”; {Min(f (x=1), f (x+ W=i))}~ [ (x) (2.9)
where f'is the gray scale value of the point. In this thesis, the two-dimensional double
edge strokes are more useful in character segmentation and recognition. Therefore use
the one-dimensional double edge method in horizontal and vertical to set up the
two-dimensional double edge strokes. The relation between horizontal double edge
and vertical double edge is as following

Lop(x,3) =L, () + (1= p)pe, (X)) (2.10)
where d=0, 1 refer the two directions, and /- is the-ratio between horizontal double
edge strokes and vertical double edge strokes. Tn this thesis the horizontal double edge
IS more important than the vertical, so » issetas 0.75. Figure 2.8 shows the result
of the double edge, and in this thesis the 7 is set as 15. Then, the binarization still has
to do in this part in order to select the strokes of the characters, and the function is

shown below

255, if 1,,(xy)>T

. (2.11)
0, ortherwise

b (x,y) = {
where 255 and 0 respectively represent the pixel (x,y) is in a stroke and within the

background. Besides,

T =AMax{l,.(x,y)} (2.12)

16



where A represents the ratio to choose the threshold, and A is set as 0.333 in this
thesis. Then Figure 2.9 shows the result of the double edge, and continues white

points are shown as a stroke of the characters.

A

double edse

4 X

AN >

Fig 2.7 Thexdefinition'of double edge

(RARRQ

L o

(a) (b) (c) (d)
Fig 2.8 The double edge result, (a) the original images, (b) the result of the horizontal

double edge, (c) the result of the vertical double edge, and (d) the finally result.

17
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(a) (b) (©)

Fig 2.9 The double edge result (a) the original result, (b) the result of double edge,

and (c) the binary image of double edge

In a license plate, there are six characters-and one dash, so in a row of the license

plate there are at least 6 strokes-and-at most 13 strokes. However there exist noise and

destruction of the license plate, the range can be.change to 4 strokes to 18 strokes in

this thesis. Hence a row is seen as a part of the license plate if the number of strokes

in the row is between 4 and 18. Similarly, a candidate image is decided to include a

license plate if the rows that belong to a license plate are continuous and the number

of the row is between 18 and 45. If the candidate doesn’t include a license, then we

should return to the license plate candidate segmentation to find another candidate

until a candidate is decided to include a license plate. By the result image of double

edge method the height of the license plate can be found, and use the x-projection on

the binary image of the double edge result to find the width of the license plate.

18



Figure 2.10 shows the license plate that after the statistics, and we can see that only

the character part can be kept. In the next section, the binarization is done to the

character part to make the character segmentation and character recognition more

easily.

Fig 2.10 The-license plate with the character part.

2.6 Binarilization

After extracting the character group from the rough license plate, the
binarilization process is usually employed as the pre-process of character recognition.
Nevertheless, for different lighting conditions to have a best result the threshold
should be different. Many methods of choosing the threshold from a grey level image
such as binarilization by average, Ostu’s method [13], etc. According to the grey level
distribution of extracted character group image, three examples are given in, the
threshold used in this paper is a dynamic value, which is selected by the following

steps. Suppose the extracted character group image, denoted as f (x, y), with mxn

19



pixels, each pixel can be classified to either higher grey level class H or lower grey
level class L, and the number of pixels in H is equal to L. Let o, and o, be the
average grey level of H and L respectively, the threshold T is selected as (2.13) and
the binary character group image B can be obtained from (2.13).

T:%(O'H +0,) (2.13)

255 if f(x,y)<T

B(x,y):{ 0 if f(x,y)ZT (214)

Three examples of binary images are shown in Figure 2.11.

grey level distribution
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Fig 2.11. the grey level distribution of character groups and the related binary

images.
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By the mentioned steps, spatial mask, moving average, double edge method and

binarization, the license plate extraction is completely finished. And these steps are

also the pre-processing works of the character segmentation and recognition. Hence

the following two chapters will introduce the license plate character segmentation and

character recognition.

21



Chapter 3

The License Plate Character Extraction

3.1 Introduction

Although the LPR system is discussed for many years, but the character
extraction is seldom mentioned. Usually, the projection [16] and the connected
component segmentation [12][17] are used to extract the license plate characters.
Unfortunately, some undesired factors will reduce the extraction rate, such as the
noise, the illusion, and the destruction or the slant of the license plate. In order to
avoid theses undesired factors, this paper~presents a novel method called edge
segmentation to extract the characters. This method-refers to the work by Nafiz, Fatos,
and Yarman for the cursive handwriting recognition [1], and modifies their algorithms
to extract the character in this thesis. The projection method and the connected
component segmentation are used in the binary image, and these two methods rate are
influenced by the quality of the binarization very much. In the edge segmentation
methods, it is worked on the characteristic image of the edge, so it is seldom
influenced by the binarization. Before introducing the edge segmentation in Section
3.3, it is required to detect the character edge, a kind of pre-process similar to the

spatial mask, which will be given in Section 3.2.

22



3.2 Character Edge Detection

Different to the one-dimensional spatial mask method in Section 2.2 for the
detection of character strokes, the spatial mask method introduced here is a kind of
two-dimensional method and applies to the detection of character edges. The spatial

masks chosen for edges in the angles of 0, #/4, 72, and 37/4 to be detected are all

given as
-1 k=-1
h(k)=< 2, k=0 (3.1)
-1 k=1

which has been commonly used to.enhance the-edges. Let f'be the license plate image

in gray level. With the above spatial' mask, four images in spatial domain in the angles

of 0, /4, 12, and 3774 can be attained-as

&5 = 340 /(4R 32)
€05 = S0 S+ y=H)| 33)
€0 a(5) 4 YA S (x k)| (34)
o a(5) | L0 (5 k) (35)

where  f(x,y) represents the gray level value of the pixel at (x,») and
(x.y)eR={(x,y)x=0,1,..,159,and y=0,1,..,59} . To include all the edge
information related to the angles of 0, /4, #/2, and 37/4, a new spatial domain image

is defined as
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ge(x’y): (g(',(x,y)+ g;r/4(x’y)+g7’r/2(x’y)+ géz/4(x’J’))/4 (3.6)

where g!(x,y) isthe normalized from g, (x,y), a=0, 74, 2, and 344, by

Applying (3.6) to the edge segmentation yields the result shown in Figure 3.1. In the

next section, the edge segmentation, will introduce how to use the spatial domain

image g, to extract the license characters.

[1C-28170I

(@) (b)

Fig 3.1 (a) the original license plate, and (b) the result of the character edge detection.

3.3 Edge Segmentation

24



Usually, the character extraction methods in a LPR system are projection method

or connected component segmentation. Unfortunately, these methods can only work

well if the original images of the license plate are with no slant and with low noise

and high contrast. Hence, in this thesis a method called edge segmentation is

presented to extract the license characters avoiding the influences mentioned above.

This method refers to the work by Nafiz, Fatos, and Yarman for the cursive

handwriting recognition [1], and modifies their algorithms to extract the character.

The edge segmentation method in this thesis can be separated into the following two

steps:

1) Setting the start points to find the segmentation paths

In this thesis, the characteristic values corresponding to the right edge and the left

edge of a stroke are used as important data to segment the characters of a license plate,

and to avoid cutting the next character, respectively. In this step the binary image of a

license plate is required to set the start points of the segmentation paths, which will be

determined in the next step. There are two groups of the start points, respectively

located at the horizontal lines in the 1/3 and 2/3 height of the binary image. The

reason to choose these two groups is that the curvy strokes of 2, 5, 6, 9, C, G, and S

complicate the segmentation paths, which will be explained in the next step. If a point

at the horizontal lines is of gray value 255 and next to a point on the right of gray
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value 0, then this point is set as a start point. Label the locations of all the start points
at the spatial domain image g, correspondingly. Next, the segmentation paths will

be found on the spatial domain image g, based on the locations labeled as the start

points.

2) Determining the segmentation paths

In this step, the spatial domain image g, is used to find the segmentation path.
The segmentation path can be separated into two parts: one is over each of start lines;
the other is under the start lines.
a) The segmentation path over-the start line

In over start line part, the segmentation path_growing directions from the start
points are 0, /4, and /2, and the reason to choose the three direction is to avoid the
segmentation path growing to the under direction. The segmentation path growing

direction is chosen the following equation

(x+2y) ifgx+1y)>g(x+1,y-1) g (x+1y)>g.(x.y-1),
and g, (x+1,y)> T,

(x+2,y=1), if g (x+ Ly—1)> g (x+1.y) g.(x+ Ly—1)> g, (x.y-1)
(x'3)= and g, (x+1,y-1)>T, (3.7)

(x,y—1),  otherwise

where T, is the threshold to decide if the characteristic value of the point in g, is
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large enough to be considered as a part of edge, and in this thesis 7, is set as 50.
Originally, the point (x,y) in (3.7) is one of the location of the start points, and with
(3.7) the next point of the segmentation path can be find as (x',»"). Then let (x',»") be
(x,y) to do (3.7) again until the locations of x' or " is the left boundary or the top
of the license plate.
b) The segmentation path under the start line

The method to find the segmentation in this part is almost the same with the over
part, but the growing direction is 0, 74/4, and 34/2. The way to grow the segmentation

path in the under part is

(x+12,y)  if g (x+ Ly)> g kL ywi) g, (x+1.y)> g, (x y+1)
and g, (x+17,y)> T,

(x+ Ly+1), if g (x+ 1,y d)> g, (x+ L) g, (x+ 1, y+1)> g,(x, y+ 1),
(x’,y'): and ge(x+ Ly+ 1)> ye (3.8)

(x,y+1),  otherwise

The same with (3.7), originally, the point (x,y) in (3.8) is one of the location of the
start points, and with (3.8) the next point of the segmentation path can be find as
(x',y"). Then let (x',»") be (x,y) to do (3.8) again until the locations of x" or »' is
the left boundary or the foot of the license plate.

Observing (3.7) and (3.8), it is shown that if there is only one group of the start

points, then the segmentation paths will cut the curvy strokes when the path growing

27



to the curvy strokes of characters 2, 5, 6, 9, C, G, and S because of the growing
directions of each part. However, the right boundary of characters with curvy strokes
is on the 1/3 or 2/3 height of the characters. Hence there must have two groups of the
start points to avoid cutting the curvy strokes, and Figure 3.2 shows the segmentation

result.

[1C:2810

04523 164523

HRATTT HA41TT

(a) (b)
Fig 3.2 (a) the spatial domain image of edge, and (b) the segmentation result, and
the green lines are the segmentation path.
In Fig 3.2, it shows that there may be more than one segmentation path in a character,

because there may be more than one start points in a character. Hence, with the edge
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segmentation method, the segmentation is usually ‘over segmentation’, and next
section and Chapter 4 will introduce how to integrate the over segmentation parts and

how to use the DPW recognition method to get the license plate recognition result.

3.4 The Over Segmentation Integration

In this section, the segmentation paths should be labeled on the binary image of
the license plate first. After the process of edge segmentation method, a character may
be separated into 4 parts at most. Hence, in this section the over segmentation part
will be integrate to find the complete character, and the integration process can be also
separated into two steps:
a) Labeling the segmentation part in-order
In the edge segmentation result, the license plate is separated into many parts, and a
character may be separate into 4 parts at most. So, we just have to combine four parts
at most to find a complete character, and the labeling method is shown as Fig 3.3. In
Fig 3.3 we take one of the license plates for example. The labeling order of the
segmentation part is up to down and left to right, and it can be observe clearly in Fig
3.3. However, some segmentation part only with little white points which are the
character strokes. Therefore, in order to decrease the segmentation parts, these parts

are integrated into the last order parts. The integrating result is shown in Fig 3.4.
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Obviously, compare Fig 3.3 and Fig 3.4, the number of segmentation parts is

decreased, and this will help reduce time in the recognition process.

G780

Fig 3.3 The Iabne.l'iih;c‘] of th'é §ég.r_nentation parts.

(2810

7 10

Fig 3.4 Integrating with the parts that with little white points.
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b) Integrating the segmentation parts

With the edge segmentation method, a character block may be separated up to 4
sub blocks. Hence the integrating process should combine 1, 2, 3 or 4 segmentation
parts, and work in the labeling order. The first character block, put label 1 to be a
candidate character block, second put label 1 and 2 together to be a candidate
character block, third combine label 1, 2 and 3, forth combine label 1, 2, 3 and 4, and
then put label 2 to be a candidate character block and so on. Hence, if there are n
segmentation parts, there will be 4(n-3)+6 candidate character blocks. However, the
width of the license plate characteris limited, so a candidate character with width
bigger than 7, is not to be considered as a charactet. In this thesis, 7, is set as 45,
and Fig 3.5 shows the integrating result. After the-integrating process, there are still
many candidate character blocks, and the next section will introduce how to reduce
the candidate character blocks and to retain the candidate character blocks that contain

a complete license plate character.
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[1C-2810

&

Fig 3.5 Thejlntegrating result.

3.5 The Candidate Character Blocks Erasing by the Character
Factors

Some of the candidate character blocks are not a complete character or include
more than one character because of the over-segmentation by the edge segmentation
method. In order to erase these candidate character blocks, some character factors
coefficient will be set as the following two points.
a) The ratio of the character height and width.

The ratio of the character height and width is limited because the measure of the

license plate characters is ordered. The license plate characters can be separated into
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two types, one type just includes character ‘1’ and ‘I’, the other type includes the

other characters. In the first type, the ratio of height and width is between 3.5 and 4,

and in the other type, the ratio of height and width is between 1.8 and 2.3. Then a

candidate character block will be not seen as a character if the ratio of its height and

width is not between 3.5 and 4 or 1.8 and 2.3.

b) The density of the character.

The same with the a) part, the density of the license plate characters can be

separate into these two types. The density of the first type is between 0.55 and 0.63,

and the density of the other type is 0:4 to 0.62."Hence, a candidate character block will

be not seen as a character if the-density is not-between 0.55 and 0.63 or 0.4 and 0.62.

Before using the above coefficients to erase the candidate character blocks, the

region growing is used in each candidate blocks to divide each uncorelation part.

Then use the a) and b) features of character to decide if the uncorelation part is

considered as a character or not, and Fig 3.6 shows the erasing result.
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Fig 3.6 The erasing result.

After the integrating process and erasing process, only the uncorelation

parts that conform to the character factors are kept, and the number of candidate

character blocks is reduced. However, consider Fig 3.6, there still exist many

candidate character blocks that include the same character because of the

over-segmentation of the license plate characters. Then the next step is to erase the

repeat uncorelation parts and the repeat candidate character blocks. Let A be one of

the candidate character blocks, and B be another candidate character block. If A is
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included in B, then A can be erased, and Fig 3.7 shows the result. Finally, the license
plate character extraction is done, and Fig 3.8 will shows a license plate that the
characters can be extract by the edge segmentation but can’t be extract by the

projection method or connected component segmentation.

16810
T

2 > 8 8 8

Fig 3.7 Erase the repeat candidate character blocks.
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(@) (b) (©)

Fig 3.8 Compare edge segmentation method'with projection method and connected

component segmentation. (a) The edge segmentation method, (b) the projection

method, and (c) the connected component segmentation.

In Fig 3.8, the license plate is with low contrast and with a slant angle. Hence,

the binary of the license plate characters many be linked, such like the characters ‘6’

and ‘0’ in Fig 3.8. Hence, the projection method and connected component

segmentation will get the wrong result, and usually under-segmentation.
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3.6 License Plate Recovery and Inclined License Plate Compensation

When characters are extracted out, some additional and necessary information
of license plate and characters are also obtained. Given Figure 3.9 as an example of
license plate recovery [21], if any boundary of character is on the boundary of the
extracted character group image, it means that perhaps some pixels of the character
are outside the character group image. Consequently, that boundary of character group
image will be extended one pixel and characters will be extracted by edge
segmentation method again. Repeat the above until every character is well-extracted.

[D-8656mmme /D-8656
Fig 3:9 License plate recovery

Due to the angle of camera capturing images, the extracted license plate is

sometimes inclined with a small angle less than 10°. In order to have a better

character recognition rate, an inclined license plate compensation procedure [18] is

required. Let R, be the inclined license plate with its width w, and let (x,,v.)
be the center of R, . Inaddition, let D, be the height difference between the centers
of the first and the last characters of R,. Then, the compensated license plate image
R’ can be obtained from the following equation. Figure 3.10 shows the example of

inclined license plate compensation.

R;,(x,y):Rp(x,y—(x—xc)*DR/WR) (3.9)
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Fig 3.10 Inclined license plate compensation

3.7 License Plate Character Normalization

Since the characters extracted out from different license plates are generally
in different sizes which will make the character recognition more difficult, it is
necessary to normalize the characters to a fixed size. By using the normalization
method, all the characters processed in this paper is normalized to 30><15 pixels, such
as the character templates in Table, 8.1 However;.the images received by CCDs often
contain undesired noise caused by ‘warying illumination, blurred effect, dirty plate, and
fragmented characters. As a conseguence, it'is rather difficult to perfectly extract the
characters out, and most importantly, the recognition rate may be reduced to a certain
level. To tackle the above problem, this paper utilize a method, called dynamic

projection warping (DPW), which will be introduced in the next chapter.
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Table 3.1 Normalized character templates
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Chapter 4

License Plate Character Recognition

After the license plate extraction and license plate character extraction, the final
step of the LPR system is the character recognition. In this thesis, the character
recognition method refers to the recognition method, DPW [18]. In Section 4.1, first |
will introduce the DPW method, in Section 4.2 the feature vector of character
recognition is mentioned, and finally in Section 4.3, how to use DPW in the character

recognition will be explained.

4.1 Introduction

Generally speaking, basic recognition method of recognizing the license plate
characters could reach the recognition rate, 80% per character, for example 85% per
character for the template matching method. However, the above recognition rate is
only for clearly characters, which means with no noise and no destruction. In practice,
a clearly character is hard to get in outdoor environments like roadways or highways,
and the license plate character may sometimes be soiled, dirty or blurred. These
characters usually have fragmented strokes, undesired shifted image, pared character

images, or unwell-normalized images, etc. The recognition rate of these characters
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may be reduced to less than 70% per character for basic recognition method. The
proposed method, Dynamic Projection Warping, which reaches the recognition rate
99% of character recognition, would be used in this system, and next section will

introduce the feature vector of the DPW.

4.2 Dynamic Programming Technique

Before introduce the DPW in character recognition method, this section will
introduce the dynamic programming technique first. Dynamic programming
technique has been extensively used in many fields such as speech recognition [10],
optimal control [15], etc.

To illustrate the applicability of €haracter recognition, a typical problem, called
the optimal path problem, will be stated and discussed here. An example to explain
the fundamental concept of the optimal path problem is given in Figure 4.1, which
consists of N points labeled orderly from 1 to N. Besides, the cost moving directly
from the i-th point to the j-th point in one step is represented by a nonnegative
function ¢(i, /). The path from point 1 to point i may have many selections and leads

to different costs. As a result, there should exist a minimum cost, denoted as ¢(L,7).
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N i
rp(l,z‘) =¢(1,2)+¢(2,5)+¢(5,i)< ¢(1,7)

Fig 4.1 The minimum cost related to the optimal path

Using traditional terminology; the decision.rule for determining the next point
to be visited after point i is-called a “policy’”: Since the policy determines the
sequence of points traversed from the* (fixed) originating point 1 to the destination
point i, the cost is therefore completely defined by the policy and the destination point
i. The question is what policy leads to the function ¢(7,7).

This principle of optimality, which is the basis of a class of computational
algorithms for the above optimization problem, is according to Bellman [2],

An optimal policy has the property that, whatever the initial state and decision

are, the remaining decisions must constitute an optimal policy with regard to the state
resulting from the first decision.

To put Bellman’s principle of optimality into a functional equation suitable for
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computation algorithms, consider first moving from the initial point 1 to an
intermediate point j in one or more steps. The minimum cost, as defined, is (o(l,j).
Since moving from point j to point i in one step incurs a cost g(j,i), the optimal
policy, which determines which intermediate point j to pass through, (should one exist)
satisfies the following equation

ol1,)=minlg1, j)+ p(j.7)] (4.1)
Generalizing (4.1) to the case in how to obtain the optimal sequence of moves and the
associated minimum cost from any point i to any other point j, the following equation
can be derived from (4.1)

ol )= minlp(i 1)+ pll )] (4.2
where (p(i,j) is the minimum cost from 7 t0 / in-as many steps as necessary. (4.2)
implies that any partial, consecutive sequence of moves of the optimal sequence from
i to j must also be optimal, and that any intermediate point must be the optimal point
linking the optimal partial sequences before and after that point.

To actually determine the minimum cost path between points i and j, in any

number of steps, the following simple dynamic program would be used:

o,(1,1)=c(1,1) [=12,.,N
0,(1,1)= mkin[g(l,k)+ ¢(k,1)] k=12,...N
1=12,...,.N
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og(1,1)= mkin[g(l,k)+g(k,l)] k=12,...,N
[=12,....N
= pli,j)= min g, (i, /) (43)
where ¢ (i,/) is the s-step best path from point i to point /, and S is the maximum
number of steps allowed in the path.

For a well-known aircraft routing problem illustrates in Figure 4.2, a, b, c, ...
represent cities, and the numbers represent the fuel required to complete each path.
Using the principle of optimality the-minimum-fuel problem could be solved easily.
First each minimum-fuel cost, ¢(i, j), can beobtained by (4.3). For example,

ola,e)=minlg(a.0)+clb,efcla.e) clad) +5(d e)]= 4 (4.4)
go(a,e): 4 can be obtained as above. Because any partial, consecutive sequence of
moves of the optimal sequence from i to j must also be optimal, the optimal path

which is illustrated in red with the minimum-fuel cost from city « to city i, ¢(a,i)=7,

can also be obtained.
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Fig 4.2. Aircraft routing network and the minimum-fuel cost
from city « to each other.
The above is the introduction about dynamic programming technique, and this is
the basic structure of the DPW method. Then the following section will set the feature

vector of the DPW in this thesis.

4.3 Feature Vector of Character Recognition
The basic concepts of DPW are choosing projection accumulated vector of

characters as feature vectors and applying these to dynamic programming method for
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recognizing characters.

After the normalization, suitable feature vectors, which represented by a set of
character features, have to be adopted for describing the character patterns that will be
recognized. Projection accumulated vectors which reduce the dimension from 2-D
image to 1-D curve are often adopted to be feature vectors in many LPR researches
[6]. In the DPW method, it uses Projection Accumulated Vector, PAV in brief, as the
feature vector, which can be decomposed into Column Accumulated Vector, CAV in
brief, and Row Accumulated Vector, RAV in brief, defined as

RAV (i) = 2chr[i][j]

PAV (i) = L
CAV (i—n)= Zchr[k] i~ 30]

(4.5)

where chr, m>n pixels, 30x15: pixels for this paper, is the binary image of the
extracted character and chr/i//j] is the binary value of pixel (i,). It is easy to find that
CAV is a 15>1 vector and RAV is a 30>1 vector. Consequently, PAV is a 45><1
vector. Figure 4.3 and Figure 4.4 illustrates the RAVs and CAVs of each reference.
With the use of PAV, the dimension of the characteristic vector is extended to
30+15=45. Consequently, the higher dimension makes the recognition easier and

enough to classify different characters.
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Fig 4.4 The CAV curve of each reference character



However, in the Figure 4.3 and 4.4, the PAV of the references may sometimes be
similar in CAVs or RAVs, such that ‘L’ and *J’ are similar in CAV and ‘M’ , ’N’, and
‘U’ are similar in RAV. In order to discriminate each character more clearly, the
definition of PAV could be changed as,

5%

RAV,(i)= > chr[i]j] 1<i<30
PAV,(i)= oy (4.6)
CAV,(i-n)= > chr[k][i-30] 31<i<45
k=10%(1-1)
where /=1,2,3 and PAV;, PAV,, and PAV; satify (4.6),
PAV (i)= PAV, (i) + PAV, (i)+ PAV, (i) (4.7)
The difference between (4.5) and (47) is that'in(4.5) the RAV and CAV is according
to the whole character and in (4.7) that RAV-and CAV is according to the 1/3 width
and 1/3 height of the character.-Hence the feature vector, PAV, of each character
would be more different, and the dimension of the characteristic vector is extended to

30*3+15*3=135. Then how to use DPW in the character recognition will be introduce

in the next section.

4.4 Dynamic Projection Warping
In the previous sections, PAV which represented by a set of projection
accumulation features and dynamic programming technique have been discussed.

This section discusses how to integrated dynamic programming technique with the
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feature vector PAV for character recognition. The first subsection states that how to
apply dynamic programming technique to the PAV for character recognition. Next,
consider the disturbances of real LPR system, some constraints is proposed to
constraint the “path” discussed in the previous section. Combining these constraints,

the DPW method becomes complete for character recognition.

4.4.1 Fundamental Concepts of DPW
This subsection expresses the integration of dynamic programming and PAV for
character recognition. The pattern ‘recognition. always utilizes either maximum
correlation or minimum dissimilarity classifying patterns.

Before formal introduction. of the™ fundamental concept of DPW, for

convenience, the CAV and RAV of a character respectively denoted as ¢,, and ¢,

shown in (4.8).

puli)=RAV, ()= S chr[i]j]
PAV,(i)= = (4.8)
0,4 (1—30)=CAV, (i-30)= > chr[k][i-30]

k=10%(1-1)

where [ equals to 1, 2, and 3. The CAV and RAV of reference characters are

respectively denoted as ¢, and ¢, , shown in (4.9).

ouli)=RAV, ()= S reffil]]
PAV,,(i)= b (4.9)
0, (i—30)=CAV,,(i-30)= > ref[k][i - 30]

k=10%(1-1)
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where ref, m>n pixels, 30x15 pixels for this paper, is the binary image of the
reference character and ref/i//j] is the binary value of pixel (i,). Ignoring the shifting,
scaling, paring and fragmenting of the extracted character images caused by
disturbances, d,(i.j), d(chr,ref(k)), d,(chr,ref(k))and d,(chr,ref(k)) will
be defined as (4.10), (4.11), (4.12) and (4.13)

d /(i j)=|PAV,(i))-PAV, ()] i= (4.10)

30

d,,(chr,ref (k))=>"

i=1
15

d,(chr,ref(k)=>"

i=1

()= 0, i) (4.12)

0.(i)= 0,0, (0) (4.12)

d,(chr,ref (k))=d,,, (chryef (k))+dj, (chr,ref (k Zd ii) (4.13)

qzcl

where d,(i,j) is the dissimilaritysfunction of 1/3 row or 1/3 column accumulated
values between two character. images, ., (chr, ref (k)) and d,(chr,ref (k)
represent the total dissimilarity between two RAVs and CAVs, respectively, and
d,,(chr,ref (k)) is the total dissimilarity between two PAVis. In the Figure 4.5, take

I=1 for example, d,_,(chr,ref(k)) can be calculated by summing up each d,(i, )

pcl

corresponding to the grid point along the “path”, denoted as P.
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Fig4.5.+ The “path™of (4.13)

Unfortunately, the extracted character images usually contain more or less
disturbances which cause the images shifted, scaled, pared and fragmented. Hence
the “path” has to be changed when the extracted character image contains disturbance.

An example to explain how to choose the path is given in Figure 3-6, which
illustrated an undesired character image, the under “Z”, which is normalized,
over-extracted disturbances in the left two columns and under-extracted right two
columns of the upper “Z” in Figure 4.6. It is apparent that ¢,, which is shown

below is almost a curve shifted two columns from ¢, .
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Pli)=0,,(i-2) 3<i<i5 (4.14)
Hence, the “path” in Figure 4.5 should be replaced by P’ which is illustrated in Figure

4.7.

?,,(7) 10

|:| )
Iqom(f) 10 ’
[

g 5 10

Fig 4.6. A comparison-between the reference character and

the shifted character image and their related CAV;s.
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Fig 4.7 The “path™of a shifted input ¢,

Now, the main disturbances, which resulting from character extraction and
normalization such as shifting, paring, and scaling, had been discussed. According to
the above examples, each kind of character image has its related path to map the
corresponding CAV to the CAV of reference image. Each path can be decomposed

into three kinds of path, P;, P, and P3, shown in Figure 4.8. Therefore, these three

kinds of path are chosen as the fundamental types that will compose all the paths after.
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P, £t

Fig 4.8 Three allowed sub-path in DPW

4.4.2 Dynamic Projection Warping

In the previous sections all the fundamental concepts and techniques, feature
vectors, dynamic programming.‘technique, .the:“path”, fundamental paths, etc., had
been introduced, the character recognition"method, dynamic projection warping, will
be discussed here.

Dynamic projection warping method is a method that can automatically choose
the optimal mapping way, the “path”, between PAV, and the PAV, of each reference
character image. By utilizing the dissimilarity, which is considered as the cost of a
path, related to the path between PAV, and each PAV,, the input character can be
classified to a suitable class by the minimum dissimilarity. The function d(i, ) is
denoted as the partial dissimilarity between two feature vectors and represents the
partial cost of a path when the path goes through the grid point (z‘, j). Consequently,

each partial dissimilarity (i, j) and d,,(i,j) have to be respectively calculated as
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(4.15) and (4.16).

dr[ (l’ ]) =

0i)-0,,(j) 1<ij<3001=123 ijeN (4.15)

dL‘l (l’ .]) =

0ui)-, 1(j) I<ij<I51=123ijeN (4.16)
After defining the partial dissimilarity, the cost of each path, d,,(chr,ref (k)),
d,.(chr ref (k) and d,(chr,ref(k)), which represents the entire dissimilarity
extracted character image and k-threference character image can be computed as

(4.17), (4.18), and (4.19),

d,,(chr ref (k))= > d,(i /) (4.17)
(i.j)epy

d,(chrref (k)= > d,(i5) (4.18)
(i.j)ePy

d,,(chr,ref (k))=d,, {ehrref (k))+d, (chr.re £ (k)) (4.19)

where Py is the related minimum cost path, Tfrom-beginning point to ending point,

between ¢,, and ¢, and Pq is the related minimum cost paths, from beginning
point to ending point, between ¢,, and ¢, . By utilizing dynamic programming
technique, the minimum cost paths could be found feasibly with two constraints,
called beginning region and ending region constraint and legal path constraint, which
are illustrated in Figure 4.9. The size of ¢, and ¢, is denoted as 7,=30, and 7.=15,

respectively. Figure 4.9, which only shows a concept of the two constraints, uses 7 to

represent the size of ¢, and ¢ .
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Fig 4.9. The'legal region of the path.
According to the paper writing by Tsang-Hong Wang [18], the coefficients is
defined as Table 4.1. The slope of the boundary of the legal region in CAV is defined

as (4.20), and the slope of the boundary of the legal region in RAV is defines as (4.21)

I, 15

CT-x,-x, 11
T,—x,—-x,; 11

m, =m; =-— T T (4.20)
m m _—TC _Q
b b T;_xol_xo3 24
T—-x,—-x,, 24

m, = =< 2 0 = — 4.21

T (4.21)
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Table 4.1 The value of important parameters

Parameter Experiment value for ¢,  Experiment value for ¢,

Xol 2 3
X03 13 27
Vol 2 3
Vo3 13 27

Hence with (4.20), (4.21) and Table 4.1, the legal region can be defined as

Ei+2<j<E(i—15)+13
11 11

N 11
'15
Ji—4<j<Li+4

(i—2)<j<%(i—13)+15 i,jeN (4.22)

i3 e (i-30)+ 27
24 24

R, =4(i,] ,%(i—3)<j<%(i—27)+30 i,jeN (4.23)
J—6<j<i+6

Combining the two constraints with basic DPW, the complete character
recognition method, called DPW, is shown as three steps below.
B Step 1. Calculate the dissimilarity between two columns or two rows.

0=, (j) 1<ij<301=123 (4.24)

dr[ (l’ ]) =

o) =0,(j) I<ij<I51=123 (4.25)

dL‘l (l’ ]) =

B Step 2. Calculate the total dissimilarity between extracted character image and

57



the k-th reference character image.

d,,(chr,ref (k)= min > d,(ij) (4.26)
= (wer

d,(chr,ref (k)= min > d (i j) (4.27)
Fuske e,

d,(chrref (k))=d,,(chr,ref (k))+d,,(chr,ref (k)) (4.28)

B Step 3. Recognize extracted character image by the minimum dissimilarity
d,(chr,ref (k))=d,,(chr,ref (k))+d,,(chr.ref (k))+d,,(chr ref (k)
O =arg [mkin(d ,(chr, ref (k)| (4.29)
where O represents the output of recognition result.
Then with the above three steps, .the recognition process is finished, and the next
chapter will show the experiment result of the-license plate extraction, character

extraction using edge segmentation.and character.recognition.
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Chapter 5

Experiments of Proposed System

In the previous chapters, the three main steps of the proposed LPR system are
introduced. In this chapter, some experiment results of each step will be expressed
such as the accuracy of license plate extraction, the precision of the character
extraction by the edge segmentation method, the comparison of different character

extraction method, and the recognition rate of DPW.

5.1 License Plate Extraction

Experiments have been implemented to test the efficiency of the proposed
vehicle license plate recognition system to recognize Taiwanese vehicle license plate
in input grey-level image, which is in the size 640x480 pixels. The 313 input images
which include dirty plates, dim images are taken under varying illumination
conditions and the blurred images cause by the moving of vehicles. And the accuracy
of license plate extraction with the double edge method about 98.4% (308/313) is
better than the accuracy, about 95%, of conventional method extracted by spatial
mask [22]. More examples of the accurate license plate extraction are given in Figure

5.1 Figure 5.2 shows the other three images failed in license plate extraction. The

59



upper one is too dark to extract license plate, the license plate images of the medium

is too small, about 60x20, for license plate extraction, and the last license plate image

is too blurred.

Fig 5.1 The input grey-level images and the extracted license plates
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failed

failed

failed

Fig 5.2 The three images failed in license plate extraction step
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5.2 Character Extraction

In this section, the character extraction rate will be compared in many kinds of

contrast and with other extraction method, such as the projection method and the

connected component segmentation. First, to check the accuracy of the license plate

character extraction of the 308 license plate images which is successfully cut from the

313 input images. The extraction rate of the edge segmentation method of the 308

license plate is 99.67% (307/308). Figure 5.3 and Figure 5.4 shows the successful

examples and failed example, and the failed reason is because of the blurred license

plate images cause by the moving .of the vehicle:.The failed region is the read region

of Figure 5.4.

NZEKYI mmd DF0637 pmebb083]

Fig 5.3 The successful examples of the license plate character extraction.
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Fig 5.4 The failed example of the license plate.

5.2.1 The Extraction Rate in Different Contrast

In this section, the accuracy of the license plate character extraction will be

compared in different contrast. There are four kinds of contrast and blurred images

will be compared. In this thesis,the four kinds of contrast and the blurred images are

shown in Table 5.1, and the four kinds“of contrast are linear changed from the 308

license plate images. The gray level range-of the lowest contrast is from 0 to 100, and

the reason to choose 100 is because that 100 is lower than half of the gray level value,

and the gray level range of real images are seldom less than the range of 0 to 100.

However, if the contrast is low, the edge of the license plate character may be blurred.

Hence, the images with gray level value under than 150 are dealt with blur by the 3x3

moving average method. The result is shown in Table 5.1, and Table 5.2 shows the

extraction rate of these conditions.
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Table 5.1 The different contrast and blur of license plate images

Gray level range: 0 to 255

IDF-0837]

Gray level range: 0 to 200

IDF-0837]

Gray level range: 0 to 150

Gray level range: 0 to 150 and with blur

Gray level range: 0 to 100

Gray level range: 0 to 100 and with blur

Table 5.2 The license plate character exfréction rate in the four conditions.

gray level | 0t0o255 | 0to200 | Oto 150 | 00150 | 00100 | Oto 100
range blurred blurred
rate 99.67% | 98.70% | 97.32% | 90.25% | 95.47% | 83.75%

In Table 5.2, it can be observed that if the license plate images are blurred the
accuracy of the character extraction will reduced violently. There may be two reasons
for the reduced extraction rate. One is that the edges of the blurred images are
indistinct, so the edge factors will be similar. Then the segmentation growing path
will be disordered, and a character may be separated into more than four parts. The

other reason is that because of the blurred edges, the characters in the binary images
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may be linked together on the start line of the edge segmentation method. Hence, the

start points of the edge segmentation may be lost, and the character extraction will be

under-segmentation. However, even the contrast of the images is low, but if the edges

of the characters are sharp, the extraction rate will be higher than 95%.

5.2.2 The Comparison between Different Extraction Method

In this section, the edge segmentation method will compare with other extraction

methods, projection method [16] and connected component segmentation [12][17].

The license plate images are also ‘the 308 license plate images which are cut

successfully from the 313 640x480 input images. Table 5.3 shows the accuracy of

each kind of the character extraction methods. The projection method is usually failed

at the characters ‘7’, ‘H’, ‘J’, ‘K’, ‘L’, ‘M’, ‘N’, ‘U’, and ‘W’ because of the low

projection number on the center of these characters, and the connected component

segmentation method is usually failed if the license plate is with low contrast and with

noise.
Table 5.3 The accuracy of each kind of extraction methods.
extraction edge projection connected
method segmentation method component
extraction rate 99.67%(307/308) | 87.98%(271/308) | 90.58%(279/308)
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5.3 Character Recognition

The recognition rate of the DPW method will be mentioned in this section. In the
above section, it is known that there are 313 640x480 input images, 308 license plate
images can be extracted successfully from the input images, and 1842 (307x6)
characters extracted well from the license plate images. Therefore, there are
307x2=614 alphanumeric characters and 307x4=1228 numeric characters. The
number of each alphanumeric character and numeric character is listed in Table 5.4
and Table 5.5, respectively.

Table 5.4 The number of each alphanumeric character extracted from input images

Char No. Char No. Char No. Char No. Char No.

0 11 7 33 E 14 L 22 T 18

1 5 8 15 F 23 M 11 U 12

2 22 9 16 G 10 N 12 \% 15

3 31 A 17 H 20 P 19 W 24

4 10 B 12 | 11 Q 20 X 12

5 14 C 18 J 41 R 13 Y 18

6 25 D 20 K 16 S 16 Z 18
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Table 5.5 The number of each numeric character extracted from input images

Char No. Char No. Char No. Char No. Char No.
0 111 2 134 4 38 6 121 8 151
1 121 3 114 5 128 7 122 9 138

Because the alphanumeric character ‘O’ equal to the numeric character ‘0’ in the

license plate characters, the ‘O’ is seen as ‘0’ instead. The following Table 5.6 and

Table 5.7 will show the recognition rate in each alphanumeric and numeric character,

respectively. To observe Table 5.6%and Table 5.7, the recognition rate of numeric

characters is higher than the- recognition rate of* alphanumeric characters. The

alphanumeric character recognitien rate i1s 98.03%,-the numeric character recognition

rate is 99.9%, and the total recognition rate is 99.28%.
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Table 5.6 The recognition rate of each alphanumeric character.

Char Rate (%) | Char Rate (%) | Char Rate (%) | Char Rate (%)
0 94 9 100 I 100 S 100
1 100 A 100 J 92 T 100
2 100 B 80 K 100 U 100
3 100 C 100 L 100 Vv 100
4 100 D 94 M 88 W 100
5 100 E 100 N 100 X 100
6 100 F 100 P 100 Y 100
7 100 G 100 Q 100 z 100
8 83 H 100 R 100
Table 5.7 The recognition rate of each numeric character.
Char Rate (%) | Char Rate (%) | Char Rate (%) | Char Rate (%)
0 100 3 100 6 100 9 100
1 99 4 100 7 100
2 100 5 100 8 100
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Chapter 6

Conclusion

This thesis proposes two methods, the double edge method and the edge
segmentation method, to enhance the accuracy of the LPR system. In previous, some
spatial masks have been proposed to strengthen the feature of license plate and then
the projection extraction method is applied to detect the license plate position. After
the process of projection extraction method, some potential license plate areas can be
found in an image which may includes the headlamps and radiators. Furthermore, the
double edge method is utilized to determine the precise area of the license plate from
those potential areas. With the double edge method; the license plate extraction rate is
highly increased up to 98.4% which is much better than the accuracy 95% of

conventional method extracted by spatial mask.

As for the edge segmentation method, it is proposed to extract the characters
from the license plate area just obtained and this area is often badly influenced by
illumination variation and complex texture of a vehicle. Commonly, the projection
method and the connected component segmentation are applied to the license plate
character extraction in the LPR system. However, the accuracy of these methods is
affected by illumination variation and complex texture of a vehicle, and the extraction
rates are about 87.98% and 90.58% for the projection method and the connected

component segmentation, respectively. With the edge segmentation method, the
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character extraction rate can be increased up to 99.67%.

If the license plate image is blurred badly, the binary image of the license plate

characters may be mixed together. Sometimes, the characters of a license plate are

mixed at the horizontal lines at the 1/3 and 2/3 height of the binary image. As a result,

some start points of the edge segmentation method may be lost. In order to cope with

the above problem, development of binarization algorithm is an important subject in

the future to increase the license plate character extraction rate.
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