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Abstract

It is known that radio frequency interference (RFI) degrades the per-
formance of DMT systems for digital subscriber loops. The RFI signal,
though narrow band in nature, may be spread to subchannels around the
RFI frequencies due to the large sidelobes of the receiving rectangular win-
dow. In this thesis, we propose a joint consideration of channel shortening
and RFI suppression in the design of time domain equalizers (TEQ). We
will design the TEQ by minimizing ISI, channel noise and RFI interfer-
ence. Simulation results are given to show that the proposed method can
considerably reduce interference around the RFI frequencies and increase
the transmission rate.
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Chapter 1

Introduction

Discrete multitone (DMT) modulation is a very useful method for high-speed

data transmission, e.g., asymmetric digital subscriber lines (ADSL) and very high

speed digital subscriber lines (VDSL) [1][2]. The transmitter and receiver perform

M -point inverse DFT (IDFT) and DFT computation, respectively, where M is

the number of subchannels. For every block of M data samples, the transmitter

adds a cyclic prefix (CP) of length ν. If the number ν is chosen to be no smaller

than the order of the channel, then interblock interference (IBI) can be easily

removed. The DFT outputs are multiplied with a set of scalars, known as the

frequency domain equalizers (FEQ).

Usually the channel is longer than ν and the receiver includes a TEQ to

shorten the channel impulse response. Many TEQ designs have been proposed

[3]-[8]. In [3], Melsa et al. design the optimal TEQ that minimizes the out-

of-window energy of the equivalent channel to minimizes IBI. In [4], Arslan et

al. minimize ISI and channel noise on the tones used for transmission to design

the TEQ. Per-tone equalization for bit rate maximization is proposed in [5]. A

filterbank approach to the design of TEQ for maximizing the bit rate is given

in [7]. A blind method to minimize the mean square error between the last

sample and the corresponding sample of CP in adaptive way is given in [6]. A

comprehensive overview on TEQ and a unified design approach is available in [8].
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In the conventional DFT based multicarrier system the transmitting and re-

ceiving filters come from rectangular windows, which are known to have large

spectral sidelobes. The stopband attenuation is insufficient for many applica-

tions. For example, poor frequency separation at the transmitter side leads to

significant spectral leakage. This could pose a problem in applications where the

PSD (power spectral density) of the transmit signal is required to have a large

roll-off in certain frequency bands. In some wired transmission application, the

PSD of the downstream transmit signal needs to fall below a threshold in the

frequency bands of upstream transmission to avoid interference [1, 2]. The PSD

should also be attenuated in amateur radio bands to reduce interference or egress

emission [2]. On the other hand, poor frequency separation at the receiver side

results in poor out-of-band rejection. In DMT application such as ADSL and

VDSL, some of the frequency bands are also used by radio transmission systems,

e.g., amplitude-modulation (AM) stations and amateur radio. These radio fre-

quency signals can be coupled into the wires and interfere; they are known as RFI

ingress [9]. The large sidelobe of the rectangular window in conventional multi-

carrier systems lead to spectral leakage. As a result, many neighboring tones can

be affected. The signal to interference noise ratio of these tones are reduced and

the total transmission rate is decreased. To improve RFI suppression, receiver

windowing have been proposed in [9]-[11]. A combination of a raised-cosine win-

dow and per tone equalization are proposed to mitigate RFI interference in [12].

For the suppression of sidelobes without using extra redundant samples, it is pro-

posed in [11] to use windows that introduced controlled IBI, later removed using

decision feedback. Joint consideration of RFI and channel noise is considered in

[10], the optimal window can be found using the statistics of the received RFI

and noise. Joint design of TEQ and the receiving window for maximizing bit

rate is given in [13]. In [13], it provides a general framework where a combined

window and TEQ can be designed to maximize the bit rate for a given number of

TEQ and window taps. The techniques of using dummy tones to reduce RFI is
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proposed in [14]. The method to find the parameters that determine the shapes

of the RFI signal are given in [15]. A channel independent window that minimizes

output interference is given in [16], it provides a optimal receiver window design.

In this work, we propose a filterbank framework to the design of TEQ. we

consider a joint optimization of channel shortening and RFI suppression. We

will design the TEQ by minimizing ISI, channel noise and RFI interference. We

will see that the proposed TEQ can significantly alleviate the effect of RFI for

the tones around RFI frequencies. Simulation results are given to show that

the proposed method can considerably reduce interference and achieve a higher

transmission rate. Moreover, we will show the results of channel shortening.

Outline

The thesis is organized as follows. In chapter 2, we introduce the system model

and the noise generations for VDSL system. In chapter 3, we give a briefly

introduction of some exiting TEQ design methods and RFI suppression methods.

The introductions including the method of Maximizing the shortening SNR [3],

the method for bit rate optimal [7], the receiver window design based on filterbank

structure [16] and joint consideration of TEQ and the receiving window design

[13]. We present our proposed TEQ design method in chapter 4. Numerical

simulations are shown in chapter 5 and a conclusion is given in chapter 6.

1.1 Notations

• Bold face upper case letters represent matrices. Bold face lower case let-

ters represent vectors. AT denotes transpose of A, and Adagger denotes

conjugate transpose of A.

• ‖x‖ denotes 2-norm of vector x.

• The function E[x] denotes the average value or expect value of x.
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• eig(A) is the operation of finding eigenvalues of A.

• ∗ denotes the linear convolution operator, and ⋆ denotes the complex con-

jugate operator.

• M is the DFT size, ν is the CP length, N = M+ν is the transmitted symbol

size, T is the TEQ length, L is the channel length, d is the synchronization

delay, and Ts is the sampling rate.

• The notation Im represents an m × m matrix.
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Chapter 2

System Model

Very-high speed digital subscriber line (VDSL) transmits data by means of dis-

crete multitone (DMT) system. In this chapter, the DMT system along with

the system model will be introduced. In addition, we will present the filterbank

representation of the DMT system.

2.1 DMT system

The DMT system is a popular method for high-speed data transmission for wired

DSL (digital subscriber loops) applications. With a proper insertion of guard

interval called cyclic prefix, an FIR channel can be decomposed into M parallel

AGN subchannels with a gain that depends on the channel. In DMT transceiver,

the transmitter and receiver perform respectively M -point inverse DFT (IDFT)

and DFT computation, where M is the number of tones or number of subchannels.

The P/S (parallel to series) converts parallel samples into series. For every block

of M data samples, the transmitter adds a cyclic prefix (CP) of length ν in front

of block, and CP is the last ν samples of the transmitted block. In practical

implementation, DFT and IDFT are implemented digitally. Therefore, D/C and

C/D converters are needed to work before the M + ν samples pass through

physical channel and CP removal operation. In contrast to transmitter side, CP

removal, S/P (series to parallel) and M -pt DFT are performed consecutively in
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receiver side. Besides, if CP length ν is chosen to be no smaller than the order

of the channel, then interblock interference (IBI) can be easily removed. The

DFT output are multiplied with a set of scalars, known as the frequency domain

equalizers (FEQs). The block diagram of DMT system is shown in Fig. 2.1.

M-pt
IDFT

P/S
Cyclic
prefix

D/C channel Å

noise

prefix
removal

D/C C/D S/P
M-pt
DFT FEQ

Figure 2.1: Traditional DMT scheme.

In DMT scheme, the efficiency of the transceiver is reduced by a factor of

M
M+ν

, the larger the channel order is, the longer the cyclic prefix is needed to

eliminate ISI, and the lower the efficiency is. To alleviate this problem in DSL

application, a time domain equalizer (TEQ) is inserted to shorten the effective

channel impulse response. From the input of D/C at the transmitter to the

output of C/D at the receiver, we can represent it as a equivalent discrete time

channel model in Fig. 2.2. heff (n) = Tshc(nTs), where Ts is the sampling rate.

D/C
Physical channel

D/C C/D
hc(t) =

x(n) y(n)
Effective channel

x(n) y(n)

heff(n)

Figure 2.2: Effective discrete time channel.

Fig. 2.4 shows the equivalent discrete time DMT system model with TEQ

added at the receiver, where v(n) is the additive white Gaussian noise (AWGN)

and u(n) is the radio interference, they will be described in detail in section 2.3.

The shortened channel becomes c(n) ∗ t(n). Let λ(n) be the part of c(n) ∗ t(n)

within a window of ν + 1 samples where the energy is most concentrated. We

can write

λ(n) = g(n)(c(n) ∗ t(n)).
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The window function g(n) is given by

g(n) =

{

1, d ≤ n ≤ d + ν,

0, otherwise,
(2.1)

where d is the synchronization delay. The sketch map is shown in Fig. 2.3.

0

1

nd +

g(n)

n

d 2L T+ -

Figure 2.3: The coefficients of g(n).

The scalar multiplier 1/Pk are known as the frequency domain equalizers,

where

Pk = Λ(z) |z=ej2πk/M ,

where Λ(z) is the z-transform of λ(n).

M-pt

IDFT
Cyclic

Prefix

Channel
Å

Prefix

removal

M-pt

DFT

FEQ

01/ P

11/
M

P -

s
TEQ

...

( ) ( )v n u n+

( )c n ( )t n

( )x n

P/S S/P

Figure 2.4: Equivalent discrete time DMT system model with TEQ.

2.2 Filterbank Representation

To facilitate the analysis, we use a filterbank (FB) representation and redraw the

receiver structure as shown in Fig. 2.6. Before getting the sub-band filters Hi(z),

for i = 0, 1, . . . ,M −1, we translate the receiver structure in Fig. 2.4 into Fig. 2.5
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first. The matrices B and W are the matrix representations of prefix removal

and M-pt DFT operation. The dimensions of B and W are M ×N and M ×M ,

respectively.

( )t n( )c n

( ) ( )v n u n+

( )x n Å

01/ P

11/ P

11/
M

P -

?

y N

?

y N

?

y N

......
...

z

z

z

B W

Figure 2.5: Matrix representation of the DMT receiver.

( )t n( )c n

( ) ( )v n u n+

( )x n Å 0 ( )H z

1( )H z

1( )
M

H z-

01/ P

11/ P

11/
M

P -

?

y N

?

y N

?

y N

......
...

1( )
M

H z-

?

y N

?

y N

?

y N

......
...

Figure 2.6: Filterbank representation of DMT receiver.

B = ( 0 IM ),

W =
1√
M











1 1 . . . 1
1 W . . . WM−1

...
...

. . .
...

1 WM−1 . . . W (M−1)2











,
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where W = e−j 2π
M .

Using multirate identities [17], the operations of prefix removal, serial to par-

allel (S/P ) conversion and the M -pt DFT matrix in Fig. 2.4 can be redrawn

as Fig. 2.6, where N = M + ν. Due to the entries of matrices B and W are

constant, it doesn’t affect the results to change the order of decimator and these

two operations. Connecting the equality relation between Fig. 2.5 and Fig. 2.6,

we could obtain the Hi(z) for i = 0, 1, . . . ,M − 1 by the following derivation.











H0(z)
H1(z)

...
HM−1(z)











= WB











1
z
...

zN−1











. (2.2)

From the above equation, it is not difficult to obtain the M receiving filters

Hi(z) = W−iνH0(zW
i), for i = 0, 1, . . . ,M − 1, where H0(z) =

N−1
∑

k=ν

zk, and

W = e−j 2π
M .

If multiple TEQs are used, one for each subchannel, the receiver becomes the

one shown in Fig. 2.7 [7]. Now the effective channel for the k-th subchannel is

c(n) ∗ tk(n). Let λk(n) be the part of c(n) ∗ tk(n) inside the window, i.e.,

λk(n) = g(n)(c(n) ∗ tk(n)).

The k-th FEQ coefficient Pk is given by

Pk = Λk(z) |z=ej2πk/M ,

where Λk(z) is the z-transform of λk(n).

We note that if the order of the shortened channel C(z)Tk(z) is not larger

than cyclic prefix length, the DMT system still has ISI free property. Also, by

setting Tk(z) = T (z) for k = 0, 1, . . . , M − 1, then Fig. 2.7 reduces to the case

in Fig. 2.6.
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( )c n

( ) ( )v n u n+

( )x n Å 0 ( )T z

1( )T z

1( )
M

T z-

0 ( )H z

1( )H z

1( )
M

H z-

01/ P

11/ P

11/
M

P -

?

y N

?

y N

?

y N

......
...

?

y N

?

y N

?

y N

......
...

...

Figure 2.7: DMT receiver with multiple TEQs.

2.3 Generation of Noise for the VDSL system

The VDSL environment on the copper twisted-pair lines is influenced by several

additive noise impairments, including a white noise, a crosstalk coupled from

adjacent loops in the cable bundle between receiver and transmitter and radio

frequency interference (RFI). The additive Gaussian white noise is the electronic

noise caused by the material property of the twist-pair cable. By definition,

crosstalk is due to adjacent lines in a bundle that are improperly shielded from

each other, and therefore the signals from other lines are electro-magnetically

coupled to the considered line and cause interference. Crosstalk can be sepa-

rated into two categories: NEXT (Near-End Crosstalk) and FEXT (Fear-End

Crosstalk). NEXT occurs when a receiver detects other signals in the same bun-

dle from transmitters that are located in proximity, while FEXT occurs when

the other detected signals are from remote transmitters, located at the other end

of the bundle. Another part of the noise in the VDSL environment is the radio

frequency interference (RFI). The RFI mainly comes from radio amateurs and

broadcast AM radio, which overlap VDSL bands. In this section, we will generate

three different kinds of noise, additive white Gaussian noise (AWGN), Far-End

crosstalk (FEXT) and the other is radio interference in VDSL system [2]. The

Near-End crosstalk (NEXT) can be generated following the same step as FEXT
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noise.

2.3.1 AWGN (Additive White Gaussian Noise)

Take DFT size is M , and CP length is ν for example. The sampling frequency is

Fs MHz, and the sampling period is Ts = 1/Fs. Suppose the continuous AWGN

PSD is N0 dBm/Hz and it is measured across a terminal resistor Rv Ohm. The

continuous white noise PSD can be rewritten in measurement of voltage.

Sc(jΩ) = 10N0/10 · 10−3 · Rv (V 2). (2.3)

Assume the magnitude response of antialiasing filter before the C/D converter

|Ha(jΩ)| = 1 ∀ |Ω| < π
Ts

. The discrete white noise PSD is

Sd(e
jω) = Sc(jΩ) · Fs · |Ha(jΩ)| (dB) (2.4)

The PSD of continuous white noise and discrete white noise in our analysis are

shown in Fig. 2.8. The relevant parameters are setting as follows: M = 1024,

ν = 80, Fs = 4.416MHz, N0 = −140dBm/Hz and Rv = 100Ohm.
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0 1 2 3 4

x 10
6

−154
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−153

−152.5

−152

Ω (rad/sample)

dB
(a)

0 0.2 0.4 0.6 0.8 1
−88
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−86

−85.5

−85

Frequency normalized by π

dB

(b)

Figure 2.8: (a) Continuous time white noise PSD Sc(jΩ). (b) Discrete time white
noise PSD Sd(e

jω).
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2.3.2 Crosstalk Noise

The most important noise mechanism in pair cables is interference from other

pairs in the cable, which is denoted crosstalk. There are two types of crosstalk,

near-end crosstalk (NEXT), which is interference between opposite direction of

transmission, and far-end crosstalk (FEXT), which is defined as a measure of the

unwanted signal coupling from a transmitter at the near-end into a neighboring

pair measured at the far-end. There is a sketch map in Fig. 2.9.

Upstream( )neighborhood

Downstream(used)

Downstream( )neighborhood

NEXT

FEXT

Figure 2.9: The sketch map of FEXT and NEXT noise.

The specification of FEXT noise in VDSL system is described in detail in

VDSL standard [2]. The FEXT noise generator is shown in Fig. 2.10. The PSD

Noise
Generator

Crosstalk transfer
function

Antialiasing
filter ha(t)

C/D

Ts

xc(t) g(t) e(n)

hfext(t)

r(t)

Figure 2.10: FEXT noise generator.

of g(t) is equal to the PSD of x(t), Sxc(jΩ), plus 8 dB, where Sxc(jΩ) is the

transmission power spectral density.

Sg(jΩ) = Sxc(jΩ) · 100.8 (V 2), (2.5)

and it is measured across a terminal resistor Rv Ohm. The addition of 8 dB

approximates the power generated by the sum of 20 VDSL system operating
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in a multi-pair cable. The magnitude response of crosstalk transfer function

Hfext(jΩ, L) is

|Hfext(jΩ, L)|2 = |H(jΩ, L)|2 · Kfext · (1/49)0.6 · L · (Ω/2π)2, (2.6)

where |H(jΩ, L)| is the magnitude of channel frequency response, the crosstalk

coupling coefficient Kfext = 2.44× 10−22 for category-5 twisted pair and L (feet)

is the length of twisted pair loop. The PSD of discrete FEXT noise e(n) is

Se(e
jω) =

1

Ts

· Sr(j
ω

Ts

), | ω| ≤ π (2.7)

However, we can generate discrete FEXT noise by implementing a random

process shown as Fig. 2.11. That is,

Se(e
jω) = Sz(e

jω) ·
∣

∣Hf (e
jω)

∣

∣

2
(2.8)

where Sz(e
jω) is the PSD of z(n). Our goal is to generate a random sequence

with PSD Se(e
jω) as in (2.7). If Sz(e

jω) = 1, then |Hf (e
jω)|2 = Se(e

jω). Thus,

the FIR filter hf (n) can be obtained from IDFT of the square root of Se(e
jω)

over ω = {0 ∼ 2π} . In next examples, we use VDSL loop 1 long of 4500 ft as the

hf(n)
AWG

Generator

e(n)z(n)

Figure 2.11: Simplified FEXT noise generator.

channel. The DFT size M = 1024 and CP length ν = 80.

Fig. 2.12(a) shows the magnitude response of channel |H(jΩ, L)|2 in (2.6)

and Fig. 2.12(b) shows the crosstalk transfer function |Hfext(jΩ, L)|2 in (2.6).

Fig. 2.12(c) shows the PSD of continuous time FEXT noise Sr(j
ω
Ts

) in (2.7)

and Fig. 2.12(d) shows the PSD of discrete time FEXT noise Se(e
jω) in (2.7).

Fig. 2.12(e) shows the PSD of the equivalent FEXT noise Se(e
jω) in (2.8) obtained

by processing Fig. 2.11.
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Figure 2.12: (a) The magnitude response of channel |H(jΩ, L)|2 , (b) the mag-
nitude response of crosstalk transfer function |Hfext(jΩ, L)|2 , (c) the PSD of
continuous time FEXT noise Sr(jΩ), (d) the PSD of discrete time FEXT noise
Se(e

jω), (e) the PSD of FEXT noise generated by passing a white Gaussian se-
quence through the filter hf (n).
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2.3.3 RFI (Radio Frequency Interference)

The VDSL transmission system shares its spectrum with different types of radio

transmission, ranging from medium- and short-wave amplitude- modulated (AM)

stations, over public safety and distress bands, to amateur radio. As a result of the

cable imbalance, these radio frequency (RF) signals can be received by telephone

wires and interfere with the VDSL signal at the receiving side. This type of noise

in a VDSL transmission system is known as RF interference (RFI) ingress [9].

When the RFI signal uc(t) is a amplitude-modulation (AM) signal [2], we

have

uc(t) = Ac · [1 + a · m(t)] · cos(Ωct + θ(t)), (2.9)

where a is a constant called the amplitude sensitivity of the modulator responsible

for the generation of the modulation signal uc(t), Ac is the carrier amplitude, m(t)

is the message signal, and Ωc and θ(t) are respectively the frequency and phase

of interference source. In [2], it is assumed that the AM broadcast sources shall

be modeled by a fixed frequency carrier 30% AM modulated with a flat (± 3dB)

Gaussian noise source band limited to 0-5 KHz, so that let a = 3/10 and m(t) is

a zero-mean random signal with PSD Sm(f) is 3 dB over bandwidth 5 KHz, the

variance of m(t) can be determined from

σ2
m =

∫ ∞

−∞

Sm(f) df = 103

∫ 5/2

−5/2

2 df = 104 (V 2), (2.10)

and θ(t) is a uniform distribution random signal, the cumulative distribution

function (cdf) is

fθ(t) =

{

1/2π |t| ≤ π,

0 otherwise.
(2.11)

The coefficient Ac can derived by the following step. The autocorrelation function

of uc(t) is

Ruc(t1 − t2) = E[uc(t1)u
∗
c(t2)] =

1

2
· A2

c · cos(Ωcτ) · [1 + a2 · Rm(τ)], (2.12)
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where τ = t1 − t2. Therefore, we can obtain the PSD of uc(t) by performing

Fourier Transform on (2.12), that is,

Suc(f) =
1

2
A2

c · [π(δ(f − fc) + δ(f + fc)) +
1

2
a2(Sm(f − fc) + Sm(f + fc))] (2.13)

the variance of uc(t) is

σ2
uc

=

∫ ∞

−∞

Suc(f) df = A2
c · [π +

1

2
a2 · σ2

m] (V 2). (2.14)

Let us take the differential mode with strength -55 dBm (the distance between

client and interference source is 6000 ft) for example. Assume the across terminal

resistor Rv = 100 Ohm, the receiving RFI power is measured by

100.1×(−55) × 10−3 =
σ2

uc

Rv

(watt). (2.15)

Applying (2.14) to (2.15), we can obtain (2.16), and find the carrier amplitude

Ac as in (2.17).

A2
c · [π +

1

2
a2 · σ2

m] = Rv · 10−3 · 100.1×(−55). (2.16)

Ac =

√

Rv · 10(−5.5−3)

π + 1
2
a2 · σ2

m

= 2.6417 × 10−5. (2.17)

Antialiasing
filter ha(t)

C/D

Ts

uc(t) u(n)

Figure 2.13: RFI noise generator.

The discrete time RFI signal is generated as Fig. 2.13. The discrete signal

u(n) is obtained by sampling the continuous time signal uc(t).

u(n) = Ac · [ 1 + a · m(nTs)] · cos(Ωc · nTs + θ(nTs))
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Figure 2.14: The magnitude response of discrete time RFI noise.

= Ac · [ 1 + a · m(nTs)] · cos(ωcn + θ(nTs)). (2.18)

Fig. 2.14 shows the magnitude response of discrete time RFI signal. The discrete

time RFI signal is windowed by a rectangular window, and then M -pt DFT is

performed. The Fourier transform of rectangular window is a sinc-like function,

and it has large sidelobe. The test frequencies of RFI sources are at 1.05MHz,

1.9MHz and 2.0MHz. We can see Fig. 2.14 shows the effect of sidelobe due to

windowing.
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Chapter 3

Previous design methods

In this chapter, we will give a survey of some existing design methods for TEQ

and RFI suppression. In particular, we will introduce the TEQ design methods

of maximizing shortening SNR [3] and bit-rate optimized [7] in section 3.1. The

methods of receiver window design based on filterbank structure [16] and joint

window and TEQ design [13] for RFI suppression are also introduced in section

3.2.

3.1 Previous TEQ designs

3.1.1 Maximize the shortening SNR

The MSSNR technique is to maximize the ratio of the energy in the largest

consecutive ν + 1 samples of effective channel to the energy in the remaining

samples, where ν is the CP length. In [3], it derived the SIR as a quadratic form

and solve the optimal solution by solving eigen problem.

The equivalent channel heff (n) = c(n) ∗ t(n), and the coefficients of heff (n)

can be represented as heff = Ct, where C is a convolution matrix, composed

of the original channel coefficients, and t is a T × 1 vector, composed of TEQ
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coefficients.

heff =











heff (0)
heff (1)

...
heff (L + T − 2)











=























c(0) 0 . . . . . . 0
c(1) c(0) . . . . . . 0

...
. . . . . . . . .

...
c(L − 1) c(L − 2) . . . c(L − T + 1) c(L − T )

0 c(L − 1) . . . . . . c(L − T + 1)
...

. . . . . . . . .
...

0 0 . . . 0 c(L − 1)

































t(0)
t(1)

...
t(T − 1)











(3.1)

Let hwin represent a window if ν + 1 consecutive samples of heff starting with

sample d, and let hwall represent the remaining L + T − ν − 2 samples of heff .

hwin =











heff (d)
heff (d + 1)

...
heff (d + ν)











=











c(d) c(d − 1) . . . c(d − T + 1)
c(d + 1) c(d) . . . c(d − T + 2)

...
. . .

...
c(d + ν) c(d + ν − 1) . . . c(d + ν − T + 1)





















t(0)
t(1)

...
t(T − 1)











≡ Cwint

(3.2)

hwall =



















heff (0)
...

heff (d − 1)
heff (d + ν + 1)

...
heff (L + T − 2)
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=



















c(0) 0 . . . 0
...

. . .

c(d − 1) c(d − 2) . . . c(d − T )
c(d + ν + 1) c(d + ν) . . . c(d + ν − T + 2)

...
. . .

0 . . . 0 c(L − 1)





























t(0)
t(1)

...
t(T − 1)











≡ Cwallt

(3.3)

The ratio of the energy in the largest consecutive ν+1 samples of effective channel

to the energy in the remaining samples can be expressed as

h†
winhwin

h†
wallhwall

=
t†C†

winCwint

t†C†
wallCwallt

=
t†At

t†Bt
, (3.4)

where A = C†
winCwin and B = C†

wallCwall. The optimal TEQ should be chosen to

minimize h†
wallhwall while satisfying the constraint h†

winhwin = 1. The matrix B is

Hermitian and positive semi-definite, but it is a rare case when the determinant

of matrix B is zero. However, we can assume it is a positive definite matrix, thus

it is invertible. The optimal TEQ can be obtained by maximizing (3.4), this is a

eigen problem. The optimal TEQ t is the eigenvector of B−1A corresponding to

the maximum eigenvalue.

3.1.2 Bit-Rate Optimized TEQ Design

In this section, we review the TEQ design method for minimizing ISI and channel

noise [4, 7]. Define fk(n) = (1 − g(n))(c(n) ∗ tk(n)). The sketch map of fk(n) is

shown in Fig. 3.1. The purpose of the definition of fk(n) is to find the output

error caused by ISI and noise easily.

From Fig. 2.7, we see that the output error caused by ISI and noise at the

kth tone is ek(n) = [eisi,k(n) + enoise,k(n)]↓N , where

eisi,k(n) = x(n) ∗ fk(n) ∗ hk(n)/Pk, (3.5)

enoise,k(n) = v(n) ∗ tk(n) ∗ hk(n)/Pk. (3.6)
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Figure 3.1: Illustration of fk(n).

Owing to the fact that the decimator does not change the signal variance, we

have σ2
k = σ2

isi,k + σ2
noise,k, where σ2

isi,k and σ2
noise,k are respectively the variances

of eisi,k(n) and enoise,k(n). In this thesis, the signal and noise are assumed to be

uncorrelated, and x(n) is assumed to be a white WSS process for simplicity.

Let tk be the T × 1 column vector consisting of the k-th TEQ coefficients.

tk = (tk(0) tk(1) . . . tk(T − 1))T
1×T .

The coefficients of λk(n) can be written in a matrix form as GCtk, where C is an

(L+T−1)×T lower triangular Toeplitz matrix, and G is a (L+T−1)×(L+T−1)

diagonal with [G]ii = g(i), i = 0, 1, . . . , L + T − 2.

C =























c(0) 0 0 0 . . . 0
c(1) c(0) 0 0 . . . 0

...
. . . . . . . . . . . .

...
c(L − 1) . . . c(1) c(0) . . . 0

...
. . . . . . . . . . . .

...
0 0 . . . . . . c(L − 1) c(L − 2)
0 0 . . . . . . 0 c(L − 1)























(L+T−1)×T

, (3.7)

G =











g(0)
g(1) 0

. . .

0 g(L + T − 2)











, (3.8)

Let wk be the first ν elements of the k-th row vector of the M -point DFT
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matrix,

wk = (1 e−j 2π
M

k . . . e−j 2π
M

k(ν−1))1×ν .

Then Pk can be written as Pk = wkGCtk and thus |Pk|2 = t†kBktk, where

Bk = C†G†w†
kwkGC. (3.9)

The coefficients of fk(n) can be written in a matrix form as DCtk, where D is

diagonal, D = I − G. Using matrix representation for convolution, we can write

the coefficients of fk(n) ∗ hk(n) as HkDCtk, where Hk is an (M + L + T − 2) ×
(L + T − 1) lower triangular Toeplitz matrix with the first column given by

(

e−j 2π
M

k(M−1) e−j 2π
M

k(M−2) . . . 1 0 . . . 0
)T

, (3.10)

Hk =

























e−j 2π
M

k(M−1) 0 0 0 . . . 0

e−j 2π
M

k(M−2) e−j 2π
M

k(M−1) 0 0 . . . 0
...

. . . . . . . . . . . .
...

1 . . . e−j 2π
M

k(M−2) e−j 2π
M

k(M−1) . . . 0
...

. . . . . . . . . . . .
...

0 0 . . . . . . 1 e−j 2π
M

k

0 0 . . . . . . 0 1

























.

(3.11)

Using the matrix representation, the error variances caused by ISI can be

rewritten as:

σ2
isi,k =

t†kQisi,ktk

t†kBktk

, (3.12)

where Qisi,k = σ2
xC

†D†H†
kHkDC. Similarly, we have σ2

noise,k in the following

matrix form

σ2
noise,k =

t†kQnoise,ktk

t†kBktk

, (3.13)

where Qnoise,k = H̃†
kRvH̃k. The matrix Rv is the (M + T − 1) × (M + T − 1)

autocorrelation matrix of v(n) and H̃k is an (M + T − 1) × T lower triangular

Toeplitz matrix whose first column is the same as in (3.10) except that the last

L − 1 zeros are discarded.
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3.2 Previous design method for RFI suppres-

sion

3.2.1 Optimal Receiver Window Design

In this section, we will briefly review the method given in [16]. Assume µ is

the window length. To apply windows, the receiver takes the M + µ samples,

multiplies the first µ samples by window coefficients w(n), n = 0, 1, . . . , µ − 1

and multiplies the last µ samples by 1−w(n). Assume w = [w0 · · ·wµ−1]
T is the

µ × 1 window coefficient vector. Now the matrix B in Fig. 2.5 is given by

B =

(

0 0 IM−L 0
0L×(P−L) C 0 D

)

, (3.14)

where

C =











w0 0 · · · 0

0 w1
. . .

...
...

. . . . . . 0
0 · · · wL−1,











(3.15)

D = IL − C. (3.16)

The relation of the M receiving filter Hk(z) for k = 0, 1, . . . , M − 1, B and

W is given in (2.2), using the expression of B in (3.14), we can verify that the

coefficients of the first receiving filter h0(n) are given by

h0(n) =



















w−n−ν+µ, −(ν − 1) ≤ n ≤ −(ν − µ)

1, −(N − µ − 1) ≤ n ≤ −ν

1 − w−n−N+µ, −(N − 1) ≤ n ≤ −(N − µ)

0, otherwise.

(3.17)

The k-th receiving filter Hk(z) is essentially a shifted version of H0(z).

We assume that RFI interference occurs at frequency ωl with amplitude αl

and phase θl, l = 0, · · · , R − 1. Thus we can model the interference as

u(n) =
R−1
∑

l=0

αl cos(ωln + θl). (3.18)
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The output of the i-th receiving filter comes from RFI interference is

1

2

R−1
∑

l=0

αl[cl,ie
j(ωln+θl) + c

′

l,ie
−j(ωln+θl)], (3.19)

where cl,i = Hi(e
jωl) and c

′

l,i = Hi(e
−jωl). To suppress the total interference, we

can minimize

J =
R−1
∑

l=0

M−1
∑

i=0,i∈U

α2
l [|cl,i|2 + |c′

l,i|2] (3.20)

where U is the set of tones that are used for transmission.

cl,i = W−iνH0(e
j(ωl−2πi/M))

c
′

l,i = W−iνH0(e
−j(ωl−2πi/M))

(3.21)

From (3.17) we can verify that H0(e
j(ωl−2πi/M)) can be given in terms of the

window coefficients as

H0(e
j(ωl−2πi/M)) = bl,i + a†

l,iw, (3.22)

where bl,i is a scalar and al,i is a µ × 1 column vectors given respectively by

bl,i =
ν+M−1

∑

l=ν

ej(ωl−2πi/M)l,

[al,i]m = ej(ωl−2πi/M)(ν−µ+m)

−ej(ωl−2πi/M)(N−µ+m).

(3.23)

Similarly, we can verify that H0(e
−j(ωl+2πi/M)) can be expressed by

H0(e
−j(ωl+2πi/M)) = b′l,i + a′†

l,iw, (3.24)

where b′l,i and a′
l,i are respectively

b′l,i =
ν+M−1

∑

l=P

e−j(ωl+2πi/M)l,

[a′
l,i]m = e−j(ωl+2πi/M)(ν−µ+m)

−e−j(ωl+2πi/M)(N−µ+m).

(3.25)

Using (3.20) to (3.23), we can derive,

J = wT (A†A + A′†A′)w + wT (A†b + A′†b′)

+(b†A + b′†A′)w + ||b||2 + ||b′||2. (3.26)
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From (3.26), we can obtain the solution of the optimal window w that minimizes

the total interference by differentiating J with respect to w. We have

w = −[Re(A†A + A
′†A

′

)]−T [Re(b†A + b
′†A

′

)]T . (3.27)

where notation Re(X) denote the real part of X. The matrices A and A′, and

vectors b and b′ are shown in detail in [16].

3.2.2 Joint window and TEQ design

We will briefly review the method given in [13]. We consider the case of per tone

equalizer and window design. The transmitted QAM frequency domain symbol

vector of length M at time k is Xk; its i-th entry is Xk
i . The system model is the

same as shown in Fig. 2.1. It is known the i-th input of FEQ can be expressed

as

Y k
ut,i = FM(i, :)UYext,kt, (3.28)

where FM is the DFT matrix, and FM(i, :) is the i-th row of FM ; t is the T × 1

column vector of TEQ coefficients. Yext,k is a Toeplitz matrix of received time

domain samples yk
l :

Yext,k =







yk
−µ . . . yk

−µ−T+1
...

. . .
...

yk
M−1 . . . yk

M−T






, (3.29)

where µ is the window length. The overall received signal on tone i is determined

by the i-th FEQ output, which can be obtained by DiY
k
uw,i. The TEQ design

is to minimize the square error between the FEQ output and the transmitted

frequency domain symbol. Thus, the objective function is written as:

min E
[

∣

∣DiY
k
ut,i − Xk

i

∣

∣

2
]

. (3.30)

34



We can further decompose Y ext,k to connect the relation with window and TEQ

coefficients. The matrix U in (3.28) can be separated into two part U1 and U2.

U =

(

O(M−µ)×µ IM−µ O(M−µ)×µ

diag(u) Oµ×(M−µ) Iµ − diag(u)

)

=

(

O IM−µ O
O O Iµ

)

+

(

O O O
diag(u) O −diag(u)

)

= U1 + U2.

(3.31)

For example, the input of DFT after windowing and TEQ filtering is now the

result of the product UYext,kt. Windowing without TEQ filtering is represented

by UYext,k [1 0 . . . 0]T , while TEQ filtering without windowing is denoted by

U1Y
ext,kt.

Starting from the definition for Y k
ut,i in (3.28) and applying (3.31), we can

write
Y k

ut,i = FM(i, :)(U1 + U2)Y
ext,kt

= Ysl,k
i t + ∆yext,kT

Uit,

(3.32)

where Ysl,k
i = FM(i, :)Yext,k, and ∆yext,kT

=
[

∆yk
−T+1 . . . ∆yk

µ−1

]

, ∆yk
µ−l =

yk
−l − yk

M−l.

Notice that the first term of (3.32) can be written as a linear combination of

Y k
i and T −1 difference terms ∆yk

µ−T+1, . . . , ∆yk
µ−1. When the joint window and

TEQ operation in Uit is replaced by one tone-dependent vector of unknown, it is

easy to see that the second term in (3.32) also comprises a linear combination of

the difference terms ∆yk
−T+1, . . . , ∆yk

µ−1. As a consequence, (3.32)can be written

in general as a linear combination of the DFT output Y k
i and µ+T−1 real-valued

difference term ∆yext,k, i.e.,

Y k
ur,i = v̄T

i

[

∆yext,kT
Y k

i

]T

, (3.33)

where v̄i are now the µ + T − 1 unknown coefficients. After applying (3.33) to
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(3.30), we obtain

min E

[

∣

∣

∣

∣

Div̄
T
i

[

∆yext,kT
Y k

i

]T

− Xk
i

∣

∣

∣

∣

2
]

. (3.34)

Div̄i corresponds to the constraint MMSE solution of µ + T -taps PTEQ design

problem. We can also apply orthogonality principle to solve MMSE problem, i.e.,

E
[

Div̄
T
i bi(Div̄

T
i bi − Xk

i )†
]

= 0, (3.35)

where bi =
[

∆yext,kT
Y k

i

]T

. Thus, we can obtain Div̄i = R−1
bi

RbiXi
, where

Rbi
= E

[

bib
†
i

]

, and RbiXi
= E

[

biX
†
i

]

.
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Chapter 4

Proposed TEQ design method

In this chapter, we will illustrate the design procedure of proposed method. The

main idea of proposed method is to consider the capabilities both of TEQ and

RFI suppression. In addition to alleviate the influence of the RFI interference,

our goal is to achieve high transmission rate simultaneously.

4.1 Incorporation of RFI Suppression

Assume the statistics of interference sources are available. The radio interference

is known as the narrow band signal, and for the duration of one DMT symbol, it

can be considered as a sum of sinusoids. The interference is modeled as in (3.18),

u(n) =
J−1
∑

l=0

αlcos(ωln + θl), where ωl is the frequency of the l-th interference

source, and αl and θl are the corresponding amplitude and phase. To analyze the

effect of interference, we apply an interference-only signal u(n) to the receiver in

Fig. 2.7. The output of the kth tone is ek(n) = [erfi,k(n)]↓N , where

erfi,k(n) =
1

Pk

J−1
∑

l=0

αl

2
[r1,l(n) + r2,l(n)],

where

r1,l(n) = Hk(e
jωl)Tk(e

jωl)ej(ωln+θl),

r2,l(n) = Hk(e
−jωl)Tk(e

−jωl)e−j(ωln+θl).
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Note that the decimators do not change the amplitudes. To suppress interference,

we can minimize

φrfi,k =
1

|Pk|2
J−1
∑

l=0

α2
l

4
[|ρk,l|2 + |ηk,l|2], (4.1)

where

ρk,l = Hk(e
jωl)Tk(e

jωl), (4.2)

ηk,l = Hk(e
−jωl)Tk(e

−jωl). (4.3)

Notice that the equations in (4.2) and (4.3) can be expressed as ρk,l = τk,ltk,

ηk,l = ζk,ltk, where

τk,l = Hk(e
jωl)[1 e−jωl . . . e−jωl(T−1)]

= ejωlν(1−ejωlM )

1−ej(ωl−
2π
M

k)
[1 e−jωl . . . e−jωl(T−1)],

(4.4)

ζk,l = Hk(−ejωl)[1 ejωl . . . ejωl(T−1)]

= e−jωlν(1−e−jωlM )

1−e−j(ωl+
2π
M

k)
[1 ejωl . . . ejωl(T−1)].

(4.5)

Using the above derivations, φrfi,k in (4.1) can be rewritten as:

t†kQrfi,ktk

t†kBktk

, (4.6)

where Bk is as in (3.9) and Qrfi,k is

Qrfi,k =
1

4

J−1
∑

l=0

α2
l [τ

†
k,lτk,l + ζ†

k,lζk,l]. (4.7)

Remark. RFI interference also can be modeled as a random signal just

like noise. The error variance caused by RFI interference can be written as

σ2
rfi,k =

t
†
kQrfi,ktk

t
†
kBktk

, where Qrfi,k is the same as Qnoise,k, but Rv is replaced with

Ru.
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4.2 The optimal TEQ

Base on the TEQ design method in section 3.1.2. An objective function that

minimizes ISI, noise variance and RFI interference is

φk = σ2
isi,k + σ2

noise,k + φrfi,k =
t†kQktk

t†kBktk

, (4.8)

where Qk = Qisi,k + Qnoise,k + Qrfi,k. The optimal TEQ tk minimizes the ratio

in (4.8) or maximizes its inverse

arg max
tk

t†kBktk

t†kQktk

, k = 1, 2, . . . , M − 1. (4.9)

We can obtain the optimal TEQs tk by finding the eigenvector corresponding

to the maximum eigenvalue of Q−1
k Bk. Notice that the ratio in (4.9) is propor-

tional to signal to interference ratio (SINR) of the kth subchannel. Therefore the

optimal TEQ tk will maximize the subchannel SINRk.

Moreover, it is not difficult to verify that Qisi,M−k = Q∗
isi,k, Qnoise,M−k =

Q∗
noise,k, Qrfi,M−k = Q∗

rfi,k and BM−k = B∗
k for k = 1, 2, . . . , M

2
− 1. For k = 0

and k = M
2

, these matrices are real. Thus, the TEQ coefficients have complex

conjugate property, i.e, tk = t∗M−k for k = 1, 2, . . . , M
2
− 1.
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Chapter 5

Numerical Simulation

In this chapter, we will evaluate the performance of the proposed TEQ design

algorithm. First we introduce the performance measure and simulation environ-

ment in section 5.1 and 5.2. We will show the performance of proposed method

and compare the simulation results with the pervious method mentioned in chap-

ter 3.

5.1 Performance Measure

• SIR: It is a good measure for evaluating channel shortening effect. The

definition of SIR is
d+ν−1
∑

i=d

|h(i)|2

d−1
∑

i=0

|h(i)|2 +
T+L−1

∑

i=d+ν

|h(i)|2
, (5.1)

where h(i) is the coefficients of the equivalent channel response.

• Transmission rate: The number of bits allocated for the ith tone is

bi =

⌊

log2(1 +
SINRi

Γ
)

⌋

. (5.2)

where SINRi is the signal to interference and noise ratio of ith tone. Γ is

the gap between the channel capacity and the achieved bit rate for a given
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error rate. The value of Γ depends on desired error rate. For example, all

the simulations in this thesis, error rate Pe = 10−5 and Γ = 8.1317. The

transmission rate is given by

1

NTs

M/2
∑

i=0

bi =
1

NTs

M/2
∑

i=0

⌊

log2(1 +
SINRi

Γ
)

⌋

. (5.3)

In VDSL specification, the maximum number of bits on each tone is 15,

and the minimum number of bits on each tone is 2.

5.2 Simulation Environment

They are simulated using VDSL loops 1-7 [2]. The DFT size M = 1024, cyclic

prefix length ν = 80 and the sampling rate Fs = 4.416 MHz. The PSD of

transmission is -60 dBm/Hz. The channel noise is additive white Gaussian noise

of -140 dBm/Hz and also NEXT and FEXT crosstalk. The RFI interference is

of -55 dBm differential mode (the distance between client and interference source

is 6000 ft) [2]. In Table. 5.1, it shows seven types of VDSL test loops in our

simulation, and their magnitude response are shown in Fig. 5.1.

Table 5.1: VDSL test loop length.

Loop Length (ft.)
VDSL-1L 4500
VDSL-2L 4750
VDSL-3L 4750
VDSL-4L 4800
VDSL-5 950
VDSL-6 3250
VDSL-7 4900
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Figure 5.1: The magnitude response of test channel(a)VDSL-1L. (b)VDSL-2L.
(c)VDSL-3L. (d)VDSL-4L. (e)VDSL-5. (f)VDSL-6. (g)VDSL-7.

5.3 Simulation Results

In our simulation, we assume the RF interference are of frequencies 1.05MHz,

1.9MHz and 2.0MHz. For the case of M = 1024, the corresponding tone indices

are the 244, 435 and 461. Fig. 5.2 shows the magnitude response of TEQ of

some arbitrary tones, e.g. t50, t136, . . . , t508. In these figures, we can see a

remarkable phenomenon that the magnitude responses of these TEQs have nulls

in RFI frequencies, so that we can achieve the purpose of RFI suppression.

Let us take VDSL loop4 as an example, and choose one of the TEQs arbitrarily

to illustrate. The tone index to be chosen is 165. Fig. 5.3(a) shows the real part of

shortened channel coefficients of the 165-th tone along with the original channel,

and Fig. 5.3(b) shows the image part of shortened channel coefficients of the 165-

th tone along with the original channel. Fig. 5.3(c) shows the absolute value of

shortened channel coefficients of the 165-th tone along with the original channel,
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Figure 5.2: The magnitude response of (a)t50. (b)t136. (c)t227. (d)t309. (e)t467.
(f)t508. The test channel is VDSL-1L.
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and Fig. 5.3(d) shows the magnitude response of shortened channel along with the

original channel. Table. 5.2 shows the SIRs of using proposed method, MSSNR

[3] and original channel.

Table 5.2: SIR performances on VDSL loops.

VDSL loop proposed MSSNR original
VDSL-1L 71.9 88.9 47.5
VDSL-2L 65.2 90.5 49.7
VDSL-3L 73.9 87.8 43.3
VDSL-4L 60.3 65.4 28.6
VDSL-5 76.8 79.8 35.6
VDSL-6 74.1 85.6 53.2
VDSL-7 67.7 72.5 35.6

Table. 5.3 shows the transmission rate of the proposed method. For compar-

ison, we have shown the performance of windowing methods with a single TEQ.

We have shown the cases of rectangular, Hanning, and Blackman windows as well

as the window design in [16]. The lengths of window and the TEQ are 10 and

20, respectively. The transmission rate is computed using (5.3).

Table 5.3: Comparison of transmission rate (Mbits/sec) on VDSL loops.

VDSL loop proposed [16] Blackman Hanning Rectangular [13]
VDSL-1L 23.8 20.3 19.7 19.7 19.1 11.6
VDSL-2L 24.1 20.0 19.6 19.5 18.8 10.2
VDSL-3L 22.0 18.5 18.0 18.1 17.3 10.2
VDSL-4L 13.5 10.8 10.4 10.4 9.5 3.0
VDSL-5 28.6 26.9 26.8 26.8 26.6 21.1
VDSL-6 25.5 22.4 21.9 21.9 21.3 11.9
VDSL-7 20.4 17.3 16.8 16.9 16.0 8.6

To gain further insight, in Fig. 5.4, we show the subchannel SINRs around

the RFI source frequencies for loop 1. We see that the RFI on the subchannels
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Figure 5.3: The test loop is VDSL-4L. (a) The real part of shortened channel
coefficients of the 165th tone. (b) The image part of shortened channel coefficients
of the 165th tone. (c) The absolute value of shortened channel coefficients of the
165th tone. (d) The magnitude response of shortened channel along with the
original channel.
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near the RFI source can be significantly reduced. Thus, we can transmit more

bits in those subchannels and a higher transmission rate is achieved.

The performance of the proposed design with different TEQ length is shown

in Table. 5.4. The Transmission rate saturates when the length ≥20. That

is, we can use fewer taps to achieve the same results and lower the complexity

of computation simultaneously. Fig. 5.5 shows the subchannel SINRs of the

proposed method with different length.

Table 5.4: Transmission rates (Mbits/sec) of the proposed design with different
TEQ length on VDSL loop1 (4500ft).

TEQ length 10 15 20 25 30
bit-rate 23.2 23.7 23.8 23.8 23.8

Example. PTEQ v.s. proposed TEQ :

In this example, we simulate the interference of the the DMT system at the

frequency domain equalizer (FEQ) output for PTEQ [7] and the proposed TEQ.

The simulation environment is the same as described in section. 5.2. We show the

powers of signal, ISI, AWGN, crosstalk (FEXT and NEXT) and RFI interference

in Fig. 5.6 when PTEQ is implemented and in Fig. 5.7 when the proposed TEQ

is implemented. Compare Fig. 5.6 with Fig. 5.7, in the case of PTEQ, the RFI

interference is dominating and the signal to interference and noise ratio (SINR)

is considerably decreased. In the case of proposed TEQ, the RFI interference

is significantly suppressed and the other interference (AWGN, ISI, FEXT and

NEXT) is similar to the case of PTEQ. The SINRs of individual tones for PTEQ

and proposed TEQ are shown in Fig. 5.8.
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Figure 5.4: (a)The SINRs of individual tones. (b) A zoom-in of (a).
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Figure 5.6: The powers of signal, ISI, AWGN, crosstalk and RFI interference at
FEQ output when PTEQ is implemented.
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Figure 5.8: The SINRs of individual tones in the case of PTEQ and proposed
TEQ.

Example. Joint window and TEQ design v.s. proposed TEQ :

In this example, we simulate the transmission rate of the DMT system using

the proposed TEQ and compare with the joint window in [13]. Table. 5.5 shows

the transmission rates. The simulation environment is the same as that described

in section. 5.2, except for the radio frequency interference (RFI) strength. The

transmission power is -60dBm/Hz and the RFI strength is -90dBm. We can see

that the proposed TEQ can achieve a higher transmission rate.

Table 5.5: The transmission rate when the transmission power is -60dBm/Hz and
the RFI strength is -90dBm.

VDSL loop loop1 loop2 loop3 loop4 loop5 loop6 loop7
[13] 22.0 23.2 20.8 11.9 27.4 23.8 18.9

proposed 28.5 28.6 28.0 25.1 28.8 28.7 28.0

Table. 5.6 shows the transmission rates when the transmission power is also
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-60dBm/Hz, but the RFI strength increases to -55dBm.

Table 5.6: The transmission rate when the transmission power is -60dBm/Hz and
the RFI strength is -55dBm.

VDSL loop loop1 loop2 loop3 loop4 loop5 loop6 loop7
[13] 11.6 10.2 10.2 3.0 21.1 11.9 8.6

proposed 23.8 24.1 22.0 13.5 28.6 25.5 20.4

Examing the simulation results in Table. 5.5 and Table. 5.6, we see that when

RFI strength increases, the transmission rate of joint window and TEQ design

[13] decreases considerably. However the transmission rate of the proposed TEQ

is not affected as seriously. As far as RFI suppression is concerned, the proposed

TEQ is more robust than the method of [13].
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Chapter 6

Conclusion

In this thesis, we use a filterbank formulation for designing TEQ incorporating

RFI suppression. The optimal TEQs are obtained by minimizing the ISI, channel

noise and RFI interference. The proposed TEQs have nulls at the frequencies of

RFI sources. The proposed TEQs can significantly alleviate the effect of RFI

for the tones around RFI frequencies. Compare with traditional window design

for RFI suppression, the proposed method can achieve larger SINRs and obtain

higher transmission rate. We also explore the performance of proposed method

with different TEQ length. We can see the transmission rate saturates when

the length is smaller than our desired length. Notice that the coefficients of

proposed TEQs have symmetric property just like the transmitted symbols, so

that the computational complexity can be reduced more. The simulation results

demonstrate that larger SINR can be obtained and higher transmission rates can

be achieved.
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