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摘要 

 

訊號擷取在全球定位系統(GPS)接收器中的目的是為了追蹤估測偽隨機碼

(Pseudo-Random Number, PRN)的延遲時間和都普勒頻率。追蹤方法利用延遲/

提早的方法並且經由一個擁有迴路濾波器的閉迴路系統來實現。而迴路濾波器往

往使用一個比例積分(Proportional-Integral, PI)濾波器。使用比例積分濾波

器的參數需要依賴經驗來調整，追蹤效能隨著比例積分濾波器參數的選擇而變

動。本篇論文把估測偽隨機的延遲時間和都普勒頻率的追蹤設定為觀察者設計的

問題，如此擴張卡爾曼濾波器被用來實現這個觀察者。估測偽隨機的延遲時間的

追蹤可用數位延遲鎖相迴路(digital delayed-locked loop, DDLL)來實現，並

且設定為一個非線性觀察者問題，如此擴張卡爾曼濾波器可被用來估測延遲時

間。都普勒頻率的追蹤可用數位鎖相迴路(digital phase-locked loop, DPLL)

來實現，並且設定為一個線性觀察者問題，因此卡爾曼濾波器可當作是觀察者。

此方法不但減輕設計濾波器參數的負擔並且是一個快速追蹤的演算法。使用電腦

模擬來驗證本論文所題方法之優越性。 

關鍵詞：全球定位系統，偽隨機碼，卡爾曼濾波器 
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Abstract 
The goal of signal tracking in GPS receiver is to track the Pseudo-Random 

Number (PRN) code delay and the Doppler frequency. The tracking methods are 

performed using early-late method via a closed loop with a loop filter. The PI is 

commonly used to realize the loop filter; The PI parameters are empirically 

determined. The tracking performance varies with the choice of PI parameters. This 

thesis configures the tracking of PRN code delay and Doppler frequency as problems 

of observer design, such that the extended Kalman filter (EKF) and Kalman filter (KF) 

algorithm are applied realize the observers. The tracking of PRN code delay which is 

realized by a digital delay-locked loop is configured as a nonlinear observer problem 

such that the EKF can be used to estimate the delay, while the tracking of the Doppler 

frequency realized by a digital phase-locked loop, is configured as a linear observer 

problem, hence the KF can be used as the observer. This approach not only alleviates 

the burden of designing PI parameters but also obtain a fast tracking algorithm. 

Computer simulations are also performed to demonstrate the advantages of our 

proposed method.  

 

Keywords：GPS, PRN, Kalman filter 
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Chapter 1

INTRODUCTION

1.1 Introduction

Global Positioning System (GPS) navigation receiver must acquire and track four GPS

satellites at least. In order to track and decode the navigation data from the received sig-

nal, an acquisition process must detect the presence of the GPS signal. Once the GPS

signal is detected, the coarse PRN code delay and Doppler frequency can be obtained and

passed to the tracking program. The function of the tracking program is to demodulate the

PRN signal and to obtain the navigation data. If the initial code delay and the Doppler fre-

quency from the acquisition process are not accurate enough, the tracking program must

make more effort to achieve the fine resolution of the code delay and Doppler frequency.

The conventional tracking process using a early-late method via a closed loop with a loop

filter. In this thesis, we choose the Kalman filter to realize the loop filter. According to the

DDLL and DPLL model [3], the message and measurement model of the Kalman filter

can be established [6]. The Kalman filter has the advantage of easy design and the high

reliability to achieve the fine performance. In our proposed method, we find that it is easy

to increase the tracking speed, to reduce the design complexity, and to obtain the accurate

value of code delay and Doppler frequency.

1



1.2 Motivation and Literatures Review

Although GPS signal tracking is a mature subject, there is still some ways to improve the

tracking speed and the design complexity. A Costas loop tracking method is presented in

[2] and [1]; it is using the early-late method to find the code delay and Doppler frequency

via a PI loop filter. Another loop filter in the DPLL is presented in [13]; it is using

a fuzzy bandwidth controller (FBC) to realize the loop filter, and the FBC provides a

time-varying bandwidth. Due to the structure of the DDLL and DPLL system, we can

design different kind of loop filters. In the methods discussed above, the filter design is

uncertain as a result of more fluctuant performance if we design the filter inadequately.

In reference [15], a new method is that a extended Kalman filter is used to obtain the

code delay in the presence of the multipath. In reference [14], they propose a space-

time adaptive processing (STAP) algorithm for delay tracking and acquisition of the GPS

signature sequence using the extended Kalman filter (EKF), and the algorithm is shown

to track the desired timing having high speed and fine resolution. The DDLL and DPLL

model are presented in [3]. In our proposed method, we apply the idea of [14] and [15] to

establish the state-space model of the EKF based on the structure of the DDLL and DPLL

model [3]. It can obtain the fine resolution without increasing design complexity.

1.3 Organization of the Thesis

The remainder of this thesis is divided into four chapters including conclusions. Chapter

2 reviews the GPS receiver, the GPS signal, and the acquisition method. Chapter 3 illus-

trates the difference between the current method and our method. Chapter 4 demonstrates

the computer simulations. The final chapter is the conclusions.
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Chapter 2

GPS SIGNAL MODEL

2.1 Introduction to GPS

GPS is a spaced-based, worldwide, all-weather, navigation and timing system which is de-

signed to provide precise position, velocity, and timing information on a global common

coordinate system to an unlimited number of suitably equipped users.Now, GPS becomes

the most important navigation system. It consists of three segments: the space-segment,

the control-segment, the user-segment. When full deployed, the space-segment will con-

tain 24 satellites divided into six orbits and each orbit has four satellites. Each orbit makes

a 55-degree angle with the equator, which is referred to as the inclination angle. The orbit

are separated by 60 degree to cover the complete 360 degree, and the satellite constella-

tion provides a 24-hr global user navigation. The radius of the satellite orbit is 26,560 km

and the nominal orbital period of a GPS satellite is one-half of a sidereal day or 11 hr 58

min. Table 2.1 lists all the parameter.

The control-segment consists of monitor stations to check the health of the satellites,

to determine their orbits (called station keeping). The control-segment also monitors

the satellites solar array, battery power levels, and propellant levels used for maneu-

vers and activates spare satellites. The control-segment update the each satellite’s clock,

ephemeris, and almanac data in the navigation message once per day or as needed. To ac-

complish the above functions, the control-segment includes three different physical com-

ponents: the master control station, monitor stations, and the ground uplink antennas. The
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Constellation

Number of satellites 24

Number of orbital planes 6

Number of satellites per orbit 4

Orbital inclination 55o

Orbital radius 26560 km

Period 11 hrs 57 min 57.26 sec

Ground track repeat sidereal day

Table 2.1: Characteristics of GPS Satellites

master control station process data from the monitor stations for correcting the satellite

clock, and updating ephemeris and almanac data for each satellite. The monitor stations

collect the satellite signal, and transmit it to the master control station. The ground up-

link antenna facility provides the means of commanding and controlling the satellites and

uploading the navigation data and other data. The user-segment, typically referred to as

a “GPS receiver,” processes the signal transmitted from the satellite to determine the user

position. The initial GPS receiver manufactured in the mid-1970s was heavy, large, and

bulky. With today’s technology, a GPS receiver weighting a few pounds and occupying a

small volume is more capability.

In order to determine the absolute position, a user need to receive signals from four

different GPS satellites. Two satellites and two distances give two possible solutions be-

cause two circles intersect at two points. A third circle is need to uniquely determine the

user position. In the above discussion, the distance measured from the user to the satellite

is assumed very accurate and there is no bias error. In fact, the constant unknown bias

error exists between the satellite and the user, because the user clock is usually differ-

ent from the satellite clock. Therefore, in order to find the accurate user position, four

different GPS satellites are needed.

A GPS satellite transmit information to the user on two different L-band frequencies

L1 and L2. The center frequency of L1 is at 1575.42 MHz and L2 is at 1227.6 MHz.

All frequencies in the space vehicle are integral multiples of the 10.23 MHz clock. The
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frequencies are very accurate, because their reference is an atomic clock.

The GPS signal is modulated with two PRN codes: the Precision (P) code which

provides for precise measurement and the Coarse/Acquisition (C/A) code which provides

for coarse measurement. The actual P code is not directly transmitted by the satellite, but it

is modulated by A Y code, which is often referred to as the P(Y) code. At the present time,

the L1 frequency contains the P(Y) code and the C/A code, and the L2 frequency contains

only the P(Y) code. Both the L1 and L2 signals are modulated with the navigation data

bit stream at 50 bps. We will consider the C/A code only in our discussion below.

2.1.1 GPS Receiver

The GPS receiver consists of several elements: antenna, preamplifier, theta ,prefilter, ref-

erence oscillator, frequency synthesizer, RF/IF downconverter, A/D converter and digital

signal processing (DSP). A GPS antenna should cover a wide spatial angle to receive the

maximum number of signals. The antenna should reject multipath effect and interference.

A jamming or interference signal usually comes from a low elevation angle. Sometimes

an antenna will have a higher elevation angle to avoid signals from a low elevation angle.

Therefore, the trade-off between the maximum number of signals and the interference

signal to achieve the best performance. The most important argument in the antenna is

the gain, and the antenna should have uniform gain over a wide spatial angle. Because

of the right-handed circularly polarized GPS signal, the antenna is the same right-handed

circularly polarized to have a higher gain.

The preamplifier generally consists of two elements: filter and low noise amplifier

(LNA). The filter in front of or behind the LNA removes the undesired signal out. For the

C/A code receiver in the L1 band, the bandwidth of the filter is 2 MHz at least, because the

C/A code bandwidth is 2.046 MHz. The LNA amplifies the received signal and improves

the noise response. The LNA gain is normally from 25 to 40 dB. The noise figure of the

LNA is from 3 to 4 dB because of the insertion loss.

The reference oscillator provides the standard of time and frequency for the receiver.

Because the GPS navigation bases on the transmitting time, the reference oscillator is the

important element in the GPS receiver. The reference oscillator output is synthesized by

5



the frequency synthesizer to generate the frequency for the acquisition and tracking loop.

The synthesizer generates the signal frequency for receiving and processing received sig-

nal. Every GPS receiver must have the frequency planning such as the intermedia fre-

quency (IF) range and the sampling frequency. The synthesizer output mainly generates

the local oscillator and the sampling frequency, etc, to conform with the frequency plan-

ning. The synthesizer employs the numerically controlled oscillator (NCO) to generate

the desired frequency.

The RF/IF downconverter down converts the RF signal to the intermediate signal. The

higher frequency component of the downconverter output would be filtered out. Although

the frequency of the filter output is in the designed bandwidth, the strength is differential

due to the environment or the receiving position. The signal strength adjusted by the

automatic gain control (AGC) circuit is useful to process the received signal. The down

converted signal will be digitized by an ADC. The digitized signal is transmitted into the

DSP circuit. The DSP circuit will estimate the doppler frequency and the time delay for

the navigation through the acquisition and tracking loop.Thus, we can demodulate the

C/A code and the satellite positions can be obtained.

Assume that there are three known locations at (x1, y1, z1), (x2, y2, z2), and (x3, y3, z3),

and an unknown location (xu, yu, zu) in Figure 2.1. The measured distances between the

known locations and the unknown location can be written as

ρ1 =
√

(x1 − xu)2 + (y1 − yu)2 + (z1 − zu)2

ρ2 =
√

(x2 − xu)2 + (y2 − yu)2 + (z2 − zu)2

ρ3 =
√

(x1 − xu)2 + (y1 − yu)2 + (z1 − zu)2

(2.1)

Because there are three unknown arguments and three equations, xu, yu, and zu can be

determined from the three equations. The nonlinear equation cannot be solved directly,

but can be solved with linearization and an iterative method.

Every satellite sends a signal at a certain time tsi. The receiver will receive the signal

at a later time tu. The distance between the user and the satellite i is

ρiT = c(tu − tsi) (2.2)

where c is the speed of light, ρit is referred to as the true pseudorange from the user to

6



x 1( , y 1 , z 1 )

x 2( , y 2 , z 2 )

x 3( , y 3 , z 3 )

x u( , y u , z u )

Figure 2.1: Use the three known positions to find one unknown position

the satellite i, tsi is referred to as the true transmission time, tu is referred to as the true

reception time.

It is impossible to obtain the correct time from the satellite to the user. The actual

satellite clock time t′si and actual user clock time t′u are related to the true time as

t′si = tsi + ∆bi

t′u = tu + but

(2.3)

where ∆bi is the satellite clock error, but is the user clock bias error. The user clock

error cannot be corrected through received information. As a result, Equation 2.1 must be

modified as
ρ1 =

√
(x1 − xu)2 + (y1 − yu)2 + (z1 − zu)2 + cbut

ρ2 =
√

(x2 − xu)2 + (y2 − yu)2 + (z2 − zu)2 + cbut

ρ3 =
√

(x1 − xu)2 + (y1 − yu)2 + (z1 − zu)2 + cbut

(2.4)

The navigation computer computes the user position by the pseudorange. In order to find

the pseudorange, we must determine the transmission time from the satellite to the user by

the C/A data acquisition and tracking. Therefore, in this thesis we focus on the tracking

of C/A code.
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Prefilter/
Preamp

RF/IF
downconverter
A/D conversion

Frequency
synthesizer

Reference
oscilltor

DSP

Figure 2.2: The block diagram of GPS receiver and DSP

2.1.2 RF Module

The RF frequency downconverter consists of a mixer and a band-pass filter as shown

in Fig 2.3.The RF module converts the RF signal frequency down to the intermedia fre-

quency (IF). The reference clock frequency is 24.5535 MHz.The local oscillator generates

the NCO signal whose frequency is 1571.424 (24.5535×64=1571.24) MHz. The mixer

output signal frequency referred to as the IF is 3.996 (1575.42-1571.424=3.996) MHz.

Thus, the bandwidth of the bandpass (BP) filter is 6 MHz. The A/D converter samples the

BP filter

RF signal

s(t)
Mixer

NCO signal

r(t)

Analog IF signal

Figure 2.3: RF Module
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IF signal and outputs the discrete IF signal to the DSP.

2.1.3 A/D Converters

According to the Nyquist sampling theorem [ref], the sampling frequency fs must be

twice the maximum frequency f present in the input signal to avoid aliasing error.Therefore,

the sampling rate for the C/A code signal should be

fs ≥ 2 × 1.023MHz = 2.046MHz (2.5)

Because of the practical ic specification, we select the sampling frequency fs=6.138375

MHz.

2.2 GPS Signal from The Satellite

2.2.1 Signal Structure

The GPS signal contains two frequency components: link 1 (L1) and link 2 (L2). The

centre frequency of L1 is at 1575.42 MHz and L2 is at 1227.6 MHz. These frequencies

are coherent with multiple of a fundamental clock rate f0=10.23 MHz such that

L1 = 1575.42MHz = 154 × 10.23MHz

L2 = 122.76MHz = 120 × 10.23MHz
(2.6)

These frequencies are very accurate because their reference is an atomic frequency stan-

dard. But when the GPS receiver receives the signals, they are not at the desired frequency.

The relative motions between the satellite and receiver produce the doppler frequency ef-

fect which is approximately ±5 KHz.

The L1 signal consists of both in-phase and quadrature signals, and we only consider

the quadrature part. The quadrature part is modulated by the C/A signal, and it can be

written as:

Si(t) = AP (t)D(t) sin(2πft + φ) (2.7)
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where Si is the signal transmitted by satellite i, A is the amplitude of the C/A code, φ is

the initial phase, P (t) = ±1 represents the phase of the C/A code, f is the L1 frequency,

and D(t) = ±1 represents the data code.

2.2.2 Generation of C/A Code

The GPS C/A code is a kind of Pseudorandom noise (PRN) codes known as the Gold code

[reference communication] with a noiselike waveform that is generated by the feedback

shift register, its initial state, and the feedback logic. If the feedback shift register has n

bits, the sequence length is 2n − 1. The GPS C/A code signal is generated by the product

of two PRN sequence G1 and G2. The two 10-bit feedback shift registers generate the

periodic PRN sequence G1 and G2 whose length are both 210 − 1 = 1023 bits. The feed-

back circuit of the feedback register is accomplished with the modulo-2 adder (exclusive

or).

The different stage of the shift register fed to the modulo-2 adder determines the dif-

ferent PRN sequence. It is common to describe the design of the feedback circuit by the

polynomial form 1 +
∑

xi, where xi means that the output of the ith cell of the shift

register is used to as the modulo-2 adder input. The polynomial form of the G1 and G2

generator are:

• G1 : 1 + x3 + x10

• G2 : 1 + x2 + x3 + x6 + x8 + x9 + x10

as shown in Figure 2.4. The last bit of the shift register is referred to as the maximum-

length sequence (MLS) output. The another modulo-2 adder combines the G1 generator

MLS output and the G2 generator delayed output to generate the C/A code. This allows

the generation of 36 unique C/A code phases using the same structure code generator.

The delayed output of the G2 generator is equivalent to the exclusive-or of selected two

bits of the shift register. The initial value of the G1 and G2 generator are all 1’s.

Table lists the code phase assignment. For example, the G2 generator selects the

second and tenth bit of the shift register to generate the C/A code of the satellite 6. With

10
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Figure 2.4: C/A code generator

this selection, the G2 output equals the MLS ouput delayed 18 bits. The last column of

Table is 1455, which means 101010 in binary form. If the first 10 generated C/A code do

not match the binary form, the code is incorrect.

The important property of the C/A code is the autocorrelation characteristics. The

maximum autocorrelation peak is 1023 being equal to the C/A code length as shown

in Figure .The autocorrelation peak of the weak signal must be higher than the cross-

correlation peaks from the strong signals in order to detect the weak signal. The Gold

codes are near orthogonal, and the cross correlations have small values. The cross-

correlation values are: -65/1023 (occurrence 12.5%), -1/1023 (occurrence 75%), and

63/1023 (occurrence 12.5%) as shown in Figure 2.5.

2.2.3 Data Format

The navigation data stream modulated with the C/A code is at 50 bit per second. Thus,

the consecutive 20 C/A codes have the same data bit. Thirty data bits compose a navi-
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Figure 2.5: Cross-correlation of satellite 19 and 31

gation word that is 600 ms long. Ten words compose a subframe that is 6 seconds long.

Five subframes compose a page that is 30 seconds long. Twenty-five pages compose a

complete data set that is 12.5 minutes long. If we can receive the first three of a page

from four satellites, the user position can be determined. Figure 2.6 shows the GPS data

format.

2.3 Signal Model of The Digital Baseband Processor

Considering a single channel in the digital baseband processor , the input discrete signal

plus noise from the A/D converter can be modeled as:

r(n) = AP [(1 + ζ)nTs − ξTp]D(n)ej((ωb+ωd)n+φ0) + v(n) (2.8)

where P[·] is a ±1 - valued C/A code with rate R(P), D(n) is the data bit, delayed by τ

= ξTp with respect to GPS system time, ωb = 2 πfbTs and ωd = 2 πfdTs are digital radian

frequencies corresponding to the intermedia carrier frequency fb and doppler shift fd, φ0

is the initial phase phase at n = 0, Ts is the sampling period, Tp is the code chip width, and

v(n) is a Gaussian white noise. The code rate R(P) is equal to (1+ζ) R0(P) because of the

doppler effect, where ζ = fd / fL, and R0(P) is the code rate without doppler effect.

12



1
 2
 3
 4
 5
 6
 7
 8
 9
 1015
1016
1017
1018
1019
1020
1021
1022
1023


Chip time 0.977us (1ms/1024) 


C/A code 


1ms


1
 2
 3
 4
 5
 6
 7
 8
 9
 12
 13
 14
 15
 16
 17
 18
 19
 20


C/A code 1ms


navigation data 


20ms


10
 11


navigation data 20ms


word 600ms


1
 2
 3
 4
 5
 6
 7
 8
 9
 12
13
14
15
16
17
18
19
20
10
11
 22
23
24
25
26
27
28
29
30
21


word 600ms


subframe 6s


subframe 6s


page 30s


page 30s


25 pages 12.5 


minutes


1
 2
 3
 4
 5
 6
 7
 8
 9
 10


1
 2
 3
 4
 5


1
 2
 3
 4
 5
 6
 7
 8
 9
 12
 13
 14
 15
 16
 17
 18
 19
 20
10
 11
 21
 22
 23
 24
 25


Figure 2.6: GPS data format

2.4 C/A Code Acquisition

The pseudorange between the satellite and the receiver is measured by means of synchro-

nizing the input PRN code phase with the locally generated PRN code phase, which is

accomplished by the two steps: acquisition and tracking. In order to track and decode the

information in the GPS signal, an acquisition method must be used to detect the Doppler

frequency and the coarse code phase of the input signal first. The uncertainty range of the

Doppler frequency of the L1 signal is from -5 kHz to 5 kHz for a static receiver. The beg-

ging of the C/A code and the Doppler frequency are the parameters passed to the tracking

loop. Three acquisition methods will be mentioned: the conventional, the Fast Fourier

Transform (FFT), and the Chirp Transform Algorithm (CTA).

The conventional method employs the correlation operation to find the coarse code

13



phase delay and the coarse Doppler frequency [1][1]. The FFT method can be considered

as a reduced computational version of the conventional method [2]. The CTA method can

obtain better frequency resolution and less computation complexity than the FFT method

[12].
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Chapter 3

C/A CODE TRACKING

In the previous chapter, C/A code acquisition provides us the coarse code delay and

Doppler frequency shift. In order to obtain the precise code delay and accurate Doppler

frequency shift, the tracking loop is needed. The time delay resolution is within about

one-half chip time, and the frequency resolution is within about hundreds of Hertz from

the acquisition loop. The pseudorange due to the estimated time delay of the acquisition

loop is 146 m (977.5 ns × 3 × 108 m/s). The pseudorange resolution is too bad to be

used to position the user. Thus, the pseudorange due to the time delay resolution in the

tracking loop is within about 10-30 m. The range of the time delay that can be handled

by the tracking loop is one-half chip time, and the range of the Doppler frequency loop is

hundreds of Hertz, too. In order to track the code delay and the Doppler frequency, digital

delayed-locked loop (DDLL) and digital phase-locked loop (DPLL) are needed.

3.1 DDLL Model

Accurate code delay synchronization between the input and local PRN code signal is

accomplished by a simplified block diagram of the DDLL as shown in Figure 3.1. The

code phase discriminator detects the phase error between the input signal and the local

PRN code signal. A practical implementation of the code phase discriminator is the early-

late correlation operation between the input signal and the local PRN codes. The Figure

3.2 shows the fundamental block diagram of the early-late operation. The PRN code
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Figure 3.2: Simplified Block Diagram of the Early-Late Operation

generator generates the early, prompt, and late code which are approximately one-half-

chip time (0.498 us) apart or less. The prompt code is used to strip the PRN code from

the input signal. The early and late code correlate with the input PRN code to produce

two outputs. Each output passes through a “Average & Dump” filter, and the filter output

is squared. The two squared outputs are compared with each other to generate a control

signal. According to the PRN code theory [5], if the prompt PRN code is aligned with the

input PRN code, the early and late channel outputs ye and yl are equal, and the error signal

which is generated by the code phase discriminator is zero as shown in Figure 3.3, where

δ is the relative code phase offset of the early and late correlators, and yp is that the prompt

code correlates the input PRN code. The error signal from the code phase discriminator
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passes to the loop filter. The loop filter output is to control the PRN code generator

as shown 3.1. In the conventional method, the loop filter is a PI filter. In this thesis,

our proposed method is that the Kalman filter will replace the PI filter. The code delay

tracking loop to be modelled here is a noncoherent, early-late, digital delay-locked loop,

with two independent correlators for discriminating code phase error, as shown in Figure

3.4. The function of the DDLL is to track the time delay of the input digital spreading

PRN code signal P [(1 + ζ)nTs − ξTp]. The parameter ξ̂(t)Tp represents the receiver

estimate of ξ(t)Tp, and ρ(t) = ξ(t) − ξ̂(t) is the time delay tracking error normalized by

a PRN code chip time.

As mentioned in (2.8), the input discrete signal model is

r(n) = AP [(1 + ζ)nTs − ξTp]D(n)ej((ωb+ωd)n+φ0) + v(n) (3.1)

With “+” sign representing the early (E) correlator and “-” sign representing the late (L)

correlator, the local early and late signals are

II+(n) = AP [(1 + ζ̂)nTs − ξ̂Tp + δTp]e
−j((ωb+ω̂d)n) (3.2)

II−(n) = AP [(1 + ζ̂)nTs − ξ̂Tp − δTp]e
−j((ωb+ω̂d)n) (3.3)

where δ represents the relative code phase offset of the early and late correlators. The
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outputs of the mixer which mix the input discrete signal with the local signal are

I+(n) = r(n)II+(n) (3.4)

I−(n) = r(n)II−(n) (3.5)

The outputs of the mixer are through the “Average & Dump” LP filter, and the components

of frequency (2ωb + ωd + ω̂d) in both early and late channel will be suppressed.The LP

filter output of the k-th correlation interval are

I+(k) =
1

N

N−1∑
n=0

AP [(1 + ζ)nTs − ξTp]P [(1 + ζ̂)nTs − ξ̂Tp + δTp] × D(n)ej(∆ωd(k)n+φk−1) + vI+(k)

(3.6)

I−(k) =
1

N

N−1∑
n=0

AP [(1 + ζ)nTs − ξTp]P [(1 + ζ̂)nTs − ξ̂Tp − δTp] × D(n)ej(∆ωd(k)n+φk−1) + vI−(k)

(3.7)

where ∆ωd(k) = ωd(k) − ω̂d(k) is the error of the Doppler frequency shift in the k-th
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correlation interval.The noise components through the LP filter are

vI+(k) =
1

N

N−1∑
n=0

v(n)P [(1 + ζ̂)nTs + ξ̂Tp + δTp] × ej((ωb(k)+ω̂d(k))n+φ̂k−1) (3.8)

vI−(k) =
1

N

N−1∑
n=0

v(n)P [(1 + ζ̂)nTs − ξ̂Tp − δTp] × ej((ωb(k)+ω̂d(k))n+φ̂k−1) (3.9)

When |∆ωd(k)N | ¿ 1, (3.7) can be approximated to [3]

I+(k) =
1

N

N−1∑
n=0

AP [(1 + ζ)nTs − ξTp]P [(1 + ζ̂)nTs + ξ̂Tp + δTp]

× D(n)sinc[∆ωd(k)N/2]ej(∆ωd(k)N/2+φk−1) + vI+(k)

I−(k) =
1

N

N−1∑
n=0

AP [(1 + ζ)nTs − ξ̂Tp]P [(1 + ζ̂)nTs − ξ̂Tp − δTp]

× D(n)sinc[∆ωd(k)N/2]ej(∆ωd(k)N/2+φk−1) + vI−(k)

(3.10)

The PRN code autocorrelation term is expressed as

1

N

N−1∑
n=0

P [(1 + ζ)nTs − ξTp]P [(1 + ζ̂)nTs + ξ̂Tp ± δTp] , R(ρ ± δ) (3.11)

where R(ρ ± δ) , E[P [(1 + ζ)nTs − ξTp]P [(1 + ζ̂)nTs + ξ̂Tp + δTp]] is the autocorre-

lation function of PRN code, ρ = ξ − ξ̂ is the normalized delay error, ζ̂ = f̂d/fL, δ is the

normalized local PRN code phase offset. Therefore (3.10) is simplified as

I+(k) = AR(ρ(k) + δ) × D(n)sinc[∆ωd(k)N/2]ej(∆ωd(k)N/2+φk−1) + vI+(k) (3.12)

I−(k) = AR(ρ(k) − δ) × D(n)sinc[∆ωd(k)N/2]ej(∆ωd(k)N/2+φk−1) + vI−(k) (3.13)

The outputs of the early and late correlators are

E(k, ρ, δ) = I
2

+(k) (3.14)

L(k, ρ, δ) = I
2

−(k) (3.15)

The output of the code phase discriminator is then

D(k, ρ, δ) = L(k, ρ, δ) − E(k, ρ, δ) , K0D∆(k, ρ, δ) + vD(k, ρ, δ) (3.16)
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where

K0 = A2D2(n)sinc2[∆ωd(k)N/2] (3.17)

D∆(k, ρ, δ) = R2(ρ(k) − δ) − R2(ρ(k) + δ) (3.18)

The discriminator D∆(k, ρ, δ) S-curves for the noncoherent early-late DDLL is plotted

in Figure 3.5. and vD(k, ρ, δ) = n1(k) + n2(k) with

n1(k) = v2
I−(k) − v2

I+(k) (3.19)

n2(k) = [vI−(k) − vI+(k)] × [2AD(n)sinc[∆ωd(k)N/2]ej(∆ωd(k)N/2+φk−1)] (3.20)

The autocorrelation of vD(k, ρ, δ) is [3]

RvD
(i) = 2(

N0BL

2
)2[1 − R2(2δ)] + A2D2(n)[

1

2
(
N0BL

2
)] × sinc2[∆ωdN/2]f(ρ(k), δ)δ(i)

(3.21)

where BL = π/N(rad), f(ρ(k), δ) = R2(ρ(k)−δ)+R2(ρ(k)+δ)−2R(ρ(k)−δ)R(ρ(k)+

δ)R(2δ), and N0 is the power spectral density of v(n),

3.2 DPLL Model

A digital phase-locked loop is used to extract the accurate carrier phase of the input GPS

signal by differencing the incoming Doppler-shifted carrier with locally generated signal.

The DPLL consists of a loop filter, a carrier phase discriminator, and a numerically con-

trolled oscillator (NCO) as shown in Figure 3.6. The phase discriminator works on the

output of the “Average & Dump” filter to detect the phase error between the input signal

and the locally generated signal. The phase discriminator is an arctangent comparator

commonly. The phase discriminator output passes through the loop filter to generate the

control signal. The PI filter is selected as the loop filter in generally. The control signal is

used to tune the NCO to generate a carrier frequency to follow the input frequency. The

NCO output may be used to remove the carrier frequency component of the input signal,

and at the same time, the phase and Doppler frequency may be obtained from the phase

and frequency of the NCO. The NCO generates the local reference signal at sampling rate
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fs, and the output of the loop filter modifies the phase and frequency of the NCO every

NTs. The DPLL model can be shown in Figure 3.7.

The signal input to the DBP defined in (2.8) is rewritten as

r(n) = AP [(1 + ζ)nTs − ξTp]D(n)ej((ωb+ωd)n+φ0) + v(n) (3.22)

Combining the local PRN code signal and NCO signal, the local signal QQ(n) is

QQ(n) = P [(1 + ζ̂)nTs + ξ̂Tp]e
−j((ωb+ω̂d)n) (3.23)

With the input r(n) and QQ(n), the correlation output of the mixer is

Q(n) = r(n)QQ(n) (3.24)

In the k-th correlation interval, the output of the “Average & Dump” filter is

Q(k) =
1

N

N−1∑
n=0

AP [(1+ζ)nTs−ξTp]P [(1+ζ̂)nTs−ξ̂Tp+δTp]×D(n)ej(∆ωd(k)n+φk−1−φ̂k−1)+vQ(k)

(3.25)

where ∆ωd(k) = ωd(k)− ω̂d(k), φ(k−1) is the accumulated phase component generated

by the previous input signal, and the general form is expressed as

φ(k) = (ωb + ωd(k)) × N + φ(k − 1) (3.26)
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φ(k− 1) is the accumulated phase component generated by the previous local signal, and

the general form is expressed as

φ̂(k) = (ωb + ω̂d(k)) × N + φ̂(k − 1) (3.27)

We follow the procedure similar to that of deriving (3.13), and the approximated equation

is written as

Q(k) = AR(τ − τ̂)D(n)sinc[∆ωd(k)N/2]ej(∆ωd(k)+φ(k−1)−φ̂(k−1)) + vQ(k) (3.28)

where τ = ξTp and τ̂ = ξ̂Tp.

The phase discriminator performs the arctangent operation, which has the output

e(k) = arctan(<[Q(k)]/=[Q(k)]) + nθ

= ∆ωd(k) + φ(k − 1) − φ̂(k − 1) + vθ (3.29)
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where vθ is the phase disturbance due to the input noise, and ∆ωd(k)+φ(k−1)−φ̂(k−1)

is the phase tracking error due to a noise-free incoming signal.

In the conventional method, the PI filter is selected as the loop filter. According to

(3.29) and (3.16), our proposed method is that the Kalman filter will be the loop filter

instead of the PI filter.

3.3 DDLL using Kalman Filter

We have introduced the mathmatical model of the DDLL and DPLL system in the pre-

vious section as shown in (3.16) and (3.29). In this section, we will introduce how to

establish the state equation and the observation equation of the DDLL and DPLL system

in the Kalman filter. As shown in Figure 3.9, in the DDLL system the state variable of the

Kalman filter is ρ(k), and the observation is D(k, ρ, δ). We assume that

ρ(k) = ξ(k) − ξ̂(k) (3.30)

We want to estimate the parameter ρ(k) through the observation D(k, ρ, δ) by the Kalman

filter. Once if we obtain the ρ̂(k|D(k, ρ, δ)), the parameter ρ̂(k|D(k, ρ, δ)) can be used to

update the old parameter ξ̂(k). The equation is

ξ̂(k + 1) = ξ̂(k) + ρ̂(k|D(k, ρ, δ)) (3.31)

where ξ̂(k + 1) is the new time delay estimate which the local oscillator uses to generate

the next state local PRN code. The block diagram can be explained as shown in Figure
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3.9. The next state variable can be written as

ρ(k + 1) = ξ(k + 1) − ξ̂(k + 1) (3.32)

According to the effect of the Doppler frequency on the time delay [3], the time delay

ξ(k + 1) can be written as

ξ(k + 1) = ξ(k) +
fd(k)

fL

× (tk+1 − tk)

Tp

(3.33)

Substituting (3.31) and (3.33) for (3.32), we can deduce that the state equation is

ρ(k + 1) = ρ(k) +
fd(k)

fL

× (tk+1 − tk)

Tp

− ρ̂(k|D(k, ρ, δ)) + vρ(k) (3.34)

where vρ(k) is the measurement noise and almost zero in our case.

The discriminator output function D(k, ρ, δ) is taken as the observation. The discrim-

inator output function mentioned in (3.16) and (3.18) is rewritten as

D(k, ρ, δ) = L(k, ρ, δ) − E(k, ρ, δ) , K0D∆(k, ρ, δ) + vD(k, ρ, δ)

= A2D2(n)sinc2[∆ωd(k)N/2][R2(ρ(k) − δ) − R2(ρ(k) + δ)] + vD(k, ρ, δ)

(3.35)
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Therefore, the state equation and observation equation of the Kalman filter in the DDLL

system is written as

ρ(k + 1) = ρ(k) +
fd(k)

fL

× (tn+1 − tn)

Tp

− ρ̂(k|D(k, ρ, δ)) + vρ(k) (3.36)

D(k, ρ, δ) = A2D2(n)sinc2[∆ωd(k)N/2][R2(ρ(k) − δ) − R2(ρ(k) + δ)] + vD(k, ρ, δ)

(3.37)

where ∆ωd(k) = ωd(k) − ω̂d(k).

According to (3.37), we can applying the mathmatical model to the Kalman filter.

Because of the nonlinear observation equation, we must employ the extended Kalman

filter (EKF) [7]. The EKF is to linearize the nonlinear state-space model at each time

constant around the most recent state estimate. From (3.37) we know that the nonlinear

measurement matrix C(k, ρ(k)) is

C(k, ρ(k)) = A2D2(n)sinc2[∆ωd(k)N/2][R2(ρ(k) − δ) − R2(ρ(k) + δ)] (3.38)

and the partial derivative of the matrix C(k, ρ(k)) is written as

C(k) =
∂C(k, ρ(k))

∂ρ(k)
|ρ(k)=ρ̂(k|D(k−1,ρ,δ))

= A2D2(n)sinc2[∆ωd(k)N/2][2R(ρ̂(k|D(k − 1, ρ, δ)) − δ)R′(ρ̂(k|D(k − 1, ρ, δ)) − δ)

− 2R(ρ̂(k|D(k − 1, ρ, δ)) + δ)R′(ρ̂(k|D(k − 1, ρ, δ)) + δ)] (3.39)

where

R′(ρ̂(k|D(k − 1, ρ, δ)) ± δ) =
∂R(ρ̂(k|D(k − 1, ρ, δ)) ± δ)

∂ρ
(3.40)

The linear transition matrix F (k) from (3.37) is

F (k) = 1 (3.41)

And then we can use the extended Kalman filter algorithm to compute state estimates

recursively as shown in Figure 3.12. This leads to the following set of equations as shown

in Table 3.1: Gf (k) is referred to as the Kalman gain, and K(k) is called as the error

covariance.
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Summary of the Extended Kalman Filter

Input vector process

observations:D(1, ρ, δ),D(2, ρ, δ),D(3, ρ, δ).....,D(k, ρ, δ)

Known parameters

Nonlinear state transition matrix = F (k)

Nonlinear measurement matrix = C(k, ρ(k))

Correlation matrix of process noise vector vρ(k) = Q1(n)

Correlation matrix of measurement noise vector vD(k, ρ, δ) = Q2(n)

Computations : k = 1, 2, 3..

Gf (k) = K(k, k − 1)H(k)[H(k)K(k, k − 1)H(k) + Q2(k)]−1

α(k) = Ψ(k) − H(k)∆ω̂d(k|Ψ(k − 1))

∆ω̂d(k|Ψ(k)) = ∆ω̂d(k|Ψ(k − 1)) + Gf (k)α(k) − ∆ω̂d(k − 1|Ψ(k − 1))

∆ω̂d(k + 1|Ψ(k)) = Φ(k)∆ω̂d(k|Ψ(k))

K(k) = [I − Gf (k)H(k)]K(k, k − 1)

K(k + 1, k) = Φ(k)K(k)Φ(k) + Q1(k)

Initial conditions

ρ̂(1|D(0, ρ, δ)) = E[ρ(1)]

K(1, 0) = E[(ρ(1) − E[ρ(1)])(ρ(1) − E[ρ(1)])]

Table 3.1: DDLL using Kalman Filter
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α(k) ρ̂(k + 1|D(k, ρ, δ))∑ +

+

-

ρ̂(k − 1|D(k − 1, ρ, δ))

D(k, ρ, δ)
Gf (k)

C(k, ¦)
ρ̂(k|D(k − 1, ρ, δ))

z−1

F (k)

ρ̂(k|D(k, ρ, δ))

Figure 3.10: Block Diagram of the Kalman Filter in the DDLL system
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Figure 3.11: Block Diagram of the DPLL with Kalman Filter

3.4 DPLL using Kalman Filter

The block diagram of the DPLL system is shown in Figure 3.11. In the DPLL system the

state variable of the Kalman filter is ∆ωd(k). The state variable ∆ωd(k) is defined as

∆ωd(k) = ωd(k) − ω̂d(k) (3.42)

Once if we obtain the ∆ω̂d(k|Ψ(k)) , the parameter ∆ω̂d(k|Ψ(k)) can be used to update

the previous parameter ω̂d(k). The equation is

ω̂d(k + 1) = ω̂d(k) + ∆ω̂d(k|Ψ(k)) (3.43)

And we will estimate the next state ∆ωd(k+1) when we receive the next input signal.

The next state variable can be written as

∆ωd(k + 1) = ωd(k + 1) − ω̂d(k + 1) (3.44)
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Assume that ωd(k + 1) is unchanged in a short time, thus

ωd(k + 1) = ωd(k) (3.45)

Combining (3.43), (3.44) and (3.45), we can deduce that the state equation is

∆ωd(k + 1) = ωd(k) − ω̂d(k) − ∆ω̂d(k|Ψ(k)) + v∆ωd
(k)

= ∆ωd(k) − ∆ω̂d(k|Ψ(k)) + v∆ωd
(k) (3.46)

where v∆ωd
(k) is the measurement noise, and almost zero in our case. Because we want

to estimate the Doppler frequency which is the rate of the phase change, we take the

difference equation of (3.29) which is written as

Ψ(k) = e(k) − e(k − 1) (3.47)

Substituting (3.26), (3.27), and (3.29) for (3.47), we can deduce that

Ψ(k) = (ωd(k) − ω̂d(k)) × N

2
+ (ωd(k) − ω̂d(k − 1)) × N

2
+ vΨ(k)

=
N

2
(2∆ωd(k) + ω̂d(k) − ω̂d(k − 1)) + vΨ(k) (3.48)

where vΨ is the phase noise. Thus, if we want to obtain the observation equation, (3.48)

minus N
2
(ω̂d(k) − ω̂d(k − 1)) is written as

Ψ(k) = e(k) − e(k − 1) − N

2
(ω̂d(k) − ω̂d(k − 1))

=
N

2
(2∆ωd(k) + ω̂d(k) − ω̂d(k − 1)) − N

2
(ω̂d(k) − ω̂d(k − 1)) + vΨ(k)

= N∆ωd(k) + vΨ(k) (3.49)

Therefore, we can conclude that the state and observation equation of the DPLL system

in the Kalman filter can be written as

∆ωd(k + 1) = ∆ωd(k) − ∆ω̂d(k|Ψ(k)) + v∆ωd
(k) (3.50)

Ψ(k) = N∆ωd(k) + vΨ(k) (3.51)

According to (3.51), we can employ the Kalman Filter to estimate the parameter

∆ωd(k) in the linear state-space equation. The linear measurement matrix H(k) from

(3.51) is

H(k) = N (3.52)
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The linear transition matrix Φ(k) from (3.51) is

Φ(k) = 1 (3.53)

Therefore, we can compute the state estimates recursively by the Kalman filter algorithm

as shown in Figure 3.12. This leads to the following set of equations as shown in Table

3.2. Gf (k) is referred to as the Kalman gain, and K(k) is called as the error covariance.

α(k)∑ +

+

-

H(k)

∆ω̂d(k + 1|Ψ(k))

∆ω̂d(k|Ψ(k − 1))

Ψ(k)
Gf (k)

∆ω̂d(k − 1|Ψ(k − 1))

∆ω̂d(k|Ψ(k))

Φ(k)

z−1

Figure 3.12: Block Diagram of the Kalman Filter in the DPLL system
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Summary of the Kalman Filter

Input vector process

observations:Ψ(1),Ψ(2),Ψ(3).....,Ψ(k)

Known parameters

Nonlinear state transition matrix = Φ(k)

Nonlinear measurement matrix = H(k)

Correlation matrix of process noise vector v∆ωd
(k) = Q1(n)

Correlation matrix of measurement noise vector vΨ(k) = Q2(n)

Computations : k = 1, 2, 3..

Gf (k) = K(k, k − 1)H(k)[H(k)K(k, k − 1)H(k) + Q2(k)]−1

α(k) = Ψ(k) − H(k)∆ω̂d(k|Ψ(k − 1))

∆ω̂d(k|Ψ(k)) = ∆ω̂d(k|Ψ(k − 1)) + Gf (k)α(k) − ∆ω̂d(k − 1|Ψ(k − 1))

∆ω̂d(k + 1|Ψ(k)) = Φ(k)∆ω̂d(k|Ψ(k))

K(k) = [I − Gf (k)H(k)]K(k, k − 1)

K(k + 1, k) = Φ(k)K(k)Φ(k) + Q1(k)

Initial conditions

∆ω̂d(1|Ψ(0)) = E[∆ωd(1)]

K(1, 0) = E[(∆ωd(1) − E[∆ωd(1)])(∆ωd(1) − E[∆ωd(1)])]

Table 3.2: DPLL using Kalman Filter
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Chapter 4

SIMULATIONS AND DISCUSSION

4.1 Simulation Environment

In this section, we establish our simulation environment. According to the characteristics

of the real received signal, we use Matlab to simulate it. In the simulated received signal,

the intermedia frequency is fIF =3.996 MHz, the Doppler frequency fd ranges from -10

kHz to 10 kHz, and the carrier frequency fc = fIF + fd ranges from 3.986 MHz to

4.006 MHz. The sampling frequency is fs=6.138375 MHz, and the sampling time is
1
fs

= Ts=162.9 ns. The code phase delay is set as 10Ts. The signal-to-noise ratio, often

written SNR, is a measure of signal strength relative to background noise. According to

the actual condition of the global environment, the SNR is about -23 dB. In our simulation,

the signal amplitude is 1, thus, the noise power is about 200. The simulated received signal

looks like noise in Figure 4.1. The length of the correlation operation N is 6138 close to

a C/A code chip time 1 ms or 3096 which about half of a C/A code chip time 0.5 ms. The

acquisition loop must provide the coarse code delay and the initial Doppler frequency for

the tracking loop before the tracking program is executed. Assume that the initial code

delay error is within half of a code chip time, and the Doppler frequency error is within

200 Hz. So, we assume that the acquisition process provides the coarse code delay = 8Ts.

The parameter δ value is 3Ts. The error covariance K(k) value in the DDLL is 0.3, and

in the DPLL is 0.03. The parameter λ is 0.99 of the PI filter as shown in Figure 3.8.
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Figure 4.1: Received signal from the satellite 12 with SNR=-23 dB

4.2 Performance Measure

The mean function is expressed as

µx(t) =
1

L

L∑
i=1

xi (4.1)

where L is the total number of the tracking operation, and xi is the estimated code delay

or the estimated Doppler frequency. The standard deviation equation is

σx = [
1

L

L∑
i=1

(xi − µx)
2]1/2 (4.2)

where µx is the mean of the estimated code delay or the estimated Doppler frequency.

4.3 Simulation Results

In this section, we will show several examples to prove that our method is convenient

to design. We have to try and error a lot of times in order to track all kinds of Doppler

frequency, but if the Kalman filter is used, the tracking process design is achieved easily,
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and the fine resolution of the estimated time delay and the Doppler frequency is obtained

simply.

Example 1: Figure 4.2 and Figure 4.3 show that the resolution from the PI filter can

be better than the resolution from the Kalman filter with the Doppler frequency 1 kHz,

but the tracking speed in the Kalman filter is faster than it in the PI filter. Using the PI

parameters of Figure 4.2 can not track the Doppler frequency 2 kHz as shown in Figure

4.4. But using Kalman filter can track any input signal with Doppler frequency from -

5 kHz to 5 kHz obviously obtains a fine resolution without tuning any parameter value

as shown in Figure 4.5 and 4.6. If we want to obtain more accurate resolution from the

Kalman filter, we pass the Kalman filter output in Figure 4.5 to the low pass filter as shown

in Figure 4.7 which shows that we get better resolution than using the PI filter by passing

the Kalman filter output to a low pass filter.

Example 2: Figure 4.8 and 4.9 shows that the Doppler frequency changes with the

maximum rate 0.000936 Hz/ms [2] using the PI filter and Kalman filter. Both of Figure

4.8 and 4.9 can find the fine Doppler frequency, and Figure 4.8 has the better resolution,

but Figure 4.9 has the faster tracking speed. Figure 4.10 and 4.11 shows that if there is a

frequency variation of the instant, the Kalman filter can track the input signal faster than

the the PI iflter.
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Figure 4.2: Using the PI filter with Doppler frequency 1 kHz, the estimated code delay

variance = 0.1459Ts, the estimated Doppler frequency variance = 37.6262 Hz, the con-

vergence time = 40 ms
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Figure 4.3: Using the Kalman filter with Doppler frequency 1 kHz, the estimated time

delay variance = 0.199Ts, the estimated Doppler frequency variance = 0.3902 Hz, the

convergence time = 5 ms
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Figure 4.4: Using the PI filter without tracking the Doppler frequency 2 kHz of the PI

parameters in the condition of Doppler frequency 1 kHz
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Figure 4.5: Using the Kalman filter with Doppler frequency 0 Hz, the estimated time

delay variance = 0.1650Ts, the estimated Doppler frequency variance = 0.2062 Hz, the

convergence time = 5 ms
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Figure 4.6: Using the Kalman filter with Doppler frequency 2 kHz, the estimated time

delay variance = 0.2009Ts, the estimated Doppler frequency variance = 0.0952 Hz, the

convergence time = 50 ms
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Figure 4.7: Using the Kalman filter with Doppler frequency 0 Hz, low-pass filter, the

estimated time delay variance = 0.0057Ts, the estimated Doppler frequency variance =

0.0019 Hz, the convergence time = 5 ms
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Figure 4.8: Using the PI filter with the estimated time delay variance = 0.1174Ts, the

estimated Doppler frequency variance = 0.2978 Hz
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Figure 4.9: Using the Kalman filter with the estimated time delay variance = 0.1660Ts,

the estimated Doppler frequency variance = 3.0277 Hz

41



0 500 1000 1500
8

8.5

9

9.5

10

10.5

iteration index

es
tim

at
ed

 c
od

e 
de

la
y

900 950 1000 1050 1100 1150 1200
−5

0

5

10

iteration index

es
tim

at
ed

 D
op

pl
er

 fr
eq

ue
nc

y

Figure 4.10: Using the PI filter with the estimated time delay variance = 0.1326Ts, the

estimated Doppler frequency variance = 0.6248 Hz
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Figure 4.11: Using the Kalman filter with the estimated time delay variance = 0.1569Ts,

the estimated Doppler frequency variance = 3.0512 Hz
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Chapter 5

CONCLUSIONS

In this thesis, the DPLL and DDLL system using Kalman filter algorithm is employed

to develop an fast code delay and Doppler frequency tracking method in the GPS. Then,

combining DPLL and DDLL system method is presented such that the tracking speed

and design complexity can be reduced. Computer simulations demonstrate further that

for GPS applications the proposed method performs satisfactorily with higher tracking

speed and lower design complexity under the loop pull-in range. The proposed approach,

naturally, is not limited to GPS applications, it can be applied to the tracking applications

of any communications via the direct sequence spread spectrum.
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