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Building Financial Crisis Early Warning
Systems Based on Bayesian Theorem

and Discriminant Analysis

Student : Chien-Wei Lee Advisor : Dr. Chi-Cheng Jou

Department of Electrical and Control Engineering
National Chiao Tung University

Abstract

The objective of this thesis is to develop two new Early Warning Systems
(EWS) for predicting financial crises.; From the policy-makers’ perspectives,
an EWS plays an important rele by allewing them to detect potential eco-
nomic weaknesses and take pre-emptive sttategies to lessen the impact of a
crisis or even to prevent it. In terms of predictive power, building a robust
system relies on identifying reliable leading indicators.

According to an observation of the past experience, before a financial
crisis takes place in an economic system, there must be economic weaknesses.
Therefore, we first used Bayesian Theorem to detect regime shifts of financial
variables, and then used F statistics and Spearman correlation to estimate
the degree of similarity between the obtained posterior probability and a
forward crisis variable in a time series in order to extract key variables. We
proceeded to identified two sets of leading indicators among the key variables
with factor analysis and discriminant analysis.

Finally we employed the leading indicators to build two EWS, which

achieve the expectancy of improving the performance upon existing models.
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Chapter 1

Introduction

1.1 Problem Statement and Motivations

In the recent years, we saw a large number of financial crises in emerging
market economies (EMEs). These'cerises’often occurred with devastating
economics, external debts, sogial jand political ¢onsequences. Furthermore,
instead of being confined to individual economies or a single country, these
financial crises were contagious in spreading across markets through trade
linkages in many cases. Take crises of the last'decade for example, the Mex-
ican currency crisis of 1994-95, the Asian financial crisis of 1997-98, the
Russian debt crisis of 1998, and the following Argentine external debt crisis
affected a wide group of countries and the international financial system as
well [1].

According to an observation of the past experience, before a financial cri-
sis takes place in an economic system, there must be economic weaknesses
and vulnerabilities. Owing to a financial crisis can cause great damage to
social security, macro-economics, development of industries, trade of stock

market, and social cost, international organizations and many academic in-



stitutions have developed Early Warning System (EWS) models with the
aim of anticipating whether and when individual countries may suffer from
a financial crisis. From the policy-makers’ perspectives, EWS models play
an important role to them by allowing them to detect potential economic
weaknesses and vulnerabilities, and taking both pre-emptive and appropri-
ate strategies to lessen the impact of a crisis or to reduce the probability of
experiencing a crisis, or even to prevent it.

Up to now, some influential approaches have been proposed to develop
EWS models by Kaminsky, Lizondo and Reinhart in 1998 [2] and by Berg and
Pattillo in 1999 [3] since the International Monetary Fund (IMF) took a lead
in making research into developing EWS models for EMEs. But also many
central banks and various private institutions have put significant efforts to
develop models [1]. However, the central coneern is that, these models only
can predict about seventy percentage of crises.as-a whole so far.

The objective of this thesis is. to“develop a new EWS model that can
identify economic weaknesses ‘and vulnerabilities to anticipate a financial

crisis and can improve the performance upon existing models.

1.2 Features of the Problem

To our knowledge, there must be economic weaknesses and vulnerabilities
before a financial crisis occur. By detecting the related critical financial
variables, we could predict reliably whether a crisis will occur or not in a
country instead of when a crisis will happen. The occurrence of a crisis is
possible to be prevented as long as we send early warning signals to the policy-

makers. In other words, what we are trying to predict is the occurrence, not



the timing of a crisis. Therefore, the aim of our EWS is to predict whether
a crisis will occur within a specific time horizon.

A sound and reliable EWS model is dependent on the extraction of lead-
ing indicators. Because the source data is likely to be a huge two-dimensional
matrix (column of the matrix as financial variable, row of the matrix as sam-
ple), it will take a great load no matter which we proceed to analyze or make
operations with too many variables. So it is necessary to make applicable
extraction from the input variables. That is to say, choosing the impor-
tant input variables as key variables which have significant influence on the
goodness-of-fit of an EWS model of is essential. The five goodness-of-fit cri-
teria are percentage of observations correctly estimated, percentage of crises
correctly estimated, percentage of false alarms of total alarms, probability of
a crisis given an alarm, and prebability,of a crisis given no alarm. With the
variable extraction, we can not.only improve the anticipating performance
and enhance the efficiency of eperations and-analyses, but also find out which
variables are more important for the consequence.

We note that the input variables are usually highly-correlated with each
other. It means that there exist some redundancies, the co-varying or highly
coupling input variables. If an EWS model is developed with the redun-
dancies within our input variables, it may fail to extract the correct leading
indicators. Seriously it will cause unacceptable errors in predicting the fi-
nancial crisis. Because the occurrence of a crisis refers to many factors, and
a factor might reflect on different input variables which are co-varying with
each other. In order to develop a robust system, we should give consideration
to all the factors in connection with the occurrence of a crisis. However, if

we incorporate all of those co-varying variables into a leading indicator set,



the same factor will be considered more than once. It means the factor is
emphasized and weighted. Then it will increase systematic load, and seri-
ously, it may cause the system to miss other important factors. Thus, it is
important to remove redundancy from the key variables, so as to identify the
appropriate leading indicators.

Recently, IMF had proposed the Macro Prudential Indicators (MPIs) to
develop an EWS model to estimate whether a financial system is stable or
not. However, the range of MPIs is so extensive that they cannot express the
economic characteristics of all countries in the world; they can only provide
a rough framework to explain and anticipate crises. Actually, each country
is supposed to find out the leading indicators of its own according to its

particular situation.

1.3 Related Literatures

Previous early warning systems of financial crises have used methods that fall
into three broad categories. The first.approach extracts early signals directly
from a range of leading indicators, the second approach builds logit models
by a set of independent variables, and the third uses regime shift detection
methods to determine whether there is abnormality or not.

The leading indicator approach considers the key variables which reflect
the economic weaknesses, and they are independent variables. If an indicator
crosses a critical threshold, it will send a signal or flash a red light correspond-
ing to the particular indicator to warn the policy-maker that a crisis might
occur. The first problem of this approach is that the lower the threshold, the

more signals this indicator will send. By contrast, raising the threshold level



will reduce the number of wrong signals, but at the cost of increasing the
number of missing crisis signals. Second, these various indicators do not pro-
vide a synthetic framework to predict the economic vulnerability of a given
country. That is to say, if only indicators A and B cross the critical threshold
with another situation where indicators C and D are in the critical zone, it
will be difficult to rank [4].

The logit and probit model approach provides a synthetic picture in view
of all the variables. In the logit and probit models the probability of a
crisis is a non-linear function. We create two variables that indicate a crisis
occur or not and stays within the 0-1 bounds to indicate the probability
respectively. The aim of the model is to estimate the effect of the variables
on the probability of experiencing a, crisis. For this approach, an issue is
that the logit and probit models do not. extract. leading indicators from the
variables and this may cause=system errors. Because there are redundancies
in the variables, they will reduce the-‘antieipating performance [5].

In the regime shift detection approach, there are various methods to de-
tect the regime shifts by mean, variance, frequency structure, and system.
For the methods of detecting shifts in the mean, student ¢ -test method is
the most commonly used techniques for testing a hypothesis on the basis
of a difference between sample means. It determines a probability that two
groups are the same with respect to the variable tested and it can be applied
sequentially for each data point. The position of the greatest ¢ value exceed-
ing the given threshold indicates the location of abnormality [6]. The student
t -test method is robust to the assumption of normality and equality of vari-
ances, but has a problem in testing for change occurring at a specified time

[7]. For the methods of detecting shifts in the variance, the Downton-Katz



test method uses a non-parametric bootstrap technique to compute confi-
dence intervals to decide a change-point. However, it requires a reference
time series with no change-points and the change-points of the sample data
have to be separated at least ten years apart [8]. As for the methods of de-
tecting shifts in the system, the principal component analysis (PCA) method
is widely used to identify coherent patterns of variability among large sets
of time series because it is designed to solve large-sized problems. The fea-
ture of PCA is that it can reduce the dimensionality of the data matrix and
it requires additional time series analysis method to assess the character of

temporal changes [9].

1.4 Concepts and Techniques of the Proposed
Method

After considering the advantages and drawbacks-of the aforementioned ap-
proaches, we find that the exttaction of leadingdndicators is a necessary step
to improve anticipating performance:=Thelogit and probit model is a type of
wrapper models which implement a machine learning approach. It selects the
features systematically used by a classifier with an aim to achieve the highest
predictive accuracy as the optimal features and allows an explicit modeling
of the input variables. As for the regime shift detection method, the loss of
information is questionable. That is, in the regime shift detection method, it
focuses on the change of values whereas values of input variables are mean-
ingless. Even so, the regime shift detection is still a popular and reliable
method to detect the occurrence of crises because our purpose is to predict

a crisis will occur or not alternatively. According to the above-mentioned
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Figure 1.1: The flow chart of proposed systems

consideration, we develop new EWS that focuses on the improvement of the
prediction performance and the systematic stability. The proposed systems
(Figure 1.1) include three procedure: regime shift detection, leading indicator
identification, and system building:

In the procedure of regime’shift detection, we build a mathematical model
with Bayesian Theorem to detect the training data. The results of regime
shift detection have significant influence-on the anticipating performance of
an EWS model. The method is based on the approach that detects shifts in
the mean. In this mathematical model, we take the training data as input
variables and transform them into series of probability in the range of 0 to
1 as output variables to estimate a crisis may occur in the future or not. If
the time point with probability close to 1 is earlier than a crisis that really
occurs for a variable, we will regard the variable as a key variable. With the
Bayesian analysis method, it will efficiently extract key variables that reflect
the coming of a crisis from a large number of input variables and reduce the
number of wrong alarms. Generally speaking, there are tuning parameters for

each model. The difference of tuning parameters can decide the complexity



of a model and result in different anticipating errors. Therefore, we compare
the simulation data to decide the values of those tuning parameters in order
to optimize the model.

In the procedure of leading indicator identification, we have to identify
the leading indicators from the key variables that are extracted from those
input variables. First we have to set up a binary forward crisis variable Y;_;,

which is defined as

1 if 45 =0,1,2,3,4 such that CC, = 1,
Yij= (1.1)
0 otherwise.

The variable CCY indicates whether awrisis,really occurs or not at time ¢ and
our model attempts to predictwhether a erisis‘will occur within the subse-
quent 4 months by Y;_;. Details can be found in Appendix A. The reason
why choose the length of this‘period is-te-consider it can represent a sign of
a coming crisis more accurately than otherssand reduce the number of false
alarms. Second, we use F' statistics and Spearman correlation to estimate the
relationship between input variables and the forward crisis variable. In this
way, we can extract key variables from all of the input variables and remove
insignificant variables. Finally, we propose two methods to extract leading
indicators. The first method is factor analysis and the other is discriminant
analysis.

In the procedure of system building, we design two frameworks to build
systems for each country. The two frameworks are basically based on the
theories: weighted Bayesian analysis and discriminant analysis. Discriminant

analysis is a category of wrapper models, and weighted Bayesian analysis is



a category of filter models. Because of the characteristic of a wrapper model,
the system built with discriminant analysis is more robust. On the other
hand, the system built with weighted Bayesian analysis has the advantage of
showing better performance in terms of prediction, but the performance is

likely to drop faster as the time goes by.

1.5 Outline of the Thesis

This thesis proceeds as follows. Chapter 2 starts by describing the identifi-
cation of regime shifts and the methods of regime shift detection. Chapter 3
introduces four methods of leading indicator identification. Chapter 4 shows
the idea that how to combine regime shift detection with the methods dis-
cussed in chapter 3 to build earlyswarning gystems. Chapter 5 presents the
simulation results of anticipating fianagial crises“with our data samples, and

chapter 6 concludes.



Chapter 2

Regime Shift Detection

Regime shifts are defined as rapid reorganizations of a system from one rel-
atively stable state to another. A regime shift occurs when a statistically
significant difference exists between the mean values of the variable before
and after a certain point. As outr knowledge; there must be economic weak-
nesses and vulnerabilities before a crisis occurs.’ Therefore, the disturbances
and changes will occur throughout thehormal operation and the correspond-
ing regime shifts will be also found'in many financial variables. There are
a number of methods designed for a detection of regime shifts in both the
individual time series and entire systems [11]. Bayesian Analysis is a method

we propose to address this problem.

2.1 Bayesian Analysis

Bayesian analysis is applied to detect change points in a time series. The
approach based on Bayes theorem provides uncertainty estimates of change
points and means for shift detection. Specifically, the Bayesian analysis ap-
proach is formulated to demonstrate the posterior probability of the shifts at

time t. Let X; be the time series under investigation and y; be the regime

10



shift indicator. We denote y; = 1 if shift occurs at t, and 3y, = 0 otherwise.

The posterior probability can be computed by Bayesian Theorem as

P(X|y, = 1)P(y, = 1)
(Xlye=1)P(y:=1) + P(X|y: = 0)(1 = Py, = 1))

where X = {Xy, k=1,2,...,N} in the observed time series. We use a
prior probability for the parameter P(y, = 1) in the inference procedure to
reflect our information about shifts before we see the data, and a sampling
model P(X|y, = 1) for our data about the likelihood of observing the data in
which shifts occur. We then compute the posterior probability P(y, = 1|X)
which represents our updated information about shifts after we see the data.
Thus the prior probability is modified, by thesdata to obtain the posterior
probability.

In the following we wouldlike to“specify the posterior probability cal-
culation. The size of pre-change window Wj and post-change window Wy
have important effect on the predicting performance and on the delay of the
regime shift detection because there will be delay of Wy — 1 in detection of
the shifts. Figure 2.1 shows an example of regime shift with the pre-change
and the post-change windows. We begin by using Gaussian distribution to

approximate the true probability density for normal data in the expression

Pi(X}) = \/21_7raexp{—% (@) } k<t (22
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Figure 2.1: Using pre- and post-change Window with regime shift detection

as an example

where P (X}) is the Gaussian distribution before fime t, Po(Xg) is the Gaus-
sian distribution after time ¢,"m; 18 the mean of the pre-change window and
mo is the mean of the post-change window. The estimation of the level m;
and msy can be manipulated to make the EWS model more sensitive to regime
shifts. o is the deviation and its value can’t be too small because it will cause
P (X)) and Po(X%) to tend towards zero. It can lead to the system inaccu-

racy as a whole. Then it proceeds to give the likelihood function:

t—W1 t+Wa—1

P(Xly=1)= [] P(Xx) H Py(Xy) (2.4)
k=t—1
t—W1 t+Wa—1

P(X|y, = 0) H Pr(Xg) H Py (Xk) (2.5)
k=t—1

12



The strategy of the proposed algorithm of Bayesian analysis is to estimate
the magnitude of the disturbance using measurement before and after the
present month. The posterior probability Pstep(t) that a regime shift did
occur will be updated with measurement for each month ¢, so that we can
consider the pattern of the shift probability in the posterior probability se-
quence. Substituting (2-4) and (2-5) into (2-1) yields

Pstep(t) = P(yt = 1|X)

t+Wa—1
11 APl =1) (2.
Hlﬁ_l Py (X)) Po + ttﬁt_l P (Xp)(1 — Py, = 1)).

In order to enhance the model performance and solve the problem of system
inaccuracy caused by the extremely small deviation, we can rewrite the for-

mula. Substituting (2-2) and(2-3) inte (2-6) yields

Pstep(t) = — = (27)
o =g
where
B tH+Wo—1 N 1 (X —ma(t) 2 1 ( Xy —mat) 2
Ko =11 p{ ( % )+2< 2 )} >

To facilitate computation, let K (t) = ¢2®, hence

13



t+Wo—1

Q) =log K(t) = )

k=t

(X —mu(t)* — (Xi — ma(1))”
—20?

(2.9)

With the algorithm we can overcome the defects against the original model
to obtain the posterior probability Py.,(t) via Q(t). As for my(t) and ms(t)
are the means of the pre-change window and the post-change window of a
specific time ¢, and o; is the corresponding deviation which can be captured
in various methods [12].

The Bayesian analysis differs from the classical method for inference in
its use of a prior probability and a posterior probability to express the un-
certainty before and after seeing the data respectively. The numerical prob-
ability is regarded as representing a degree of reasonable belief rather than a
frequency, and it can be associatefl with degrees of confidence that we expe-
rience a crisis attack. As long.as new information is available, the probability

will be always updated according to.the-present-state of information.

2.2 Deviation Estimation

2.2.1 Sample Standard Deviation

In the method of regime shift detection, we had proposed an algorithm based
the Bayesian theorem to compute a series of posterior probability. The for-
mula for our algorithm has a very important parameter o; which has sig-
nificant influence on the performance about anticipating crises. The sample
standard deviation (SSD) is a commonly used measure of variation. It is
also called simple standard deviation (STD) or estimated standard deviation

(ESD). For each single deviation oy, it has different sampling population ac-

14



cording to time ¢ and pre-change window size ;. Then the sample standard

deviation is computed as:

t—

(Xy — mu(t))? (2.10)

k=t—W1

TTAN WL — 1
2.2.2 Half-Mean-Square Successive Deviation

Half-mean-square successive deviation (HMSSD) is another measure that we

use to compute the deviation and it is given by

o =5 Yo (X — Xp)? (2.11)

2.2.3 Recursive Deviation

When there is a shift in the data set, we want our model to be able to adapt
to the trend and continuously learn the new information. The purpose of
doing this is to achieve adaptive modeling. The method is to update our
model when a new data sample arrives. The new data is added into the
modeling data set and a new model is built. The ways of updating a model
differ in terms of the nature of a data set. In order to learn the trend quickly
and remove the serious inertia related to a large data set, we should assign
different weighting to samples to forget the old information gradually. Here
we use the recursive deviation (RD) as a measure of variation to achieve
model updating recursively. Let u be the forgetting factor, we can write the

recursive mean b; as:

15



bt = Mbt_l + (1 - ,LL)Xt, t Z 2

(2.12)
by = X
Then the recursive deviation is expressed in this form:
o = \/pu(of + AB) + (1 — p)(Xy — b)?, =2 (2.13)

0'120

When implementing the method, we can decide how frequently to update the
model and how fast to forget the old information by tuning the parameter .
Besides, because of the recursive nature, the update calculation needs much

less computation and is suitable,for online model updating [13].

2.3 Parameter Optimization

Generally speaking, there are tuming parameters for each model. In this
thesis, the EWS model which use Bayesian analysis to detect regime shifts
has four tuning parameters. They are pre-change window (W), post-change
window (W3), forgetting factor (), and prior probability P(y; = 1). The
difference of tuning parameters can decide the complexity of a model and
result in different anticipating errors. Therefore, we wish that we can search
out the optimized parameters in order to minimize the anticipating errors.
The window W, can be manipulated to modulate the sensitivity to shifts.
When W; increases, the model becomes more sensitive. But it may fail to
detect a shift occurring in early periods. As for Wj, it causes delay of Ws—1 in

shift detection because we have to use the data after the change point. So the

16



value of Wy cannot be too large. The value of forgetting factor u represents
the degree we give thought to the old information. With a small value of u, a
model updates more frequently and it means the old information is forgotten
faster. Except of that, the increase of false alarms is also a serious problem.
The prior probability P(y, = 1) is decided in reference to the experience,
which means the frequency of shifts occurred in the past.

The simplest and most widely used method for parameter optimization
is K -fold cross validation. However, it relies on enough data samples and
that’s what we are unable to attain. What we do is comparing the simula-
tion data to optimize those parameters, and then improve the anticipating

performance.
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Chapter 3

Leading Indicators
Identification

After introducing the regime shift detection, we would like to describe several
methods we use to identify leading indi¢ators which are highly-related to the
occurrence of crises. This chapter proceeds as-follows. Section 3.1 starts
by introducing a kind of stagistics for testing population variance, the F'
statistics. Section 3.2 discusses thé-Spearman/correlation as a method to
express a relationship between two-variables. ‘Section 3.3 then discusses the
factor analysis as a way of uncovering relationships among variables as well,

and section 3.4 describes the concept of discriminant analysis.

3.1 F Statistics

An I statistic is a statistic for a test concerning the differences among means.
It is the ratio of two estimates of population variance based on the infor-
mation in two or more samples. When an F' statistic is employed in the
procedure entitled ANOVA which is an acronym for analysis of variance,

the obtained value of F' provides a test for the statistical significance of the
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differences among the means of two or more samples from a given population.
When we want to determine whether an input variable is a key variable
among a lot of input variables, we can estimate the degree of how this input

variable affect the response variable by means of the F' statistics [14]. Suppos-

T

)

ing an input variable with N data samples is given by x = [z1 9 -+ zy]
and the response variable is given by y = [y; y2 --- yn]7, where x; and y;
are the 7 th samples of x and y respectively. In the first place, the response
variable y is manipulated to divide samples into k classes as Figure 3.1, and

each class is labeled as C}, j =1, 2,... k.
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Figure 3.1: Samples are divided into k classes according to the values of y

Then the F statistic is formulated as follows:

_ Sp/dfp

B = Jdfw

(3.1)
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where Sp is the between-class variance, Sy, is the within-class variance, dfg =
k—1 is the number of degrees of freedom associated with Sz, and dfy = N—k
is the number of degrees of freedom associated with Sy,. Among them, the

between-class variance and the within-class variance are defined by:

Sp = Z N;(m; —m)? (3.2)
Sw = Z > (= my)? (3.3)

where N; represents the number of samples for class C;, m; represents the

sample mean of class C}, and m is the mean of total samples:

1
o = Z % (3.4)
. s
m = —an:—Zijj (3.5)
N T N gl

From (3.1) and (3.2), we realize that the larger the F' value is, the larger
the differences in class means. It means that the input variable will affect the
response variable more and more significantly while the F' value is getting
larger. It implies that the response variable will vary with the input vari-
able. Thus, we can calculate the F' values of all the input variables to obtain
the order of importance of them. Besides, we can also use the F' values to

calculate the significance level (p-level):
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p(F) =T [(df + dfw)/2] / [D(df/2)T(dfw /2)] * (df/dfiw) """ 56
s« FIAB/2D=1 3 11 4 (dfg/dfw) F] [~ (dfp+dfw)/2]

where I is the Gamma function. From (3.6), it is seen that the p-level de-
creases while the F' value increases. The p-level is the significance level for
the F' value, and it represents a degree of importance for a variable. It is also
a measure of confidence degree of a result. For example, if the p-level for an
input variable is given by 0.02, the confidence degree to believe that variable
is a key variable is equal to 98%. The lower the p-level for a variable, the
more we can believe that it is a key variable. In many areas of research,
the p-level of 0.05 is customarily regarded as a borderline acceptable error
level, and variables which are significant at thé.p < 0.01 level are commonly
considered highly significant.”In the procedure of leading indicators identi-
fication, using the F' statistics is thefirst step t6 make extraction. When
there are a large number of input. variables, we.can use the F' statistics and
the p-level to remove those with p-level" greater than 0.05 and obtain the
importance sequence, and then proceed to the follow-up analysis procedure

with the selected key variables.

3.2 Spearman Correlation

Correlation coefficient is usually computed to express a relationship between
two variables. Pearson correlation calculations are based on the assumption
that two variables x and y are sampled from populations that follow a nor-
mal (Gaussian) distribution, at least approximately. However, sometimes

the variables are not normally distributed, such as the posterior probability
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Figure 3.2: Histograms of a forward crisis variable mY4QERW and the pos-
terior probability of RIR

Pyiep(t) of (2.6) and the forward crisis variable Y;_; of (1.1). Figure 3.2 shows
their histograms as examples. The left plot:shows a forward crisis variable
called mY4QERW and the right [plot-shows thé posterior probability of a
variable called RIR. Calculating a Pearson correlation coefficient on data
that are non-Gaussian in distribution may lead to false conclusions. It is
then appropriate to use nonparametriec.Spearman correlation.

The Spearman correlation calculation is based on ranking two variables
from highest to lowest rather than the original values. It makes no assump-
tion about the distribution of the values. In addition, Spearman correlation
can detect both linear and non-linear correlations while Pearson correlation
is only appropriate for finding linear correlations. Spearman correlation as-
sumes that variables under consideration are measured on an ordinal scale.
The ordinal scale of measurement represents the ranks of a variable’s values.
Values measured on an ordinal scale contain information about their rela-

tionship to other values only in terms of whether they are greater than or
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less than other values but not in terms of how much greater or how much
smaller. That is, the individual cases can be ranked into two ordered series.
Let x = [z @y - -- xN]T andy = [y; yo -+~ yN]T are two variables with N
data samples, where x; and y; are the i th samples of x and y respectively.
They are ranked separately and the differences in rank are calculated at each
position 7. Then the correlation coefficient R, between x and y is computed

with the following formula:

Ro—1- 622.N:1 (rank (z;) — rank (i)

NV =) (3.7)

The Spearman correlation coefficient_ranges from -1 to +1 and it quantifies
the direction and magnitude of correlation.  The sign tells us whether the
correlation is positive or negative' where negative: values indicate an inverse
relationship and positive values indicate a- direct relationship. But when
we decide whether a result is“significant or met, the sign can be ignored.
Modulus of a correlation coefficient reflects the strength of the relationship
between two variables [15]. Table 3.1 provides an overview about the degrees

of strength in correlation with various regions of Rs. Besides, we can use a

Table 3.1: Regions vs degrees

Value of R, Degree of Correlation
R,=1 Perfect

0.7 < R; <1 Strong

0.5 < Ry < 0.75 Moderate

0.25 < R; < 0.5 Fair

0< Rs <0.25 Little

R;=0 No proof of correlation
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Figure 3.3: Scatterplots with different correlation coefficients

two-dimensional scatterplot tosvisualize a correlation between two variables
x and y. A two-dimensional scatterplot is'a plot of points that represent the
values of the two continuous variables for each case in the data set. The two
coordinates (z and y) determine the location of each point corresponding to
its specific values on the two variables. Figure 3.3 is an illustration showing
some scatterplots with different correlation coefficients between two variables
x and y.

From Figure 3.3 we know that a scatterplot can make us realize how
the two variables vary together, and correlation coefficients can reflect the
closeness to a linear relationship between two variables. Besides, we still have

to consider the statistical significance, p-level [16]. The p-level mentioned

24



before is a measure of reliable degree of a result. It represents the probability
of error that is involved in accepting our result as valid. In other words, the
value of a p -level represents a probability that the relation between the
variables found in our sample is a coincidence. The lower the p -level, the
more we can believe that the observed relation between variables is reliable.
Oppositely, the higher the p-level, the more we doubt that the correlation is
a coincidence.

In the procedure of leading indicators identification, using the Spearman
correlation is the second step to make extraction. After implementing the
Bayesian analysis, we can obtain a posterior probability series, Py, () of each
variable. For each variable, we continue to use the Spearman correlation to
estimate the relationship between the Py, (t) and the forward crisis variable
Y;_;. Then we compare the resulfs so as.to find'out key variables. There is a
matter needing attention is that those key variables are not leading indicators
yet because some redundancies may exist among them. The problem can be
solved with factor analysis and"discriminant analysis which will be discussed

in the following sections.

3.3 Factor Analysis

Factor analysis is a statistical procedure used to uncover relationships among
many variables. Factor analysis finds relationships or natural connections
where variables are maximally correlated with one another and minimally
correlated with other variables, and then groups the variables accordingly.
This allows numerous intercorrelated variables to be condensed into fewer

dimensions, called factors. In the procedure, it reduces a large number of
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variables to a smaller number of factors and a factor is actually a linear
combination of multiple variables. The factor analysis technique is mainly
applied to reduce the number of variables or to classify variables [17].

A correlation table can tell us the interrelationships among all the vari-
ables. We summarize the correlation between two variables with a correla-
tion coefficient in a scatterplot and a regression line is fitted to represent
the summary of the linear relationship between the variables. Given a high
correlation between the two variables, we can conclude that they are quite re-
dundant. Note that redundancy can cause some errors of results in a system
because it will increase systematic load and miss other important informa-
tion. If we could define a factor that approximates the regression line in such
a plot, then the factor would capture most of the essence of the two items.
In a sense we have reduced thetwo variables to one factor. Combining two
correlated variables into one factor, illustrates.the basic idea of factor anal-
ysis. If we extend the two-variable example to multiple variables, then the
computations become more involved, but the basic principle of condensing
the information contained in a number of original variables into a smaller set
of factors remains the same.

While performing the factor analysis, there are three decisions to be made:
the method of factor extraction, the type of factor rotation, and the number
of factors to be used [18]. First, principle components analysis (PCA) is
the method we use in factor extraction. Basically, the extraction of princi-
pal components amounts to a variance maximizing rotation of the original
variable space. After we have found the line on which the variance is maxi-
mal, that is the first factor has been extracted, there remains some variance

around this line. We continue to define another line that maximizes the
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remaining variance, and so on. In this manner, consecutive factors are ex-
tracted. Because each consecutive factor is defined to maximize the variance
that is not captured by the preceding factor, factors are independent of each
other. In other words, factors are orthogonal to each other. Hence we arrive
at a classification of the variables. Mathematically, consider a data set of
p variables and n cases, then PCA performs analyses in the p-dimensional
space defined by n cases. The data can be arranged in a matrix X of n rows

and p columns

Xll X12 le
X — X21 X22 X2p (38)
an Xn2 an

where X;; represents the value of ithej th-variable for the ¢ th case. Singu-
lar value decomposition (SVD)‘is a.computationally more robust procedure
than the PCA which expresses the principal components of the variables in

X. From SVD, the n x p matrix X has the form

X = UDV? (3.9)

where U and V are nx p and p X p orthogonal matrices, with the columns of U
spanning the column of X, and the columns of V spanning the row space. D
is a p X p diagonal matrix with diagonal entries d; > dy > --- > d,, > 0 called

the singular values of X. Given the sample covariance matrix ¥ = X*X /n,
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the eigen decomposition of X is

XX = vD*Vv’ (3.10)

where the singular values are the square root of eigenvalues, \; of X7X and
the columns of V are the corresponding unit eigenvectors. The eigenvectors
v; are also called the principal components or factors of the variables in X.

The first eigenvector is extracted in a manner which causes it to account
for a maximum amount of variance in the data. After each eigenvector is
extracted, a residual data matrix is calculated and the procedure is repeated
until there are no significant eigenvectors left. The variance accounted for
by each eigenvector is measured by its.eigenvalue. The variance is equal to
the square of the eigenvalue. 4dn,this way, the factors are linear combinations
of the original variables and tesult in“the maximum sums of squares for the
orthogonal projections. Consequently, a lower dimensional factor space is
generated onto which the cases and the variables can be projected and clas-
sified into categories [19, 20]. Figure 3.4 illustrates the principal components
of some data points in two dimensions. The largest principal component
is the direction that maximizes the variance of the projected data, and the
smallest principal component minimizes that variance.

In factor analysis, the factor coordinates are referred to factor loadings

and the a th factor coordinate of the ¢ th variable is given by

Zai = \/Yavai (311)
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Figure 3.4:

As we know, a principal component/is a linear combination of the variables
that are most correlated with it. This implies that the factor coordinates
of a variable are the correlations between the variable and the factor axes.
Therefore, we can infer that the higher the absolute value of the factor loading
of a variable on a particular factor, the more strongly is the variable related to
that factor. In other words, the higher the magnitude of the factor coordinate

of a variable, the more indicative is the variable of the concept represented
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Factor rotation serves to make the output more understandable and is

usually necessary to facilitate the interpretation of factors. The sum of eigen-
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values is not affected by rotation, but rotation will alter the eigenvalues of
particular factors and will change the factor loadings. Since alternative ro-
tations have different factor loadings and factor loadings are used to intuit
the meaning of factors, this means that different meanings may be ascribed
to the factors depending on the different rotation methods. Therefore, when
we proceed the factor analysis, we have to decide a rotation method which
leads to the most interpretable factor structure among all the oblique rota-
tions, including no rotation, varimax rotation, quartimax rotation, equimax
rotation, direct oblimin rotation, and promax rotation [21, 22]. According
to the essence of the PCA which we use in factor extraction, the extraction
of factors amounts to a variance maximizing rotation of the original variable
space. This type of rotation is called variance maximizing abbreviated as
varimax because the goal of thie rotation is t@.maximize the variance of a
new factor. Varimax rotation-is.an orthogenal.rotation of the factor axes to
maximize the variance of thesquaredloadings of a factor on all the variables
in a factor matrix, which has the effect of differentiating the original variables
by extracted factor. A varimax solution yields results which make it as easy
as possible to identify each variable with a single factor. This is the most
common rotation option.

Except of the issues of factor extraction and factor rotation, the number of
factors is the third question that has to be determined. Kaiser criterion, scree
plot, parallel analysis, minimum average partial criterion, variance explained
criteria, Joliffe criterion, and comprehensibility are several different criteria
for determining the number of factors [23]. A common rule of thumb for
dropping the least important factors from the analysis is the Kaiser criterion

proposed in 1960. It can only retain factors with eigenvalues greater than
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1 and drops all factors with eigenvalues under 1. In essence this is like
saying that, unless a factor extracts at least as much as the equivalent of one
original variable, we drop it. It may sometimes overestimate the true number

of factors, but it is still the most commonly used criterion [24].

3.4 Discriminant Analysis

Discriminant analysis (DA) is a technique used to build a predictive model of
group membership based on observed characteristics of each case, and deter-
mine which variables discriminate between two or more naturally occurring
groups. Specifically, DA generates functions from a sample of cases for which
group membership is known; the functions can then be applied to new cases
with measurements for the predictor variables but unknown group member-
ship. The functions are known as discriminant’.functions. A variable will
be called a predictor variablé if*the means for this variable are significantly
different in different groups, and we ¢an say that this variable discriminates
between the groups [25].

Discriminant analysis is used in machine learning to find the linear com-
bination of features which best separate two or more classes of object or
event. The resulting combinations may be used as a linear classifier. DA
is closely related to ANOVA and regression analysis, which also attempt to
express one dependent variable as a linear combination of other features or
measurements. In the other two methods however, the dependent variable is
a numerical quantity, while for DA it is a categorical variable. According to
the above-mentioned, DA allows us to group cases into two groups of occur-

ring a crisis or not occurring a crisis, and proceed to build a predictive model
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based on predictor variables. That is, knowing the predictor variables of a
new case, we can perform the discriminant analysis to determine whether a
crisis will occur or not.

There are basically three types of DA: direct, hierarchical and stepwise.
In direct DA, all the variables enter at once; in hierarchical DA, the order of
variable entry is determined by the researcher; and in stepwise DA, statistical
criteria alone determine the order of entry. In our model we concentrate on
stepwise DA and there are both forward and backward stepwise versions. In
forward stepwise discriminant function analysis, a model of discrimination is
built step-by-step. Specifically, at each step all variables are reviewed and
evaluated to determine which one will contribute most to the discrimination
between groups. That variable will then be included in the model, and the
process starts again. Oppositely; in backward stepwise analysis, all variables
are included in the model in-the.beginning. At each step, the variable that
contributes least to the prediction 'of“group membership is eliminated. No
matter what kind of stepwise™-analysis is performed, we would only keep
the important variables as predictors in order to contribute the most to
the discrimination between groups in the model. The stepwise procedure
is guided by the respective F' -to-enter and F' -to-remove values. The F
value for a variable indicates its statistical significance in the discrimination
between groups. That is, it is a measure of the extent to determine whether
a variable is a predictor.

Discriminant analysis is a technique for classifying a set of observations
into predefined classes. We use the training samples which group member-
ship is known to build a linear classification model. Based on the training

samples, DA constructs a set of linear functions of the predictors, known as
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discriminant functions. The equation is given by:
f(x) = Bo + By + B + -+ - + Baza (3.12)

where 3y through [, are discriminant coefficients and x; through z, are pre-
dictors. Let ¢ = [By f1--- 84" and x = [L a1 ---x4]" , the equation (3.12)

can be written as:
f(x) =c’x. (3.13)

We use the training data (x!, y2); (x2 g2 (XY, ¥™) to determine the pa-

rameter ¢ to minimize the error-zate of' classification in our model. Each x™
) T
forn=1,2,...,N is a vector of feature of-the form x" = [1 27 % ---2]|".

Then we use least squares (LS) method to minimize the residual sum of

squares:

:Z(y"— Z y" —clx")". (3.14)

n=1

Differentiating the equation (3.14) with respect to ¢ we obtain
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Jc wrt
-2 ixnyn _ i x"(x"T¢ (3.15)
n=1 n=1
— —2X7(y - Xc)
where
5 [
X = (X%)T and y = v
L <X];[)T i L vt i

Setting the derivative to zere yields thelinear optimality condition of the

form:

X*(y “Xe) = 0. (3.16)

Assuming that X is nonsingular and hence XX is positive define, we can

obtain the unique solution:

c = (X'X)"'X"y. (3.17)

Therefore the discriminant functions can obtain the best fitted values in this

form:
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f(x) = X(X*X)"'XTy. (3.18)

These discriminant functions are used to predict the class of a new observa-
tion with unknown class. For a k class problem k discriminant functions are
constructed. Given a new observation, all the k discriminant functions are
evaluated and the observation is assigned to class j if the j th discriminant

function has the highest value.
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Chapter 4

The Early Warning Systems

4.1 System I of BEWS-A

Figure 4.1 is the flow chart of a Bayesian early warning system, named
BEWS-A. The system takes advaimtage of the filter model to make feature
selection. The research effort is devoted to the ihvestigation of indirect per-
formance measures, such as noise removal, data reduction, and information
measure, in selecting features= The system; " BEWS-A is characterized by the
nature of the filter model. It does met.rely on a particular classifier’s bias,
but on the intrinsic properties of the data, so the selected features can be
used to learn different classifiers.

In step A, we first collect monthly data over period 1994MO01 to 2003M12
for a sample of 28 countries and each country has 48 different financial vari-
ables. A key assumption of our thesis is that countries in the sample don’t
share common characteristics as far as openness to capital flows. Therefore,
for each country, we will find out the leading indicators of its own and build
a Bayesian early warning system, BEWS-A according to its particular char-

acteristic. Thus the following steps from B to H will be described for a single
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country. In step B, we develop a Bayesian analysis model which is applied to
detect regime shifts in a time series. A regime shift occurs when a significant
difference exists between the mean value of the variable before and after a
certain point. It implies that there are disturbance and change throughout
the normal operation. So the detected regime shifts show signs of financial
crises. As Figure 4.2 shows, the inputs of a Bayesian analysis model are the
original values of all variables. They are transformed into posterior proba-

bilities as the outputs which are representative of the probability that shifts

occur.
Var. | —( (O— Pstep |
Var. 2 —() . (O— Pstep 2

Inputs Bayesian Outputs

. — ; ) . Posterior
X : Analyms . robabilities
; Model S :
—) o—

Var.p —Q (O— Pstep p

Figure 4.2: Inputs and Outputs for Bayesian analysis model

After building the Bayesian analysis model, the obtained posterior prob-
ability series, Py.,(t) will be used to evaluate both of the F' statistic and
the Spearman correlation coefficient for each of the variables. In step C and
step D, the purpose is to extract key variables from all of the variables. The
difference is that step C makes the first stage of extraction, and step D makes
the second stage of extraction. Recall that, in chapter 1, we had introduced
a forward crisis variable Y;_; which is given with the aim of predicting four

months ahead of time. In step C, it is treated as a response variable and the
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F values could tell us the degree of how a variable affect the response vari-
able Y;_;. The higher the I values for a variable, the more we believe that
it is a key variable. In step D, the Spearman correlation coefficients make it
possible to find out the relationship between variables and Y;_;. Modulus of
a correlation coefficient reflects the strength of the relationship. This helps
us to determine whether a variable is important or not as well. Figure 4.3
illustrates the procedure of variable extraction in step C and step D, where
the columns of the matrix represent variables and the rows represent sam-
ples. Among these variables, the bold ones are key variables extracted by
means of the F' statistics and the shaded ones are key variables extracted by

means of the Spearman correlation.

X1{x2[x3]- |xp Extrag[mg x2 /%3 --- |xa Emmc_lmg X3! --- |XB
key vanables key variables
Sl mstepC |51 mstep D Sl
52 82 52
]
Sn Sn Sn

Figure 4.3: variable extraction in step C and D

In BEWS-A, We use both of the F’ statistics and the Spearman correlation to
compare the results so as to find out key variables. However, those key vari-
ables are not leading indicators yet because they are intercorrelated. Thus
there must be some redundancy existing among those key variables. In step
E, we continue to employ factor analysis to classify key variables. Factor

analysis is capable of finding relationships between key variables and sepa-
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rating those key variables into a smaller number of factors. In each factor,
the factor loading of each key variable is a measure of significance. That is,
the higher the factor loading is, the more significant the associated variable
is. In this way, a variable with the highest Spearman correlation coefficient
in a specific factor will be regarded as a leading indicator, and consequently
the number of leading indicators we pick is as the same as the number of
extracted factors. Therefore, the step F is achieved through step C, step
D, amd step E. Table 4.1 is an example of leading indicator identification.
Assuming that there are 8 key variables extracted from step C and step D.
In the procedure of factor analysis, the 8 key variables are condensed into
3 factors and the associated factor loadings for each key variable are also
calculated. As the table shows, the 8th key variable has the highest factor
loading in factor 1. The 7th and:the 3th key. variables have the highest factor
loadings in factor 2 and facter 3.respectively. . Therefore, the 3th, 7th, and

8th variables will be identified \as leading indicators.

Table 4.1: An example of leading indicator identification

Key Factor Factor Factor
Variables 1 2 3

Key Var.1  0.14 0.59 0.35
Key Var.2  0.85 0.06 0.21
Key Var.3  0.18 0.01 0.91*
Key Var.d  0.14 0.80 0.17
Key Var.5  0.89 0.16 0.04
Key Var.6  0.23 0.56 0.11
Key Var.7  0.16 0.91* 0.05
Key Var.8 0.93* 0.14 0.05
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Owing to the property of factor analysis, the identified leading indica-
tors are minimally correlated with each other. They are different in sig-
nificance according to the performance of predicting crises. So a weight-
ing procedure is necessary to building a robust system. As we have men-
tioned before, the Spearman correlation coefficient quantifies the direction
and magnitude of correlation, and the modulus of a correlation coefficient
can reflect the strength of the relationship. The higher the modulus of a
correlation coefficient is, the more important the variable is. Therefore, in
step G, the leading indicators will be weighted with their Spearman correla-
tion coefficients. In step H, we use the posterior probabilities of the leading
indicators obtained from the Bayesian analysis model to create an index
probability variable with their Spearmon correlation coefficients. Suppose
Z ={Zt),i = 1,2,...,d} arve the _posterior.probabilities of the leading
indicators. R = {R;, i = 1:2,...,d} arestheir correlation coefficients and

P(t) is the index probability variable.”Then the egquation is defined as follows:

Zy(t)Ry + Za(t)Ro + - - - + Zy(t) Ry
R1+R2+"'+Rd

P(t) = (4.1)

In addition, a threshold value 7 is determined based on the training samples.
For BEWS-A, the calculated index variable P(t) will be ultimately put to

use in anticipating crises in this form:

1 P >T
Y(t) = (4.2)

0 otherwise
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where )(t) = 1 represents that crises may occur within future four months
and then an alarm will be sent. This system has accorded with our expec-
tation to give an early warning. As long as new information is available, the
new posterior probabilities of leading indicators will be calculated, and then

P(t) will be updated according to the present state of information.

4.2 System II of BEWS-B

Figure 4.4 is the flow chart of the other Bayesian early warning system, named
BEWS-B. We use a wrapper model to make feature selection in this system.
The major concept of the wrapper model is the machine learning approach.
The major concern of machine learning is to minimize the classifier error rate,
and equal the measurement cost fortall the features. The system, BEWS-A is
characterized by the nature of‘the wrapper model. It builds a classifier with
an aim to achieve the highest predictive accuracy as possible, and selects
the features used by the classifier as theloptimal features. When feature
subsets are systematically generated;.for.each subset of features, a classifier
is generated from the training data with chosen features. Its accuracy is
recorded and the feature subset with the highest accuracy is kept. When the
selection process terminates, the subset with the best accuracy is chosen.

In BEWS-B, step A, step B, step C, and step D are all the same as
in BEW-A. We still have to evaluate the F statistics and the Spearman
correlation coefficients to make variable extraction as usual. It allows to
make primary selection from all of the variables, and to avoid proceeding
discriminant analysis with too large data size. After variable extraction, the

key variables will be taken as inputs in step E. The discriminant analysis
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is the most important process for BEWS-B. Owing to we focus on forward
stepwise discriminant analysis, the input variables will be taken into account
step-by-step. The stepwise procedure is guided by the F-to-enter and F-to-
remove values which indicate the significance in the discrimination between
classes. We would only keep the important variables as leading indicators
in order to contribute the most to the discrimination between classes, and
then the identification of leading indicators of step F is achieved. Finally, in
step G, the discriminant analysis constructs a set of discriminant functions
of the leading indicators. These discriminant functions will be used to build
an EWS model. When there are new observations with unknown class, we
can take advantage of the model to predict the class of the new observations.
The BEWS-B can achieve the purpose of, selecting the optimal features and

improving predictive accuracy.
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Chapter 5

Simulation Results and

Discussions

5.1 Data Introduction and

Simulation Proceéss

In the recent years, we saw =a large number of financial crises in emerging
market economies with devastating economic consequences. These financial
crises caused great damage to ‘macro-economics, development of industries,
and trade of stock market. Seriously the financial crises can bring about
great depressions. In the financial futures market, there are various financial
variables such as current account, trade balance, public debts, inflation rate,
and so on. By detecting underlying economic weaknesses and vulnerabilities
among these financial variables, we can offer an early warning before a crisis
comes, and then take some pre-emptive steps to reduce the risks of expe-
riencing a crisis. As a result, many international organizations have begun
to develop Early Warning Systems (EWS) for the purpose of anticipating
whether and when individual countries may be affected by a financial crisis.

The aim of our thesis is to develop a new EWS that improves the anticipating
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performance with the financial variables we collected.

In our thesis, we use monthly data over the period Jan. 1994 to Dec. 2003
for a sample of 28 countries. The data include 48 different financial variables
and a financial crisis variable for each country. The financial crisis variable
is named mCC ERW, and it is a binary response variable which indicates
whether a crisis really occurs or not. Table 5.1 lists the 48 finaicial variables,
and they are the input variables which are used to predict financial crises.
The response variable and input variables are both time series, and there are

120 samples. Besides, in order to achieve the purpose of predicting financial

Table 5.1: financial variables tested in our system

RER mEX G 12mEX G mIM G

12mIM G CA/GDP FR G 12mFR G
M1/FR m M1/FR G 12m MI/FR G M2/FR

m M2/FR G 12m M2/ER G SD/FR TD/FR

FR/IM FR/EX mM1 G 12mM1 G

mM2 G 12mM2 G MMM(M2/RM) mMMM G
12mMMM G DC/GDP m DCJ/GDP.G  12m DC/GDP G
EMR RIR CBD m CBD G

12m CBD G RRA FBY SD/GDP
TD/GDP INR 12mINR GDPC

mGDPC G 12mGDPC G NSR mNSR G
12mNSR G mGDP G 12mGDP G (EX - IM)/GDP

crises, we set up another forward crisis variable, named mY4(Q ERW to take
place of original financial crisis variable in process of the following analysis.
Figure 5.1 is an example of how mCC ERW changes into mY4Q ERW for
ARGENTINA, the value of 1 means a crisis occurs, and 0 otherwise. As
for the simulation procedures are illustrated as Figure 5.2. First, we use

the Bayesian analysis to detect regime shifts of all input variables. Second,
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we use the obtained posterior probability from Bayesian analysis model to
evaluate both of the F' statitic and the Spearman correlation coefficient for
each of the input variables, and then proceed to identify leading indicators for
each country. Finally, we take advantage of the extracted leading indicators

to build EWS models for each country.

ARGENTINA ARGENTINA

mCC ERW

(1o (1.0

| 10 19 28 17 46 55 &4 73 &2 91 100 102 118 | 10 19 28 37 46 55 64 73 &2 91 100 109 |18
Sample Sample

Figure 5.1: Fiancial ,c_ris'e.s forrAR:GENTINA

Regime Shitt Leading Indicator
w Detection Identification

‘ System Building ‘

Figure 5.2: The flow chart of simulation
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5.2 Collection of Simulation Results for Regime
Shift Detection

In the procedure of regime shift detection, Bayesian analysis is applied to
detect mean shifts in a time series. The inputs of a Bayesian analysis model
are the original values of all variables. The outputs are posterior probability
series. Before we implement the Bayesian analysis, there are four tuning
parameters have to be determined. They are pre-change window (W), post-
change window (W5), forgetting factor (u), and prior probability P(Y; = 1).
The difference of tuning parameters can decide the complexity of a model
and result in different anticipating errors. From Figure 5.3 we can see an
output comparison with different values of W;. For a single variable, when
W gradually increases, we detectymore regime.shifts and the posterior prob-
ability gets higher. The advantage is allowing us:to predict a financial crisis
more easily. However, the drawback is that it may fail to detect shifts occur-
ring in early periods and the number of false alarms will increase oppositely.
So we have to seek a balance and Wi = 15'is an appropriate value. As for
Wy, it causes delay of W5 — 1 in shift detection because we have to use the
data samples after the change point. So the value of W5 cannot be too large.
Owing to we use the forward crisis variable to take place of the crisis vari-
able in order to predict crises in 4 months ahead of time. The values 1 to 5
are acceptable for W5. From Figure 5.4 we realize that W, = 3 is the most
applicable value. The value of forgetting factor u represents the degree we
give thought to the old information. As the value of u gets smaller, a model
will update more frequently and it means that the old information will be

forgot faster. Basically, we detect regime shifts by estimating the difference
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Figure 5.3: Comparison with defferent values of W1

between the old data and the newest data samples. The old data play a very
important role in the Bayesian analysis model. So the value of u is given by
0.95 in our model. The last tuning parameter needed to be determined is
the prior probability P(Y; = 1). we decide its value in reference to the past
experience. From Jan. 1994 to Dec. 2003, there are 120 data samples, and
most countries suffer from financial crises less than 2 times. So the value of
P(Y; = 1) is given by 0.01 in our model. After determining the four tuning

parameters, we will detect the regime shifts for all of the input variables in
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this Bayesian analysis model.
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Figure 5.5 shows the simulation results of regime shift detection for AR-
GENTINA. It also displays the forward crisis variable, mY4Q ERW in com-
parison with the simulation results. we can notice that when a crisis occurs,
lots of regime shifts will be detected among the variables. But, It is quite
obvious that the detected regime shifts do not match financial crises. This
is because the input variables are too many, and we have not made extrac-

tion. Therefore, making variable extraction and pick out key variables are



necessary. We will use the simulation results to calculate F' statistics and
Spearman correlation coefficients in order to identify leading indicators in

next procedure.
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Figure 5.5: Simulation results of regime shift detection for ARGENTINA

5.3 Leading Indicator Identification

For 48 different input variables with 120 samples, we first use I’ statistics
to make feature selection. Table 5.2 presents the results and sequencing of
significance using ANOVA to evaluate the F' statistics and the p-level of all
input variables. The F' value provides a test for the statistical significance of

the differences among means of classified samples.
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Table 5.2: Key variables extracted by F' statistics

ARGENTINA
Variable F statistic  p-level H Variable F' statistic  p-level
TD/FR 175.46345 0.00000 | DC/GDP 10.97127 0.00129
M2/FR 90.87242  0.00000 | FR/IM 10.35467 0.00175
(EX - IM)/GDP 82.22062 0.00000 || 12m M1/FR G 8.55043 0.00428
RIR 81.08383 0.00000 | 12mIM G 8.22778  0.00504
CA/GDP 78.96180 0.00000 || TD/GDP 8.07963 0.00544
INR 71.51459 0.00000 || 12mM1 G 7.61407  0.00690
mM2 G 55.57029 0.00000 | M1/FR 7.01714  0.00940
FR/EX 54.72298 0.00000 || mMMM G 6.58445 0.01179
mIM G 53.12155 0.00000 | FR G 6.49024 0.01239
MMM (M2/RM) 51.80418 0.00000 || RER 6.08802 0.01533
mM1 G 44.70306  0.00000 || SD/GDP 4.39464 0.03860
mGDP G 42.54848 0.00000 || EMR 4.07456  0.04624
mGDPC G 42.52536  0.00000-)-12mEX G 3.15495 0.07877
m DC/GDP G 36.86279  0:000004{:GDPC 1.95798  0.16486
12mMMM G 30.82983 = 0.00000 4| EBY 1.23840 0.26848
m M2/FR G 30.57065 = 0:00000 {-12mGDPC G 1.05769 0.30625
m CBD G 28.65698 - 0.00000-{ 12mGDP-G 1.04226  0.30979
m M1/FR G 25.39791 "0.00000 || 12mINR; 0.96480 0.32838
RRA 24.18581  0.00000-{-NSR 0.86332 0.35507
mNSR G 22.89918 0.00001 || 12mNSR G 0.68292 0.41057
12m CBD G 21.40104 0.00001 || SD/FR 0.42338 0.51676
12m M2/FR G 18.52652 0.00004 | mEX G 0.30513 0.58193
12mFR G 16.00145 0.00012 || 12mM2 G 0.13088 0.71829
12m DC/GDP G 13.84032 0.00033 || CBD 0.07593 0.78346

For a variable, the larger the F' value is, the more significantly the variable

affects the response variable. Comparing with other variables, TD/FR is

the most significant variable by F' statistics. Variables with p-level > 0.05

are relatively insignificant ones.

So we remove 12mEX G, GDPC, FBY,

12mGDPC G, 12mGDP G, 12mINR, NSR, 12mNSR G, SD/FR, mEX G,
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12mM2 G and CBD these 12 variables. Afterwards we select the remained
36 variables as key variables at first stage of variable eatraction.

For the key variables extracted by F' statistics, we continue to use Spear-
man correlation and to make further feature selection. Modulus of a cor-
relation coefficient represents the strength of the relationship between two
variables. Here we take advantage of the Spearman correlation to find out
which variables vary with the forward crisis variable. Table 5.3 presents the
results of implementing the Spearman correlation for the 36 key variables and

arranges in an order according to the important degree. Variables with coeffi-

Table 5.3: Key variables extracted by Spearman correlation

ARGENTINA
Correlation Correlation
Variable Coefficient _#p-level || Variable Coefficient  p-level
TD/FR 0.57104 0.00000°||'m. M2 /FR G 0.33710 0.00057
(EX - IM)/GDP 0.54215 0.00000 || INR 0.33026 0.00074
CA/GDP 0.53188 0.00000-{-mM1 G 0.32630 0.00087
RIR 0.53126 0.00000 || m M1/FR G 0.32531 0.00090
FR/EX 0.52875 0.00000{[712m M1/FR G 0.30174 0.00217
M2/FR 0.51016 0.00000 || mNSR G 0.28502 0.00387
MMM (M2/RM) 0.49730 0.00000 || 12mM1 G 0.28433 0.00396
12mMMM G 0.42268 0.00001 || 12mIM G 0.27646 0.00513
mGDP G 0.41769 0.00001 || DC/GDP 0.26588 0.00720
mGDPC G 0.41671 0.00002 | RER 0.23755 0.01676
RRA 0.41580 0.00002 || m DC/GDP G 0.23293 0.01907
12m DC/GDP G 0.41165 0.00002 || FR/IM 0.22951 0.02096
12m M2/FR G 0.38952 0.00006 || FR G 0.22114 0.02626
mIM G 0.38919 0.00006 || M1/FR 0.21327 0.03225
mM2 G 0.36757 0.00016 || EMR 0.20541 0.03934
m CBD G 0.36659 0.00016 || SD/GDP 0.20344 0.04130
12m CBD G 0.36562 0.00017 || mMMM G 0.17298 0.08366
12mFR G 0.36180 0.00020 || TD/GDP 0.12188 0.22470
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cients greater than 0.2 will be thought acceptable. Among them, TD/FR has
the highest correlation coefficient with the forward crisis variable. Besides,
(EX - IM)/GDP, CA/GDP, RIR, FR/EX and M2/FR also have quite high
correlation coefficients greater than 0.5 as well. These six variables certainly
have strong relationships with the forward crisis variable. After the second
stage of variable extraction, variables with p-level > 0.05, such as mMMM G
and TD/GDP, will be removed. Therefore, the remained 34 variables will be
regarded as the final key variables. After the final key variables are extracted,
we will find out leading indicators among them in two kinds of methods. One
of the methods is factor analysis, which is employed for system BEWS-A.
The other method is discriminant analysis, which is employed for system
BEWS-B.

For BEWS-A, factor analysis is proceeded to.uncover relationships among
the key variables, and classify them. The.purpose is to reduce the number
of key variables and removethe redundaney. While performing the factor
analysis, we use PCA to extractconsecutive factors, and the extracted factors
are orthogonal to each other. Figure 5.6'is the plot of eigenvalues evaluated in
PCA. Given an eigenvalue threshold of 1.0 to determine the number of factors
according to the Kaiser criterion, so we only retain the first 8 factors. In each
factor, the factor loading of a variable represents the correlation between
the variable and the factor axis. If the modulus of a factor loading for a
variable is high on a specific factor, we can infer that the variable is strongly
correlated with the factor. Figure 5.7 lists the factor loadings obtained from
the factor analysis for all of the key variables and factors. It indicates that
the correlation is high enough for the fields which are marked. Because the

factors are independent of each other, only one field will be marked in one
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Figure 5.6: Plot of eigenvalues-evaluated in factor extraction

row. Therefore, each variable'will enly-belong to aspecific factor. In this way,
we succeed in dividing the key+variables into' 8 classes. In each factor, the
number of variables which have high correlations with this factor are more
than one, so we realize that there must exist some redundancy. Taking factor
1 for example, there are many marked variables which have high correlations
with it, including RER, CA/GDP, M2/FR, TD/FR, FR/EX, 12mM1 G,
MMM(M2/RM), 12mMMM G, DC/GDP and (EX-IM)GDP. These variables
are belong to the same class and highly related with each other. Therefore,
we will only choose one variable as leading indicator in one factor, and the
variable must have the highest Spearman correlation coefficient with the
forward crisis variable. Table 5.4 summarize the identified leading indicators

for all of the factors.
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ARGENTINA

Factor Faciar Factor Factor Factor Faclor Factor Facior

\anable 1 2 3 4 5 b 7 8

RER 0.935007% 0.086785 0007438 0141852 O.SLIL3 0048308 002080 0233475
=l G 0.168957 028020 O0S5447%" 0215620 026263 0052715 0.05%4  0.158536
120l G 0035043 0251905 007342 002372 08896427 0032738 0091501 0.192701
CAIGDP 0937611% 0001216 000945 0164019 0207637 0112171 0035130 0078538
R G 0006423 0036014 OSBY0T 0083006 0204563 0146091 0150112 0073242
12mFR G 0246571 0244011 0092978 0036357 052007%6% 001320 013019 0047203
MIFE 0201602 0334192 0100677 0029015 0009029 0092304 O0O7I84L 0430655
wmMIFRG 003B290 021919) ﬂﬁllﬁﬁﬁﬁ 0054686 0010874 0012832 0093485 0076546
ImMWRG Q106186 0936128 0.118274 0054722 0001116 D084694 0029686 0.169327
MFR 06737107 0347604 0234636 071110 0215045 0232100 0009%09 0379065
m M2FR G 0037108 HO043243  0001378F 003414 0060320 DIS031 0143371 0140055
2nM2FRG 0360644 0565519% 0033865 00913 0017153 0112311 0020182  0.158473
TDAR 0805696% 0030226 0162651 0063767 0416025 0228476 0015027 049121
FR/M 0304897 0030400 0241849 0030195 03TI052 0003875 0060287 0.776807
PR, 0724316% 0141617 0105086 026333 0.159M6 0117901 0055952 0.388913
ML G 0476851 0261368 0306372 044562 0089464 0336257 05064617 0.101083
12mM) G 0856723% 0212011 001832 00ST20 028442 018526 0129327 0077764
MEG 0145283 0029502 0253740 0061795 0135118 004323 09125027 0044589
MMMDLIRM)  OASTTSST 04225T7 0110062 0043816 00L38E0 0242468 0016158 -0.507809
ZmMMMG  D709579% 0202651 0037367 0016395 0254572 0091220 0046334 0431145
DCIGDP 0845012% 0056085 002338 0054481 0262636 0002149 0012264 0440615
mDOGOPG 0033788 0037899 0055527 0642617 0357513 0372824 044435 0.165746
mDOCDPG (351884 0.500537 0013048 006724  0.701214° 0070465 0011313 0.165025
R 0397217 01617 002845 (78163 0287038 0708880 0038548 0.35153
RE 0204655 0145506 0210800 0237218 06436107 0271927 0243540 0.157637
nCHD G 0116821 0019499 0062519 048634 0274145 0202743 084THR% 0.135603
12 B G DSUSBE 014380 002640 006204 0731462 0225707 0170796  0.045%46
RRA 0606645 06742337 007321 0026658 0002720 0.121307 0043402 0.140142
SDGDP 0394848 025355 0060131 O007I42 0200570 0092845 0061036 0768770
MR 0396473 0172408 0001064 037883 0447672 051&3'?3* Q176186 0176032
mEDPCG 0174649 0031938 0021652 1:'.9!535!3* 0015996 0028768 0028701 0.000649
oMK G 0420013 0068176 0028425 0905317" 017975 0162438 0052498 0079404
wGOPG 0173663 00320% 0021737 0968667 0015058 0020021 0023691 0.001631
EC-MGDP 0925821% 0020550 0012833 00891 0205403 005802 0008987 0.191818

Figure 5.7: Factor loadings of the key variables and the factors extracted in

factor analysis
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Table 5.4: Leading indicators identified in BEWS-A for ARGENTINA

ARGENTINA

Factor  Leading indicator

Factorl TD/FR
Factor2 RRA
Factor3 mIM G
Factor4 mGDP G
Factord RIR
Factor6 INR
Factor7 mM2 G
Factor8 FR/IM

Table 5.5 persents the correlation matrix for the 8 leading indicators and
the forward crisis variable. we can notice that the highest correlation coeffi-
cient between the leading indicators is smallér than 0.60. so it is believable
that there are not redundancy existing among the leading indicators. Be-
sides, from the sactterplots of Figure 5.8, we can know these leading indica-
tors truly have high correlations with the forward crisis variavle, mY4Q ERW
(which is also called the response variable).” As for the Figure 5.9 and 5.10,
they show the posterior probability series using regime shift detection for
the 8 leading indicators in comparison with the forward crisis variable. We
can find the posterior probabilities for the samples with crises are obviously
greater than the posterior probabilities for the samples without crises.

For BEWS-B, discriminant analysis is the technique used to identify lead-
ing indicators. In this thesis, we adopt a forward stepwise analysis. The
model of discriminanation is built step by step relying on including the key
variables one by one to examine the F'-to-enter and F'-to-remove values. Af-

ter finishing all of the steps, the variables remained in the model are exactly
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Table 5.5: Correlation matrix for leading indicators and the forward crisis

variable
ARGENTINA

mY4Q TD/ m m m FR/
Variable ERW FR RRA IM G GDPG RIR INR M2G IM
mY4Q
ERW 1.00  0.57 042 0.39 042 053 033 037 0.23
TD/FR 0.57 1.00 0.56 0.13 0.17 0.59 0.25 030 -0.07
RRA 0.42 0.56 1.00 0.01 -0.03 054 041 043 0.12

mIM G 0.39 0.13 0.01 1.00 043 021 0.22 0.02 0.23
mGDP G 0.42 0.17 -0.03 0.43 1.00 0.20 0.03 0.08 0.21
RIR 0.53 059 054 021 0.20 1.00 042 037 0.14
INR 0.33 0.25 041 0.22 0.03 042 1.00 0.23 0.57
mM2 G 0.37 0.30 043 0.02 0.08 037 023 100 025
FR/IM 023 -0.07 0.12 0.23 0.21 0.14 0.57 025 1.00

the leading indicators for BEWS-B. Fhese leading indicators will be used to
construct discriminant functions, and. to contribute the most to the discrim-
ination between groups in samples.“Table 5.6.presents the results using the
discriminant model with identified leading ‘indicators. The Wilks’ lambda
is generally used to denote the statistical significance of the discriminatory
power of the current model. Its value ranges from 1.0 (no discriminatory
power) to 0.0 (perfect discriminatory power). Each value in the second col-
umn listed in Table 5.6 denotes the Wilks” lambda after the respective vari-
able is entered into the model. Partial lambda is the Wilks’ lambda for the
unique contribution of the respective variable to the discrimination between
groups. Because a lambda of 0.0 denotes perfect discriminatory power, the
smaller the Partical lambda, the greater is the contribution to the overall dis-

crimination of the respective variable. As we can see, the Partial lambda in-
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Figure 5.8: Scatterplots of posterior probabilities of extracted leading indi-
cators and the forward crisis variable for ARGENTINA

dicates that variable M2/FR contributes most, variable M1/FR second most,
variable 12mIM G third most, and variable 12mFR G contributes least to
the overall discrimination. Thus, we can conclude that M2/FR and M1/FR
are the major variables that allow us to discriminate between samples with
and without crisis. As for the Tolerance, it is defined as 1 minus R-square of

the respective variable with all other variables in the model, and this value
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Table 5.6: Leading indicators identified in BEWS-B and the discriminant

model for ARGENTINA

ARGENTINA
Leading Wilks’ Partial F-remove p-level Tolerence 1-Toler.
Indicator Lambda Lambda (1,106) (R-Sqr.)
12mFR G 0.30226  0.99983 0.01831 0.89262  0.34330  0.65677
M2/FR 0.52296  0.57789  77.42519 0.00000  0.06484  0.93516
FR/IM 0.31784  0.95083 548172 0.02109 0.21375  0.78625
m CBD G 0.31630  0.95547 4.94027 0.02836  0.12466  0.87534
RRA 0.30269  0.99841 0.16917 0.68168  0.06766  0.93234
12m DC/GDP G 0.31665  0.95439 5.06542 0.02647  0.11063  0.88937
12mIM G 0.32733  0.92327 8.80913 0.00371  0.15825  0.84176
M1/FR 0.34929 0.86521  16.51314 0.00009  0.05886  0.94115
mM?2 G 0.30401  0.99407 0.63207 0.42837  0.12691  0.87309
MMM(M2/RM)  0.31515  0.95895 4.53707 0.03548  0.03842  0.96158
INR 0.31026  0.97406 2:82338 0.09585  0.27147  0.72853
m M2/FR G 0.31290  0.96584 3.74873. 0.05551  0.18320  0.81680
FR G 0.30703 098431 1.68988" +0.19644  0.19231  0.80769

gives an indication of the redundaney oftherespective variable. For example,

when the variable INR is about'fo.enter into-the model, it has a tolerance

value of 0.27, then INR can be considered to be 73% redundant with the

variables already included. In this system, we set the Tolerance threshold

at its default value of 0.01.

If a variable is included in the model that is

more than 99% redundant with other variables, it means that its practical

contribution to the improvement of the discriminatory power is dubious and

the variable will be removed.
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Figure 5.9: Comparison between posterior probabilities of each leading indi-

cator and the forward crisis variable
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Figure 5.10: Comparison between posterior probabilities of each leading in-
dicator and the forward crisis variahle

5.4 Building the:Early Warning Systems

After identifying the two sets‘of leading iqdicators for BEWS-A and BEWS-
B, we can proceed to build the eaﬂy Wérﬁing systems accordingly for each
country. Take ARGENTINA for example, By weighing with the Spearman
correlation coefficients, we create an index variable for BEWS-A with the
leading indicators extracted in factor analysis. As Figure 5.11 shows, we cre-
ate an index variable to compare between the posterior probability and the
forward crisis variable. Give an probability threshold of 0.2 for the index vari-
able, as long as the posterior probability of the idex variable is greater than
0.2, then the system BEWS-A will send an alarm signal that financial crises
may occur within four months in the future. On the other hand, BEWS-B
will be built with the other set of leading indicators in the process of dis-

criminant analysis. Except of BRAZIL, CHINA, POLAND and SLOVENIA
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Figure 5.11: Given an probab-ility'threshold 6f 20% for the index variable
to identify crisis signals for BEWS-A" and compare with the forward crisis
variable

which didn’t suffer any crises during 1994 to 2003, all the goodness-of-fit anal-
yses of 24 countries for BEWS-A and BEWS-B are summarized in Table 5.7,
where S; = 0 represents that the system didn’t send an alarm signal at time
t, S; = 1 represents that the system sent an alarm signal at time ¢, Y; = 1
represents that a crisis truly occurred within the next four months at time ¢,
and Y; = 0 represents that no crisis occurred within the next four months at
time t. We compare the the two systems in terms of the five goodness-of-fit

criteria, that are probability of observations correctly called, probability of
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Table 5.7: Simulation results for BEWS-A and BEWS-B

S;=0 S;=1| Total S;=0 S;=1| Total
Y, =0 2483 62 2545 Y, =01 2499 46 2545
Y, =1 55 280 335 Y,=1 78 257 335
Total | 2538 342 | 2880 Total | 2577 303 | 2880
Prob. of obs. correctly called: 95.9 Prob. of obs. correctly called: 95.7
Prob. of crises correctly called: 83.6 Prob. of crises correctly called: 76.7
Prob. of false alarms: 18.1 Prob. of false alarms: 15.2
Prob. of crisis given an alarm: 81.9 Prob. of crisis given an alarm: 84.8
Prob. of crisis given no alarm: 2.2 Prob. of crisis given no alarm: 3.0

crises correctly called, probability of false alarms of total alarms, probabil-
ity of crisis given an alarm, and probability of crisis given no alarm. Table
5.8 to 5.9 provide a comparison of the;goodness-od-fit of our systems with
those models of previous studies'on thessubject:» Our systems perform better
in each of the five goodnesszof-fit eriteria“than the Pooled logit BF model
(on the left of Table 5.8), the: IME-DCSD model {on the right of Table 5.8),
the Kaminsky-Lizondo-Reinhart model (on-the left of Table 5.9) and the
Goldman-Sachs model (on the right of Table 5.9).

The system BEWS-A correctly calls the highest ratio of observations
(95.9%) and of crises months (83.6%), and the system BEWS-B gives the
fewest false alarms of any of the model above-mentioned. Besides, the con-
ditional probabilities of having a crisis if an alarm occurred are more than
80% for both BEWS-A and BEWS-B, which are much higher than any of the
other models. The better performance of our systems means that the leading
indicators we have been using are more reliable, and that the country sample

and time period are more appropriate.
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Table 5.8: Pooled logit BF model and IMF-DCSD model

St =0 St =1 | Total

Y;=0

Y, =

1140 164
1 82 164

1304
246

Total

Prob.
Prob.
Prob.
Prob.
Prob.

1222 328 1550

of obs. correctly called: 84.1
of crises correctly called: 66.7
50.0
of crisis given an alarm: 50.0

of false alarms:

of crisis given no alarm: 6.7

S;=0 S;,=11] Total
Y, =0] 1965 525 | 2490
Y,=1| 167 311 478
Total | 2132 836 | 2968
Prob. of obs. correctly called: 76.7
Prob. of crises correctly called: 65.1
Prob. of false alarms: 62.8

Prob.
Prob.

of crisis given an alarm: 37.2

of crisis given no alarm: 7.8

Table 5.9: IMF-KLR modeland: Goldman-Sachs model

S;=0 S;=1|Total
Y, =0| 1834 704 | 2538
Y,=1| 200 298 498
Total | 2034 1002 | 3036
Prob. of obs. correctly called: 70.2
Prob. of crises correctly called: 59.8
Prob. of false alarms: 70.3
Prob. of crisis given an alarm: 29.7
Prob. of crisis given no alarm: 9.8
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S, =0 S;,=1| Total
Y,=0 543 279 822
Y, =1 50 98 148
Total 593 377 970

Prob. of obs. correctly called: 66.1
Prob. of crises correctly called: 66.2

Prob. of false alarms:

74.0

Prob. of crisis given an alarm: 26.0

Prob.

of crisis given no alarm: 8.4



Chapter 6

Conclusions

In this thesis, two new Early Warning Systems (EWS) for predicting finan-
cial crises had been developed. The main difference to existing EWS models
and the intended contribution of this thesis focused on three areas. First, it
proposed a systematic framework by combining, Bayesian Theorem with four
kinds of feature selection methods, inchiding F'statistics, Spearman correla-
tion, factor analysis, and diseriminant-analysis, t@ identify two different sets
of leading indicators. The second area is that our EWS offered each of the
leading indicators a weighting to create an index variable. By monitoring
the posterior probability of the index variable, the early warning signals will
be determined whether to send out or not. And third, we found out different
leading indicators for different countries in terms of their own characteristics.

From a policy perspective, developing EWS that help to reliably antici-
pate financial crises could become a more important tool for policy-makers in
the future. Many financial crises over the past few decades had caused dam-
age to social security, economics and development of industries. Developing
reliable EWS there can be of substantial value by allowing the policy-makers

to obtain clear signals when and how to take pre-emptive measures in or-
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der to mitigate or even prevent financial turmoil. It should be stressed that
EWS can not replace the sound judgment of the policy-maker to guide pol-
icy, but it can play an important role as a neutral and objective measure of
vulnerability.

This thesis showed that detecting regime shifts of financial variables and
estimating the degree of similarity between the obtained posterior probability
and a forward crisis variable can indeed identify more reliable leading indica-
tors and improve the performance of EWS substantially. Besides, applying
factor analysis and discriminant analysis to distinguish different classes of
variables avoids including the leading indicators with the same characteristic
in a system. It would be beneficial to keep the predictive stability for a sys-
tem. From the simulation results of section 5.4, it is fair to say that both of
the systems developed in this thesis performed.much better than any EWS
models of previous studies on=the subject in texms of predictive power. How-
ever, because the collected data of finanecial variables and crisis variable in
this thesis only have 120 samples,it 1s insufficient for making cross validation
in the process of parameter optimization. It may cause an issue of overfitting
for the simulation results. In addition, because we don’t have enough data
to regard as testing samples, we only can provide simulation results, instead
of experiment results.

In conclusion, the simulation results accords with our expectancy. But it
should be emphasized that the EWS developed in this thesis doesn’t consti-
tute the final step towards a comprehensive EWS of financial crises. Future

research on EWS may focus on the following points:

1) Considering an overlap between pre and post windows or the magnitude

of the regime shifts is helpful to eliminate false detection. Besides,
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a further method is to combine the posterior probability calculated

through different methods.

Regime shifts could be classified into three kinds of types, including the
smooth regime shifts, the abrupt regime shifts and the discontinuous
regime shifts [26]. It is possible to use different sets of window defini-
tion for classification of different types of regime shifts so as to reduce

classification delay.

Considering that a post-crisis bias will sometimes appear in an EWS.
If we fail to distinguish between pre-crisis and post-crisis periods, it
may bring about a bias in the estimation results. So, suggesting a new
method to solve this problem could be a further step towards developing

an EWS that is more powerfulin'térms of prediction.

Developing a framework: that allows the policy-makers to design the
features of their EWS according to-their preferences and degree of risk-
aversion. It includes adding dynamic components to EWS, or providing

choices of the timing and the length-of different regimes.
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Appendix A

A Summary of Collected Data

There are various types of financial crises: currency crises, banking crises,
sovereign debt crises, private sector debt crises, and equity market crises.
Currency crises are believed to be the most important type among them
because they often coincide or ogeur in succession with other types of financial
crises [10]. For this reason, our EWS modelin this thesis focuses mainly on
currency crises as well as mast EWS.models in the literature. We proceed
to define a currency crisis by employing a variable named exchange market
pressure (EMP, ;). The EMP,, variable for each country ¢ and period ¢ is
defined as

RER;, — RER;,_, o ( )
Wr \Tit — Tit—
RER; ot il

resS;y —TesS;t—1
— Wres .
T€Siit—1

EMP; ; is a weighted average of the change of the real effective exchange rate

EMPi,t = WRER <
(A1)

(RER), the change in the interest rate (1), and the change in foreign exchange
reserves (res). Wrer, Wy, and w,.s are the relative precision of each variable

for all countries over the full sample period 1994-2003.
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The rationale for using EMP;, is expounded as follows. If investors con-
sider there are some underlying vulnerable economic factors attacking a cur-
rency of a specific country, the government essentially has two options to deal
with this kind of situation. One is to abstain from defending the currency
either by abandoning a fixed exchange rate regime or by avoiding intervening
in foreign exchange markets, and to let the currency devalue. The other is to
defend the currency regime by raising interest rates and running down foreign
exchange reserves. We can give consideration to both sides with EMP, ;.

The next step is to define a currency crisis (CC; ;) which is given by

1 if EMP,, > EMP; + 2SD(EMP),
CCiy = (A.2)

0 if otherwise,

as the event when EMP;,; is-two standard deviations (SD) or more above
its country average EMP; [1].  Besides;-the, thesis uses monthly data over
period from 1994 to 2003 for a ‘sample of 28:countries and each country has
48 different financial variables. These 48 variables concerned with external
competitiveness, external exposure, domestic real and public sector, domestic
financial sector, global factors and the contagion through trade channel, are
expected to be able to express the situation that crises will occur in the

future. And we will take them as the training data in our model.
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