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ABSTRACT

Distributed classification fusion using error correcting codes (DCFECC)
has recently been proposed for wireless sensor networks operating in a harsh
environment. It has been shown to provide a considerable fault-tolerance
capability against unexpected sensor faults under limited energy support. In
this thesis, we extend the DCFECC approach by relaxing the assumption
of independently and identically distributed wireless link noises to corre-
lated ones. Through channel estimation and equalization, we obtain a fault-
tolerant minimum FEuclidean, dlstancie (MED) fusion rule suitable for use
under correlated wireless hIllnll(.IlOiSGSI.._.-i.Af, éiﬁlpfe-zljgode search criterion is also
proposed to make the code.";fiatri;;.l'g.fés;kg;?ffea.siblile with acceptable computa-
tional complexity. Simulatiolr; .“'rlés“ults shpvw}'filat the proposed MED fusion
rule truly achieves the desired robustness against sensor faults under the

simulated AWGN channels, spatially correlated channels and non-identical

uncorrelated channels.
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Chapter 1

Introduction

Recent advance in microprocessor, radio, and battery technology has
enabled the development of low-cost wireless sensors. These tiny sensor nodes
can not only detect the status of target objects, process the information, but
also transmit the data to a fug‘ign‘ Centertﬂl,t%lrough wireless noisy links. By

collecting information from dlarge np:i(nber of distributed sensor nodes, wire-
-~ | Rl N e

less sensor networks (WSNS) can })_Q'Tfllllei)loyed,llfor many applications, e.g.,
environmental monitoring, gét,tlé "ﬁelld..s;fvgililance, and health care mainte-
nance [1], [2], [3], [4], [5], [6]. The abii;i.ty to classify the target objects is
usually the fundamental requirement.

In WSNs, the wireless sensor nodes are typically battery-powered and
made by economical techniques. This makes energy efficiency and fault-
tolerance capability becoming the important issues for WSN system design.
Due to the limitation on the communication bandwidth in wireless links and
limited energy consumption at local sensors, it is necessary for each local
sensor to compress the raw observation data before transmitting it to the

fusion center. Additionally, when being deployed in a harsh environment,



these low-cost sensors may prone to be blocked or damaged, which results in
unexpected sensor faults.

In order to achieve the desired robustness against sensor faults under
limited energy support, a distributed classification fusion approach using
error correcting codes (DCFECC) has been proposed in [7]. In the DCFECC
approach, Each local sensor employs a decision rule based on a pre-designed
code matrix and sends one-bit information to the fusion. The fusion center
then makes the final classification decision based on the binary received vector
by performing the minimum Hammlng dispz}nce fusion.

Unlike the conventiona:l‘ approalrzihlthat “éﬂf‘ri.ploys the optimal MAP rule,

the minimum Hamming disténce[fusiéﬁ rule is shown to be able to provide

enough distance between alil'the_.dgcis{(;;'r.egiOns corresponding to different
hypotheses by using the code mat£ix, ar;(i hence, can achieve the desired ro-
bustness against sensor failures. In other words, when sensor faults occur,
the resultant Hamming distance is less affected by the outputs of those dam-
aged sensors. As a result, the DCFECC approach gives good fault-tolerance
capability in the presence of sensor faults.

In this work, we further extend the DCFECC approach by relaxing the
assumption of independently and identically distributed wireless link noises.
Within a wireless sensor network, the information from a great quantity of

sensors is usually collected inside a small space. Thus, the assumption of



independent link noises may not be reasonable. It is therefore necessary to
consider the wireless link channel with correlated noises.

As contrary to the minimum Hamming distance fusion employed in [7],
we propose to use the minimum Euclidean distance (MED) fusion instead
for a soft-decision fusion is assumed in our WSNs. Further, the technology
of channel estimation and equalization is added to compensate the addi-
tive correlated link noises. With the help of the pre-sent training sequence,
the maximum-likelihood (ML) estimator of channel covariance matrix is de-
rived. Afterwards, through thg_ﬂwhiten&ngﬁ :cechnique, we modify the MED

rule according to the estimated chém;nelllé'qvaﬁance matrix, and finally get
:C12 g

]
"1

the fault-tolerant fusion ru@l.e',_ suit@p!“é.‘f& use under correlated wireless link
noises.

As anticipated, the Classiﬁ(;ation”.performance of the DCFECC ap-
proach is strongly related to the chosen code matrix. However, due to the
very large amount of sensors, exhaustive search for an optimal code matrix is
computationally intensive and unaffordable. How to find a good code matrix
within a reasonable algorithmic complexity also becomes a research subject
in WSNs. Two usual code design algorithms, namely the cyclic column re-
placement approach and the simulated annealing, have been tried in [7], [8].
In this thesis, we propose to employ a simple union bound as a code search

criterion to be minimized. In terms of the MED fusion rule, and by assum-



ing additive white Gaussian link noises (AWGN), the union bound of the
fusion error probability can be expressed in a refined form. Using this cri-
terion, code matrix search becomes feasible with acceptable computational
complexity.

Performance of the proposed minimum Euclidean distance fusion rule
is examined through plenty of simulations. As anticipated, the simulation
results under AWGN wireless link noises show that the MED fusion rule is
more robust against sensor faults than the MAP fusion rule. Further, by
observing the simulation resultls'r_}mder Se\{gﬂfal different channel models, the
channel effect upon the systéi;l berf_c?:_ri‘rqgﬁ@e x.;(ﬂl also be remarked.

This thesis is organized in the ”f(.)ﬂowiﬁg fashion. The system model is

described in Chapter 2. TheMAPandthe fexlﬁ.lnt_tolerant minimum Euclidean
distance fusion rules are introduce;d in éhapter 3, followed by the modified
fusion rule considering correlated wireless link noises. In Chapter 4, the
channel estimation and equalization technique is presented. In Chapter 5,
we propose a code search criterion acquired by the union bound we derived.
Simulations under several channel models are presented and remarked in

Chapter 6. Conclusion is given in Chapter 7.



Chapter 2

System Model

Multiclass phenomenon

Code matrix C

'sensor 1 -+ sensor N
z z z
J 1 J 2 J N Hy €o,1 Co,N
Local Local Local i H €11 ‘LN
sensor 1 sensor 2 sensor N ‘ :
‘ 1 ‘ T9 pL LTIy Hprq L CM-11 t CM-1,N
X X . T T S
l Y1 l Yo yNmEa, &y = (—1)%9, if Hy is declared true
ele

Fusion center = P =

5|l s = upon the reception of z;

Figure 917 S¥isten model.

Figure 2.1 depicts the distributed M-ary classification system consid-

ered in this thesis.

As shown in this figure, we assume that the local sensor observations

{% }jvzl are conditionally independent given each hypothesis, where N is the

number of sensors.

Also assume that each sensor makes a local classifica-

tion decision uncooperatively using its own decision rule based on its own

observation z;. Denote by hé‘ji) the probability of classifying H, given that



H; is the true hypothesis at sensor j. Moreover, the prior probability of each
hypothesis is assumed equal.

On the right-hand-side of Fig. 2.1 indicates a pre-specified code matrix
C. It is an M x N matrix with element ¢,; € {0,1}, where ¢ =0,..., M —
land j = 1,...,N. Each hypothesis H, is associated with a row in the
code matrix, and each column vector in C provides the local binary outputs
corresponding to the locally classified hypotheses at the respective sensor. So
to speak, if sensor j makes a local classification decision Hy, it will transmit
xj = (—1)% to the fusion centery 'The'-eqld:e matrix can be designed based
on the misclassification errox (izrilt.eri'c_;!r_li, \thlchwﬂl be discussed in Chapter 5.

The communication ehanrie] between :sens;ors and fusion center is as-

sumed to be a spatially corre“}'éte(.ﬂi"lgxdditiéfé Gaussian channel. To be specific,

received vector y is given by
y=x+ Tn,

where y = (y1,...,yn) € RY, = = (z1,...,2n5) € {-1,1}Y, and n =
(n1,...,nn) € RY is i.i.d. Gaussian distributed with zero mean and unit
marginal variance. As a result, the covariance matrix of the correlated noises
is given by C = E[Tn(Tn)”] = TT?, and the probability of receiving y given

that « is transmitted is equal to:

Pr(ylz) =

o3| =

e {3u-arcy -,

6



provided that C is invertible. In the end, a fusion rule is employed to obtain

the multiclass decision.




Chapter 3

Soft-Decision Fusion Rule

3.1  Optimal MAP fusion rule under AWGN wireless link noises

The MAP fusion rule favors the decision H; under the premise that

upon the reception of y, the posteriotiprobability Pr(H;|y) is maximized. It

B
can be derived as: e ’nu‘fi A A

L= argogrgﬁflPr(Hely);_:

= arg Ogrgr%ejm\;;_l Pr(y|Hy), due'toiequally probabable hypotheses

= arg max Z Pr(x,y|Hy)

0<e<M—1

xre{-1,1}NV
= arg max ) Pr(a|H) Pr(yle, H)
xre{-1,1}N
= arg max Z Pr(x|H,) Pr(y|x), since Pr(y|x, H;) = Pr(y|x)
xre{-1,1}V
N
= arg max < Pr(%l%)) Pr(y|z),
rc{-1,1}NVN \j=1

where the last step follows since the local observations are assumed spa-
tially independent given each hypothesis, and z; is determined indepen-
dently across sensors. Here, we abuse the notation Pr(-) to denote either the

8



probability mass function (pmf) or the probability density function (pdf),
depending on whether the support is discrete or continuous. For exam-
ple, Pr(H,|y) denotes a probability mass function as the image of H, is
discrete, while Pr(y|H,) is a probability density function as y belongs to
a continuous domain. Notably, Pr{z; = —1|H;} = 26 nghéfl, nd
Priz; = 1|H;} =011 —c&j)h ii - Taking Pr{y|z} due to AWGN wireless
link noises (namely, T is a diagonal matrix with equal diagonal o = /Ny /2)

into the above derivation, we further obtain:

N
S I Z (HPrrxiﬂH"e) (H 2ro exp{ }>
re{-1,1}N Aj=k— lews
‘N =L P
e, 3 {1 mﬂoexp{ }
aze{ 11}N Jj=1 BT 5

N sl
= arg 031522]]\3[{—1 L1 E{z:l 1}- Pr(il?]ng) éXp {
J= rjei—1,

N

= arg mex | 1 6{2:1 1}Pr(l‘J|He) eXp{ Jy]}
7=1 \=;e{-

g S i () (S]] o

This is the expression for the optimal MAP fusion rule under i.i.d. zero-mean

link noise Tn with marginal variance 0% = Ny/2.



3.2 Suboptimal minimum Euclidean distance fusion rule under

AWGN wireless link noises

It is apparent from the derivation in the previous section that the op-
timal MAP fusion rule relies heavily on the posterior probability Pr(H,|y).
However, in situation when some faulty sensors send untrustworthy outputs
(that are generated according to some rule different from the mutually agreed
one between the local sensor and fusion center), the true posterior probabil-
ity will deviate from the Pr(H,|y) .gs‘ed.”in the MAP rule. Such a mismatch

in Pr(H|y) may considerablyydegrade the élassiﬁcation performance. This

HEQ

arises the demand of an alternative fusioirrule that is less sensitive to sensor
| ]

failure.

One potential candidate %ﬁéion rule “t-h“at is robust to sensor faults is
the minimum Euclidean distance fusion rule. Although it is only subopti-
mal when no sensor faults occur, the minimum Euclidean distance fusion
rule is robust to sensor failure since the Euclidean distance is less affected
by untrustworthy sensor outputs. It is worth mentioning that when the lo-
cal classification is adequately accurate, the suboptimal minimum Euclidean
distance fusion rule performs close to the optimal MAP fusion rule in a

sensor-fault-free environment. Specifically, if

Pr{z; = (=1)"9|He} > Pr{z; # (=1)"7[Hy},

10



then Pr{z; = (=1)*7|H;} =~ 1 and Pr{z; # (—1)%i|H,;} ~ 0, and

N
A J— _1 Ce,j 2
1 arg max exp{—(yj (=1) j>}
=1

Q

0<t<M—14 202
]_
N
o : o (_1)\¢%.5)2
= arg min ) (y;—(=1)")
j=1
— i — (—=1)¢? 2
arg, min [ly — (=)™ (3:2)
where ¢, £ (g1, 9, .,con) denotes the row of C corresponding to the

hypothesis Hy.

3.3 Fault-tolerant minirpu_ni EuéI‘i'jdean distance fusion rule un-

e HALS S
der spatially correlated link noises:

Under spatially correla%é@.vﬁzi'félééé hnk _ripises, T is no longer a diagonal
matrix. Let W be the Whitening- matrix with respect to T.! Then, after
whitening, we transform the originally spatially correlated system into one

with uncorrelated noises as:

Wy = Wa + WTn.

!The inverse matrix of T may not exist in general. However, the whitening matrix W
with respect to colored noise Tn always exist. Specifically, W = A7'B”, where nonnega-
tive definite C = TT” can be represented as BAB” for B orthogonal and A diagonal with
nonnegative entries, and A is a diagonal matrix with Ay, = A,lcf if App >0and Ag, =1

if Agr = 0.

11



Then, the minimum Euclidean distance fusion rule under spatially correlated

link noises is given by:
> . - 1\Ce |2
= argogngnj\l/}_l Wy — W(-1)™

_ : _ (_1\Ce 2
= arg min Wy - (=)}

= arg _min [y - (1)) WIW [y — (—-1)%] .

If C = TT7 is invertible, then

i =arg min ly — (—1)0‘]71((:_1 ly — (=1)*]. (3.3)

0<<M—1

12



Chapter 4
Estimation and Equalization of Parallel Wireless Link

Channels

The fusion rule in (3.3) requires the knowledge of the noise covariance
matrix C. However, this information may not be available at the fusion

center in practice. Thus, it may be necessary:to estimate C beforehand.
: HAITs &

A common approach for channgl,;e's"'timatién is the use of the training
i P 3

sequence. In our system setf'i-rslg,n thm bi‘“tﬂs are initially and sequentially
sent to the fusion center at ea.éﬁ rsensor‘:" Thén, the fusion center makes an
estimate of C based upon the K training vectors it receives in sequence.
In notations, these training vectors are denoted by wq, us, ..., wg, where
w; = (1,2, ...,u;N), and u;,, € {—1,1} is the training bit sent by sensor
m at time j.

As uq, o, ..., ux are known to the fusion center, the channel es-
timation problem becomes to estimate C = TT? upon the reception of

Y, = ur + Tny for 1 < k£ < K. It can be shown that in such case, the

13



maximum-likelihood (ML) estimator of C is equal to

K
T
CML = K ; — ’U,k) s (41)

for which the detail is given below. We can then apply Cysz in fusion rule
(3.3) to obtain a decision on the true hypothesis.
It remains to prove (4.1). Under the assumption that the channel

covariance matrix C is nonsingular, we obtain that

K
| 1 )
Pr(yh e 7yK|u17 T auK) = L—Kﬁexp {_52 (yk - uk’)T(C 1(yk - uk?)} :
(2m) 2 |C]> 1
Then the ML estimate can be "Wrr,it”tleﬁ i,
Cur = arglamgx Pr'(i;ll, h , Yl - ug)

]

= s .
= arg,mg);Li UEELE

where

L(C) & |C| %2 exp {—%Z —u)'C (y, )}

k=1

Function L(C) can be re-expressed as:

ey —uk>>}

l\DI»—t

LC) = ICI_K/QeXp{

= [C"2exp

2wl
Z ) (Y —'u,k)T(C_l)} (4.2)

(Z (Yr — wi) (Y — Uk)T(C1> }

[\:)Ir—l

= |C| " exp

= [C["exp

f_/H/—’H /—’ﬁ



where (4.2) holds due to cyclic property of the matrix trace operation, and

s 2 Z (yp — wn) (Y —ur)"

k=1
Further assume that the symmetric S is positive-definite; hence, it has

a unique positive-definite symmetric square root S'/2. This reduces (4.3) to:

1
L((C) _ |(C|—K/2 exp {—ﬁtl’ (81/2(:_181/2)}

1
_ |S|-*/2|D|<P2 exp{—ﬁtr@)}

N K/2 L X
- ‘S’_K/Q (H )‘z) . exp <_§Z)\z> ,
N A i=1

where D 2 SY2C-1SY2 and = -5.17;\1{7. .aJr:e‘”th:e_ eigenvalues of D. The opti-

mal A\q,---, Ay that maxirf}ize L((C)are the- onés that \y = -+ = \y = K,

which makes Dy = K - Iy, Where Iy is thglN-x N identity matrix. Finally,

o 1

from Dy, = SY2C;/4S/2, we get that the ML estimator of the channel

covariance matrix is:

CML _ Sl/ZDX/[ngl/2 _ Sl/2 (% . ]IN) 81/2

== =@

Z (Y — wi)(yy — )"

1
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Chapter 5

Code Search Based on Union Bound

The code matrix employed in our wireless sensor network plays an
important role in the determination of system performance. It specifies not
only how each sensor makes its local binary decision, but also how the fusion
center manipulates the informal‘gjon "colleet@(fl from sensors. Thus, the design

methodology of the code matrixtis “erssqenﬁi':al,
=) gt

The underlying design ',pbjetc’qiyé'gf. a good code matrix is to have the
fusion system exhibit good prerformancem p;)th fault-free and faulty situa-
tions. On the one hand, the mini.mum“.ln)airwise Hamming distance among
codewords in the code matrix should be large so that the system can tolerate
more sensor faults under faulty situation. On the other hand, the code matrix
should achieve good misclassification error under fault-free situation, which
seemingly favors the minimum-fusion-error criterion; however, the minimum-
fusion-error criterion is too complex as a target code search criterion to be
minimized even for a sensor network with moderate number of sensors. We
therefore propose in this thesis to employ the simple union bound as a code
search criterion to be minimized, subject to a minimum pairwise Hamming

16



distance constraint.
Using (3.2) as the fusion rule under AWGN wireless link noises, we

derive the probability of fusion error given that H; is the true hypothesis as:

3

S Pr{lly— (D) > [ly - (-1 B}

0<O<M—1,0#i

= Z Pr
Pr

) < _(_ C; > : _ Cy
Prlerror|H;] < Pr{||y (—1) ||_0§£§I]I\1411117#i||y (=)=

IN

)

0<<M—1,04i

{Z [(y; = (1)) = (y; = (=1)*)*] 2 0
- ¥ |

j=1
HZ}
0<0< M —1,04i

S &\ TR SRR

0<6<M 1,04 {J + ee;=0,cij=1F, {j : coj=1,c;,;=0}

i = (
{Zy] (1) — (1)) 2.0

1

Assume that Pr{z; = (—1)%f»5|He} "—:_J_fOLJ. < j < N. Then, {(y;|H;)}}, is
independent Gaussian distributedwith margi;lal mean (—1)% and common
marginal variance o? if T is a diagonal matrix with equal diagonal o =

v/ No/2. As a result, Z{j  coy—0s =1} Yi — Z{j crs—lir,—0} Yi i Gaussian

distributed with mean —d(c, ¢;) and variance o - d(cy, ¢;), and

1
Prlerror] < i Z .Pr | Z Y — | Z y; > 0| H,
=0 £=0,7 {7+ cej=0,ci5=1} {j : ce,j=1,c;;=0}
B iMfl M—-1 /oo 1 exp {_ [y + d(C£7 Ci)]2 } dy
M i=0 0=0,6i "0 2mo2d(cy, ¢;) 202%d(cy, c;)
M—-1 M-1

O

(—d(% ci)) . (5.1)
i=0 0=0,0#i g

We then search for the code matrix that minimizes (5.1). As criterion (5.1)
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is apparently a function of the Hamming distances among codewords, it can
be anticipated that a larger minimum pairwise Hamming distance will result
in a smaller (5.1) quantity.

In our later computer searches, we found that the quantity o, when
it is confined with the range (equivalently, the signal-to-noise ratio range)
considered in this work, does not affect the best code obtained. However,
it is expected to have certain impact on the code search result when it is
taken extremely small (e.g., 0 &~ 0) or extremely large (e.g., 0 &~ 00), which
is of secondary interest. We listl"_ghe found :ggdes for different M in the below

table, which will be used in.our Siml';rl!atié':ns. 1n ‘subsequent chapters.
:E[2 v 2
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Table 5.1: The code matrices that minimize (5.1), which are obtained by

exhaustive computer search.

Hy|O[0O|0O|0O]O]O][O]O]O]O

Hy ||ojojof1(1{1j1j1/1/1

Hy||1]1/1/0(0(0O]1]1 1|1

Hy | o 00
H |o 1)1
H, |1 1)1
Hy |1 00
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Chapter 6

Simulation Results

In this chapter, we examine the performance of the minimum Euclidean
distance fusion rule through simulations. According to the system model in-
troduced in Chapter 2, a WSN system with hypothesis number M and sensor
number N is simulated. We ELI‘S__sl}l-me"tha@.. fxll sensor observations have the
same distribution given each: "};yi)éthip_siisl? and ;fe randomly drawn from a \%-

variance Gaussian distribution Wi‘uch,m"eans Mo, My, - -+ ,my—1 corresponding

to hypothesis Hy, Hy, - - - ,H ].\'}‘}?1,.. "fésp.ect.i%/ely-"Also, Each sensor makes the

|
mo+my mitma . MM-_2tMp_1
2 ) 2 ’ ) 2

local classification based on the thresholds

[(mlfmo)2+(m2fm1)2+---+(mM—1*mM—2)2]/(Mfl)
)\2 )

Accordingly, OSNR is defined as
while CSNR is given by W, where C is the channel covariance matrix.

In subsequent sections, we will provide simulation results for three dif-
ferent link noise models. Under each link noise model, three code matrices
as listed in Tab. 5.1 are simulated. The faulty sensors are uniformly drawn
from the N deployed sensor nodes. As revealed by their names, the faulty
sensor always send one regardless of the local measurements when stuck-at-

one fault is considered. Similarly, stuck-at-zero fault sensors always transmit
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4x10 WSN system with AWGN channel (OSNR = 10dB)(stuck—at-1 fault)
T T T T T T T T
—k— MAP, no fault
—+— MED, no fault

S MAP, 1 fault
MED, 1 fault
—4— MAP, 2 fault
—v— MED, 2 fault
—#— MAP, 3 fault
—==— MED, 3 fault

I

0.25[

A A AT

Probability of misclassification

CSNR(dB)
Figure 6.1: Performance, o'nf‘“’r:he MAP “iifﬂ.eﬁ and the MED rule under
AWGN channel at OSNR=10 dB ‘for. stuck-at-1 faults when 4 x 10

]
1

code matrix is employ&d, g ]

zero to the fusion center. When fandom“.faulf occurs, the faulty sensors send

one and zero with equal probability.

6.1 AWGN wireless noise links

Under AWGN wireless noise links, the MAP fusion rule specified in
(3.1) and the minimum Euclidean distance (MED) fusion rule specified in
(3.2) are implemented in our simulations. From Figs. 6.1 and 6.2, we observe
that the MAP fusion rule has better performance than the MED fusion rule

at fault-free situation as anticipated. However, when sensor faults occur, the
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4x10 WSN system with AWGN channel (OSNR = 10dB) (random fault)
T T T T T T T

—— MAP, no fault
—+— MED, no fault

S MAP, 1 fault
MED, 1 fault
0.25 ) —4&— MAP, 2 fault |3
A —<v— MED, 2 fault
—#— MAP, 3 fault
—==— MED, 3 fault

Probability of misclassification

Vw995 —%—%

i n i , i n
2

8 10 12 14

6
CSNR(dB)

Figure 6.2: Performance of the MAP rule and the MED rule under
AWGN channel at OSNR=10 dB for random faults when 4 x 10 code

matrix is employed.
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4x10 WSN system with AWGN channel (CSNR = 10dB)(stuck-at-1 fault)
T T T T

—%— MAP, no fault
—+— MED, no fault

—S— MAP, 1fault | |
———— MED, 1 fault
—4— MAP, 2 fault
—v— MED, 2 fault
—*— MAP, 3 fault
—=— MED, 3 fault

Probability of misclassification

0 | U e e
0 5 10 15 20 iu

OSNR(dB)

Figure 6.3: Performance, o'_f"ft.he MAP Tnflille_ﬂ and the MED rule under
AWGN channel at CSNR=10 dB for, stuck-at-1 faults when 4 x 10

code matrix is employéd. b, ﬁ— >

misclassification probability (;f"‘lt'h@ MAP fuéi.non rule even rises up at high
CSNRs because it presumably trusts all sensor outputs among which some
of them are faulty. As a contrary, the performance of the MED fusion rule
remains decreasing with respect to CSNR, and is more robust to sensor faults
than the MAP fusion rule.

The robustness of the MED fusion against sensor faults can also be
observed in Figs. 6.3 and 6.4, where OSNR is used as an argument instead of
CSNR. Again, when sensor faults occur, the performance of the MAP fusion

rule becomes worse than the MED fusion rule at high OSNRs. Further, as
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4x10 WSN system with AWGN channel (CSNR = 10dB) (random fault)

Probability of misclassification

T T
—*— MAP, no fault
—+— MED, no fault| |
S MAP, 1 fault
MED, 1 fault
—4A— MAP, 2 fault
—— MED, 2 fault
—#*— MAP, 3 fault
—==— MED, 3 fault

Figure 6.4: Performance of the MAP rule

10
OSNR(dB)

H
o
TS
=

and the MED rule under

AWGN channel at CSNR=10 dB for random faults when 4 x 10 code

matrix is employed.
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stuck—at—1 fault)

0.25

Probability of misclassification

3x10 WSN system with AWGN channel (OSNR = 10dB)
T T T T

—k— MAP, no fault
—+— MED, no fault
S MAP, 1 fault
MED, 1 fault
—4— MAP, 2 fault
—v— MED, 2 fault
—#— MAP, 3 fault
—==— MED, 3 fault

=

Figure 6.5:

CSNR(dB)

10

12

Performance, o'nf‘“’r:he MAP T;‘lﬂﬂ.eﬁ and the MED rule under

o HAI s
AWGN channel at OSNR=10 dB ‘for. stack-at-1 faults when 3 x 10

]

code matrix is employ&d, i ]

mentioned in Section 3.2, in a fahlt-free“.situation, the MED fusion rule per-

forms close to the MAP fusion rule when the local classification is sufficiently

accurate.

Repeating the above simulations with 3 x 10 and 5 x 10 code matrices

in Tab. 5.1 yields similar conclusions, where the results are displayed in

Figs. 6.5-6.12.

h s
2

]
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3x10 WSN system with AWGN channel (OSNR = 10dB) (random fault)

T T T T T T T
—%— MAP, no fault
—— MED, no fault
—&— MAP, 1 fault
———— MED, 1 fault
—4— MAP, 2 fault | |
—v— MED, 2 fault
—%— MAP, 3 fault
—=— MED, 3 fault

0.25

Probability of misclassification

Figure 6.6: Performance of the MAP rule and the MED rule under
AWGN channel at OSNR=10 dB for random faults when 3 x 10 code

matrix is employed.

26



3x10 WSN system with AWGN channel (CSNR = 10dB) (stuck—at-1 fault)

0.5 T T T T T T T T T
—*— MAP, no fault
—+— MED, no fault

S MAP, 1 fault
MED, 1 fault
—4— MAP, 2 fault
—v— MED, 2 fault
—#— MAP, 3 fault
—=— MED, 3 fault

0.45

0.2

Probability of misclassification
o
N
(6]

0.15

0.1

0.05

=2 0 2 4 6 8 10 - VI T 18
OSNR(dB)

Figure 6.7: Performance of the MAP rule and the MED rule under

AWGN channel at CSNR=10 dB for stuck-at-1 faults when 3 x 10

code matrix is employed.
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3x10 WSN system with AWGN channel (CSNR = 10dB) (random fault)

0.5 T T T T T T T T T
—*— MAP, no fault
3 —+— MED, no fault
0451\, & MAP, 1 fault | ]

MED, 1 fault
—4— MAP, 2 fault
—— MED, 2 fault
—#— MAP, 3 fault
—=— MED, 3 fault

0.4¥

0.2

Probability of misclassification
o
N
(6]

0.15

0.1

0.05

=2 0 2 4 6 8 1(7)”” 2 14 W
OSNR(dB)

Figure 6.8: Performance of the MAP rule and the MED rule under

AWGN channel at CSNR=10 dB for random faults when 3 x 10 code

matrix is employed.
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5x10 WSN system with AWGN channel (OSNR = 10dB) (stuck—at—1 fault)
T T T T T

T T T
—— MAP, no fault
—+— MED, no fault| s
&— MAP, 1 fault
MED, 1 fault |
—4— MAP, 2 fault
—v— MED, 2 fault
—#— MAP, 3 fault
—— MED, 3 fault |

0.3

S

0.25

a—A— A A
T

- -

Probability of misclassification

6
CSNR(dB)

Figure 6.9: Performance of the MAP rule and the MED rule under
AWGN channel at OSNR=10 dB for stuck-at-1 faults when 5 x 10

code matrix is employed.
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5x10 WSN system with AWGN channel (OSNR = 10dB) (random fault)

0.3

Probability of misclassification

—%— MAP, no fault
—— MED, no fault
—5— MAP, 1 fault

———— MED, 1 fault

—&— MAP, 2 fault [
—v— MED, 2 fault
—%— MAP, 3 fault
—=— MED, 3 fault

4

6
CSNR(dB)

Figure 6.10: Performance of the MAP rule and the MED rule under

AWGN channel at OSNR=10 dB for random faults when 5 x 10 code

matrix is employed.
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5x10 WSN system witl
T

h AWGN channel (CSNR = 10dB) (stuck—at—1 fault)
T T

o
w

Probability of misclassification

o
N

0.1

T T T T T

—*— MAP, no fault
—+— MED, no fault| -

S MAP, 1 fault
MED, 1 fault
—4— MAP, 2 fault
—— MED, 2 fault
—#— MAP, 3 fault
—==— MED, 3 fault

A

A
e R
X A

6 8 10

Sa“«ﬂ
N

()

&%

1 20

OSNR(dB)

Figure 6.11: Performance of the MAP rule and the MED rule under

AWGN channel at CSNR=10 dB for stuck-at-1 faults when 5 x 10

code matrix is employed.
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I
b\‘/

o
w

Probability of misclassification

©
N

0.1

5x10 WSN system with AWGN channel (CSNR = 10dB) (random fault)
T

T T T T

—— MAP, no fault
—+— MED, no fault | 4
>— MAP, 1 fault
MED, 1 fault
—4— MAP, 2 fault
—— MED, 2 fault
—#— MAP, 3 fault
—=— MED, 3 fault

-2 0 2 4 6 8 10
OSNR(dB)

12 14 16 18 20

Figure 6.12: Performance of the MAP rule and the MED rule under

AWGN channel at CSNR=10 dB for random faults when 5 x 10 code

matrix is employed.
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6.2 Spatially correlated wireless link noises

Within a WSN] the information from sensors is often gathered inside a
small area. Thus, the adjacent link noises may be correlated with each other.
Hence, in this section, spatially correlated wireless link noises are considered

instead of the AWGN, where the channel covariance matrix is devised of the

form: ) )
L pp p

p 1 p P

R p

I‘j

With the help of the t:f.aini-ﬁ"'gﬁlsé(illlé'nc(.a_,i.channel estimation and equal-
ization at the fusion becomes poé.sible.”.By adopting the ML estimator in
(4.1), our results show that the longer the training sequence, the better the
system performance. When there are several faulty sensors, the system per-
formance with training becomes even better than the system performance
with known covariance matrix, since the training procedure also helps the
fusion adapt the sensor fault situation. Specifically, it can be seen from
Figs. 6.13-6.16, the misclassification probability decreases as the number of
training vectors increases from 15 to 35.

Similar observations can be made from Figs. 6.17-6.20 with different
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4x10 WSN system with LO = 0.1 Spatially Correlated Channel (OSNR = 10dB) (stuck-at—-1 fault)
T T T T T T T T T
no fault, 15 training
—+— no fault, 25 training
—— no fault, 35 training
\. —— no fault, known covariance matrix

03 N 5 1 fault, 15 training 7
S —=— 1 fault, 25 training
Ik N s 1 fault, 35 training

- S 1 fault, known covariance matrix
—&— 2 fault, 15 training
—F— 2 fault, 25 training
—<+— 2 fault, 35 training
—— 2 fault, known covariance matrix

Probability of misclassification

Figure 6.13: Performance of the MED rule under p = 0.1 spatially
correlated channel at OSNR=10 dB for stuck-at-1 faults when 4 x 10

code matrix is employed.
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4x10 WSN system with LO = 0.1 Spatially Correlated Channel (OSNR = 10dB) (random fault)
T T T T T T T T T
no fault, 15 training
—+— no fault, 25 training
\ —— no fault, 35 training
N\ —— no fault, known covariance matrix

N = 1 fault, 15 training 7
- —&— 1 fault, 25 training
S 1 fault, 35 training
S 1 fault, known covariance matrix
—&— 2 fault, 15 training
—F— 2 fault, 25 training A
—<+— 2 fault, 35 training
—— 2 fault, known covariance matrix

0.3

Probability of misclassification

Figure 6.14: Performance of the MED rule under p = 0.1 spatially
correlated channel at OSNR=10 dB for random faults when 4 x 10

code matrix is employed.
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4x10 WSN system with LO = 0.1 Spatially Correlated Channel (CSNR = 10dB) (stuck-at-1 fault)

T T T T T T T
no fault, 15 training
0.6 —+— no fault, 25 training |
a —— no fault, 35 training
—— no fault, known covariance matrix
1 fault, 15 training
F: N —&— 1 fault, 25 training
A S 1 fault, 35 training
0.5[= . = 1 fault, known covariance matrix| -
NN —2£— 2 fault, 15 training
X & 7 —+— 2 fault, 25 training
g & —<+— 2 fault, 35 training
= A —— 2 fault, known covariance matrix
S
F 041
£
@
@
=
°
2
£
5 L
z 0.3
=
E
=
°
[
0.2
0.1~
0
-2 o 2 4 8 10 12 14

6
OSNR(dB)

Figure 6.15: Performance of the MED rule under p = 0.1 spatially
correlated channel at CSNR=10 dB for stuck-at-1 faults when 4 x 10

code matrix is employed.
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4x10 WSN system with LO = 0.1 Spatially Correlated Channel (CSNR = 10dB) (random fault)

T T T T T T T

no fault, 15 training

—+— no fault, 25 training

—— no fault, 35 training

—— no fault, known covariance matrix

0.6

1 fault, 15 training

A —&— 1 fault, 25 training

S 1 fault, 35 training
e 1 fault, known covariance matrix| -

—&— 2 fault, 15 training

—— 2 fault, 25 training

—<+— 2 fault, 35 training

—— 2 fault, known covariance matrix

0.3

Probability of misclassification

0.2

6
OSNR(dB)

Figure 6.16: Performance of the MED rule under p = 0.1 spatially
correlated channel at CSNR=10 dB for random faults when 4 x 10

code matrix is employed.
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4x10 WSN system with LO = 0.9 Spatially Correlated Channel (OSNR = 10dB) (stuck-at-1 fault)
T T T T T T T T T
no fault, 15 training
—+— no fault, 25 training
—— no fault, 35 training
—— no fault, known covariance matrix
0.3 —<— 1 fault, 15 training 7
—&— 1 fault, 25 training

—<%— 1 fault, 35 training

—— 1 fault, known covariance matrix
—&— 2 fault, 15 training

0.25 - . B —F— 2 fault, 25 training A
—<+— 2 fault, 35 training

—— 2 fault, known covariance matrix

Probability of misclassification

Figure 6.17: Performance of the MED rule under p = 0.9 spatially
correlated channel at OSNR=10 dB for stuck-at-1 faults when 4 x 10

code matrix is employed.
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4x10 WSN system with LO = 0.9 Spatially Correlated Channel (OSNR = 10dB) (random fault)
T T T T T T T T T
no fault, 15 training
—+— no fault, 25 training
—— no fault, 35 training
—— no fault, known covariance matrix
0.3 —<— 1 fault, 15 training 7
—&— 1 fault, 25 training
—<%— 1 fault, 35 training
—— 1 fault, known covariance matrix
—&— 2 fault, 15 training
0.25 - . B —F— 2 fault, 25 training A
—<+— 2 fault, 35 training
—— 2 fault, known covariance matrix

Probability of misclassification

Figure 6.18: Performance of the MED rule under p = 0.9 spatially
correlated channel at OSNR=10 dB for random faults when 4 x 10

code matrix is employed.
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4x10 WSN system with LO = 0.9 Spatially Correlated Channel (CSNR = 10dB) (stuck-at-1 fault)

T T T T T T T
no fault, 15 training
0.6 —+— no fault, 25 training |
a —— no fault, 35 training
—— no fault, known covariance matrix
1 fault, 15 training
—=— 1 fault, 25 training
S 1 fault, 35 training
05 = 1 fault, known covariance matrix| -
—&— 2 fault, 15 training
—— 2 fault, 25 training
—<+— 2 fault, 35 training
= —— 2 fault, known covariance matrix
S
F 041
£
‘@
@
=
°
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£
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2 0.3
=
E
=
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0.2
0.1~
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—A
0 L L 4
-2 o 2 4 10 12 14

6
OSNR(dB)

Figure 6.19: Performance of the MED rule under p = 0.9 spatially
correlated channel at CSNR=10 dB for stuck-at-1 faults when 4 x 10

code matrix is employed.
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4x10 WSN system with LO = 0.9 Spatially Correlated Channel (CSNR = 10dB) (random fault)

T T T T T T T
no fault, 15 training
—+— no fault, 25 training |
—— no fault, 35 training
—— no fault, known covariance matrix
1 fault, 15 training
—=— 1 fault, 25 training
S 1 fault, 35 training
05 = 1 fault, known covariance matrix| -
—&— 2 fault, 15 training
—— 2 fault, 25 training
—<+— 2 fault, 35 training
= —— 2 fault, known covariance matrix
S
g 04
£
‘@
@
=
°
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£
5 L
z 0.3
=
E
=
°
[
0.2
0.1~
0 I I
-2 o 2 4 10 12 14

6
OSNR(dB)

Figure 6.20: Performance of the MED rule under p = 0.9 spatially
correlated channel at CSNR=10 dB for random faults when 4 x 10

code matrix is employed.
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4x10 WSN system with Spatially Correlated Channel (OSNR = 10dB) (fault—free)
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Figure 6.21: Performan,eé:%f the MED .rule with perfect channel

HA . &
estimation under spatially ‘correlated changiel at OSNR=10 dB in

fault-free situation whau 4 p [1Q'mmatrix is employed.

correlation coefficient p = 0.9.% L

Comparing Fig. 6.13 with Fig. 6.17, we can see that the performances
curves corresponding to different channel correlation are distinct. We sum-
marize in Figs. 6.21 and 6.22 the system performances corresponding to dif-
ferent correlation factors under perfect channel estimation.

In Fig. 6.21, we observe that the performance curve turns flatter as
p grows. Thus, when channel correlation increases, the system performance
becomes irrelevant to the CSNR. This phenomenon can be explained through

the extreme case of p = 1, in which case the channel link noises are all

42



4x10 WSN system with Spatially Correlated Channel (CSNR = 10dB) (fault-free)
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Figure 6.22: Performance of the MED rule with perfect channel
estimation under spatially correlated channel at CSNR=10 dB in

fault-free situation when 4 x 10 code matrix is employed.
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equal. Then, no matter how small the CSNR is, the fusion center can easily
identify the noise quantity by receiving multiple sensor signals; hence, the
performance has no improvement by increasing the CSNR.

In addition, there are two distinct behaviors in the relationship between
channel correlation p and system performance. At low CSNR, the system
performance improves as p increases, while at high CSNR, the system perfor-
mance is worse for smaller p. The former case can be justified by the same
reason stated in the previous paragraph. A possible reason for the latter
case is that the DCFECC cod{e‘ r_matrix"ac‘lp.pted here is searched under the
uncorrelated channel assump’;ié:r-l, nfa;:m(lely,, p: 0, and the same code may

not be optimal when a non'_-z'_ero 2 _is{.'éansidéredj Similar trends on how the

system performance varies \A;f{]h' b"'.éan be bbsé»fved in Fig. 6.22.
Repeating the above simulations with 3 x 10 and 5 x 10 code matrices
under p = 0.1 and 0.9 yields Figs. 6.23-6.38, from which the same conclusion

can be drawn.
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3x10 WSN system with LO = 0.1 Spatially Correlated Channel (OSNR = 10dB) (stuck-at-1 fault)

T T T T T T T T T

no fault, 15 training

—+— no fault, 25 training

—— no fault, 35 training

—— no fault, known covariance matrix

1 fault, 15 training
—&— 1 fault, 25 training
S 1 fault, 35 training
e 1 fault, known covariance matrix
—&— 2 fault, 15 training
—F— 2 fault, 25 training
—=+— 2 fault, 35 training
—s— 2 fault, known covariance matrix| |

Probability of misclassification

Figure 6.23: Performance of the MED rule under p = 0.1 spatially
correlated channel at OSNR=10 dB for stuck-at-1 faults when 3 x 10

code matrix is employed.

45



3x10 WSN system with LO = 0.1 Spatially Correlated Channel (OSNR = 10dB) (random fault)
T T T T T T T T T
no fault, 15 training
—+— no fault, 25 training
—— no fault, 35 training
—— no fault, known covariance matrix
1 fault, 15 training
—&— 1 fault, 25 training
S 1 fault, 35 training
e 1 fault, known covariance matrix
—&— 2 fault, 15 training
—F— 2 fault, 25 training
—=+— 2 fault, 35 training
—s— 2 fault, known covariance matrix| |

Probability of misclassification

Figure 6.24: Performance of the MED rule under p = 0.1 spatially
correlated channel at OSNR=10 dB for random faults when 3 x 10

code matrix is employed.

46



3x10 WSN system with LO = 0.1 Spatially Correlated Channel (CSNR = 10dB) (stuck-at-1 fault)
T T T T T T T

no fault, 15 training

—+— no fault, 25 training

0.5 —— no fault, 35 training 7

—— no fault, known covariance matrix

1 fault, 15 training
A —=— 1 fault, 25 training

O 1 fault, 35 training

e 1 fault, known covariance matrix
—&— 2 fault, 15 training
—F— 2 fault, 25 training
—<+— 2 fault, 35 training
—— 2 fault, known covariance matrix

Probability of misclassification

6
OSNR(dB)

Figure 6.25: Performance of the MED rule under p = 0.1 spatially
correlated channel at CSNR=10 dB for stuck-at-1 faults when 3 x 10

code matrix is employed.
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3x10 WSN system with LO = 0.1 Spatially Correlated Channel (CSNR = 10dB) (random fault)
T T T T T T T

no fault, 15 training
—+— no fault, 25 training
0.5 —— no fault, 35 training 7
—— no fault, known covariance matrix

1 fault, 15 training
A —=— 1 fault, 25 training
S o~ 1 fault, 35 training
X = e 1 fault, known covariance matrix
Olé —&— 2 fault, 15 training
Y Q —F— 2 fault, 25 training
—<+— 2 fault, 35 training
—— 2 fault, known covariance matrix

0.3

Probability of misclassification

0.1

6
OSNR(dB)

Figure 6.26: Performance of the MED rule under p = 0.1 spatially
correlated channel at CSNR=10 dB for random faults when 3 x 10

code matrix is employed.
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3x10 WSN system with LO = 0.9 Spatially Correlated Channel (OSNR = 10dB) (stuck-at-1 fault)

T T T T T T T T T

no fault, 15 training

—+— no fault, 25 training

—— no fault, 35 training

—— no fault, known covariance matrix
——<—— 1 fault, 15 training

—&— 1 fault, 25 training

—<%— 1 fault, 35 training

——— 1 fault, known covariance matrix
—&— 2 fault, 15 training

—F— 2 fault, 25 training

—=+— 2 fault, 35 training

—s— 2 fault, known covariance matrix| |

Probability of misclassification

Figure 6.27: Performance of the MED rule under p = 0.9 spatially
correlated channel at OSNR=10 dB for stuck-at-1 faults when 3 x 10

code matrix is employed.
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3x10 WSN system with LO = 0.9 Spatially Correlated Channel (OSNR = 10dB) (random fault)

T T T T T T T T T

no fault, 15 training

—+— no fault, 25 training

—— no fault, 35 training

—— no fault, known covariance matrix
——<—— 1 fault, 15 training

—&— 1 fault, 25 training

—<%— 1 fault, 35 training

——— 1 fault, known covariance matrix
—&— 2 fault, 15 training

—F— 2 fault, 25 training

—=+— 2 fault, 35 training

—s— 2 fault, known covariance matrix| |

Probability of misclassification

Figure 6.28: Performance of the MED rule under p = 0.9 spatially
correlated channel at OSNR=10 dB for random faults when 3 x 10

code matrix is employed.
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3x10 WSN system with LO = 0.9 Spatially Correlated Channel (CSNR = 10dB) (stuck-at-1 fault)
T T T T T T T

no fault, 15 training
—+— no fault, 25 training
—— no fault, 35 training 7
—— no fault, known covariance matrix
1 fault, 15 training
—&— 1 fault, 25 training
S 1 fault, 35 training

e 1 fault, known covariance matrix
—&— 2 fault, 15 training
—F— 2 fault, 25 training
—<+— 2 fault, 35 training
—— 2 fault, known covariance matrix

Probability of misclassification

0.1~

6
OSNR(dB)

Figure 6.29: Performance of the MED rule under p = 0.9 spatially
correlated channel at CSNR=10 dB for stuck-at-1 faults when 3 x 10

code matrix is employed.
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3x10 WSN system with LO = 0.9 Spatially Correlated Channel (CSNR = 10dB) (random fault)
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Figure 6.30: Performance of the MED rule under p = 0.9 spatially
correlated channel at CSNR=10 dB for random faults when 3 x 10

code matrix is employed.
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5x10 WSN system with LO = 0.1 Spatially Correlated Channel (OSNR = 10dB) (stuck-at—-1 fault)
0.45 T T T T T T T T T

no fault, 15 training
—+— no fault, 25 training
—— no fault, 35 training
—#— no fault, known covariance matrix| |

= 1 fault, 15 training
—&— 1 fault, 25 training

S 1 fault, 35 training

S 1 fault, known covariance matrix| |
—&— 2 fault, 15 training
—F— 2 fault, 25 training
—=+— 2 fault, 35 training
—— 2 fault, known covariance matrix| |

Probability of misclassification

0
CSNR(dB)

Figure 6.31: Performance of the MED rule under p = 0.1 spatially
correlated channel at OSNR=10 dB for stuck-at-1 faults when 5 x 10

code matrix is employed.
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5x10 WSN system with LO = 0.1 Spatially Correlated Channel (OSNR = 10dB) (random fault)
0.45 T T T T T T T T T

no fault, 15 training
—+— no fault, 25 training
—— no fault, 35 training
—#— no fault, known covariance matrix| |

= 1 fault, 15 training
—&— 1 fault, 25 training
S 1 fault, 35 training
S 1 fault, known covariance matrix| |
—&— 2 fault, 15 training
—F— 2 fault, 25 training
—=+— 2 fault, 35 training
—— 2 fault, known covariance matrix| |

Probability of misclassification

0
CSNR(dB)

Figure 6.32: Performance of the MED rule under p = 0.1 spatially
correlated channel at OSNR=10 dB for random faults when 5 x 10

code matrix is employed.
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5x10 WSN system with LO = 0.1 Spatially Correlated Channel (CSNR = 10dB) (stuck-at-1 fault)
T T T T T T T

no fault, 15 training
—+— no fault, 25 training
—— no fault, 35 training
—— no fault, known covariance matrix

1 fault, 15 training T
—&— 1 fault, 25 training

& AN “— 1 fault, 35 training
* 5 X #— 1 fault, known covariance matrix
K k —&— 2 fault, 15 training
05 NN —&— 2 fault, 25 training -

—<+— 2 fault, 35 training
—— 2 fault, known covariance matrix

0.3

Probability of misclassification

0.1

0 I I I I I =
8 10 12 14

6
OSNR(dB)

Figure 6.33: Performance of the MED rule under p = 0.1 spatially
correlated channel at CSNR=10 dB for stuck-at-1 faults when 5 x 10

code matrix is employed.
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5x10 WSN system with LO = 0.1 Spatially Correlated Channel (CSNR = 10dB) (random fault)
T T T T T T T

no fault, 15 training
—+— no fault, 25 training
—— no fault, 35 training
—— no fault, known covariance matrix

0.6;;\\ s 1 fault, 15 training
T = —&— 1 fault, 25 training
E N &— 1 fault, 35 training
3 S #— 1 fault, known covariance matrix

4 —&— 2 fault, 15 training
0.5 : —+&— 2 fault, 25 training
—<+— 2 fault, 35 training
—— 2 fault, known covariance matrix
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Figure 6.34: Performance of the MED rule under p = 0.1 spatially
correlated channel at CSNR=10 dB for random faults when 5 x 10

code matrix is employed.
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5x10 WSN system with LO = 0.9 Spatially Correlated Channel (OSNR = 10dB) (stuck-at—-1 fault)
0.45 T T T T T T T T T

no fault, 15 training
—+— no fault, 25 training
—— no fault, 35 training
—#— no fault, known covariance matrix| |
- fault, 15 training
fault, 25 training
fault, 35 training
fault, known covariance matrix| |
fault, 15 training
fault, 25 training
fault, 35 training
fault, known covariance matrix| |

NNNNBR R

0.25— -

Probability of misclassification

Figure 6.35: Performance of the MED rule under p = 0.9 spatially
correlated channel at OSNR=10 dB for stuck-at-1 faults when 5 x 10

code matrix is employed.
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5x10 WSN system with LO = 0.9 Spatially Correlated Channel (OSNR = 10dB) (random fault)
0.45 T T T T T T T T T

no fault, 15 training
—+— no fault, 25 training
—— no fault, 35 training
—#— no fault, known covariance matrix| |
——<—— 1 fault, 15 training
—&— 1 fault, 25 training
—<%— 1 fault, 35 training
—=— 1 fault, known covariance matrix| |
—&— 2 fault, 15 training
—F— 2 fault, 25 training
—=+— 2 fault, 35 training
—— 2 fault, known covariance matrix| |

0.3

0.25

Probability of misclassification

Figure 6.36: Performance of the MED rule under p = 0.9 spatially
correlated channel at OSNR=10 dB for random faults when 5 x 10

code matrix is employed.
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5x10 WSN system with LO = 0.9 Spatially Correlated Channel (CSNR = 10dB) (stuck-at-1 fault)
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Figure 6.37: Performance of the MED rule under p = 0.9 spatially
correlated channel at CSNR=10 dB for stuck-at-1 faults when 5 x 10

code matrix is employed.
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5x10 WSN system with LO = 0.9 Spatially Correlated Channel (CSNR = 10dB) (random fault)
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Figure 6.38: Performance of the MED rule under p = 0.9 spatially

correlated channel at CSNR=10 dB for random faults when 5 x 10

code matrix is employed.
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6.3 Non-identical uncorrelated wireless link noises

In this section, we simulate the situation that the distributed sen-
sors may have different distances to the fusion center, which results in non-
identical variances in local link noises. As a simplification of the considered

situation, the channel covariance matrix is devised of the form:

1 00000O0O0O0O
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o 1
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Figures 6.39-6.46 present the simulation results of 4 x 10 system under
p=10.1and p = 0.9. In these figures, the effect of the ML channel estimator
used in the preceding section is again illustrated.

In this section, the factor p becomes the deviation between two blocks

of sensor link noises. To be specific, when p is close to one, the system returns
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4x10 WSN system with LO = 0.1 Non-identical Uncorrelated Channel (OSNR = 10dB) (stuck-at-1 fault)
T T T T T T T T T

no fault, 15 training

—+— no fault, 25 training

—— no fault, 35 training

—— no fault, known covariance matrix

0.3 >— 1 fault, 15 training 7

—&— 1 fault, 25 training

S 1 fault, 35 training

S 1 fault, known covariance matrix

—&— 2 fault, 15 training

0.25 - . B —F— 2 fault, 25 training A

—<+— 2 fault, 35 training

—— 2 fault, known covariance matrix

Probability of misclassification

0 I I I I I I I I I

0
CSNR(dB)

Figure 6.39: Performance of the MED rule under p = 0.1 non-
identical uncorrelated channel at OSNR=10 dB for stuck-at-1 faults

when 4 x 10 code matrix is employed.
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4x10 WSN system with LO = 0.1 Non-identical Uncorrelated Channel (OSNR = 10dB) (random fault)
T T T T T T T T T
no fault, 15 training
—+— no fault, 25 training
—— no fault, 35 training
—— no fault, known covariance matrix
0.3 >— 1 fault, 15 training 7
—&— 1 fault, 25 training

S 1 fault, 35 training

S 1 fault, known covariance matrix
—&— 2 fault, 15 training

0.25 - . B —F— 2 fault, 25 training A
—<+— 2 fault, 35 training

—— 2 fault, known covariance matrix
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Figure 6.40: Performance of the MED rule under p = 0.1 non-
identical uncorrelated channel at OSNR=10 dB for random faults

when 4 x 10 code matrix is employed.
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4x10 WSN system with LO = 0.1 Non-identical Uncorrelated Channel (CSNR = 10dB) (stuck-at-1 fault)
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Figure 6.41: Performance of the MED rule under p = 0.1 non-
identical uncorrelated channel at CSNR=10 dB for stuck-at-1 faults

when 4 x 10 code matrix is employed.
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4x10 WSN system with LO = 0.1 Non-identical Uncorrelated Channel (CSNR = 10dB) (random fault)
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Figure 6.42: Performance of the MED rule under p = 0.1 non-
identical uncorrelated channel at CSNR=10 dB for random faults

when 4 x 10 code matrix is employed.
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4x10 WSN system with LO = 0.9 Non-identical Uncorrelated Channel (OSNR = 10dB) (stuck-at-1 fault)
T T T T T T T T T

no fault, 15 training

—+— no fault, 25 training

—— no fault, 35 training

—— no fault, known covariance matrix

= 1 fault, 15 training
—&— 1 fault, 25 training
S 1 fault, 35 training
S 1 fault, known covariance matrix
—&— 2 fault, 15 training
—F— 2 fault, 25 training A
—<+— 2 fault, 35 training
—— 2 fault, known covariance matrix

Probability of misclassification

Figure 6.43: Performance of the MED rule under p = 0.9 non-
identical uncorrelated channel at OSNR=10 dB for stuck-at-1 faults

when 4 x 10 code matrix is employed.
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4x10 WSN system with LO = 0.9 Non-identical Uncorrelated Channel (OSNR = 10dB) (random fault)
T T T T T T T T T
no fault, 15 training
—+— no fault, 25 training
—— no fault, 35 training
—— no fault, known covariance matrix

= 1 fault, 15 training
—&— 1 fault, 25 training
S 1 fault, 35 training
S 1 fault, known covariance matrix
—&— 2 fault, 15 training
—F— 2 fault, 25 training A
—<+— 2 fault, 35 training
—— 2 fault, known covariance matrix

Probability of misclassification

Figure 6.44: Performance of the MED rule under p = 0.9 non-
identical uncorrelated channel at OSNR=10 dB for random faults

when 4 x 10 code matrix is employed.
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4x10 WSN system with LO = 0.9 Non-identical Uncorrelated Channel (CSNR = 10dB) (stuck-at-1 fault)
T T T T T T T T
no fault, 15 training
—+— no fault, 25 training
—— no fault, 35 training
—— no fault, known covariance matrix

. 1 fault, 15 training
0.5 A —— 1 fault, 25 training

E S 1 fault, 35 training
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Figure 6.45: Performance of the MED rule under p = 0.9 non-
identical uncorrelated channel at CSNR=10 dB for stuck-at-1 faults

when 4 x 10 code matrix is employed.
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4x10 WSN system with LO = 0.9 Non-identical Uncorrelated Channel (CSNR = 10dB) (random fault)
T T T T T T T T
no fault, 15 training
—+— no fault, 25 training
—— no fault, 35 training
—— no fault, known covariance matrix

1 fault, 15 training
—&— 1 fault, 25 training
S 1 fault, 35 training
e 1 fault, known covariance matrix
—&— 2 fault, 15 training
—F— 2 fault, 25 training
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—s— 2 fault, known covariance matrix| |
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Figure 6.46: Performance of the MED rule under p = 0.9 non-
identical uncorrelated channel at CSNR=10 dB for random faults

when 4 x 10 code matrix is employed.
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4x10 WSN system with Non-identical Uncorrelated Channel (OSNR = 10dB) (fault-free)
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Figure 6.47: Performance of the MED rule with perfect channel
estimation under non-identical uncorrelated channel at OSNR=10

dB in fault-free situation when 4 x 10 code matrix is employed.
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4x10 WSN system with Non—identical Unorrelated Channel (CSNR = 10dB) (fault-free)
T T
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Figure 6.48: Performance of the MED rule with perfect channel

estimation under non-identical uncorrelated channel at CSNR=10

dB in fault-free situation when 4 x 10 code matrix is employed.
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to the AWGN wireless link noises. When p is deviated from one, five-out-of-
ten sensors will have relatively low CSNR as contrary to the remaining five
sensors. Figures 6.47 and 6.48 summarize the simulations.

From Fig. 6.47, we observe that the deviation between link noises can
improve the performance at low CSNRs, but worsen the performance at high
CSNRs. We remark on this phenomenon from two points of view. On the one
hand, at high average CSNR, the system performance is already reached its
floor value; hence, the system performance will be affected more by the five
relatively low CSNR links rather‘ r_tﬂ‘han "the-.ﬁyfa relatively high CSNR links. So,
the deviation between link ri(;iséé calni qnly .y\;:?fsen the overall performance.

On the other hand, the err@_r',_conttrc_)l”é.‘o'“('iing technique used allows the fusion

center to make the CorrectZﬁgl()-b:alﬁldle(.:.ilsii;(')n._e:v'en if there are several faulty
sensors. Therefore, by sacrificing tile locléjl CSNR of some sensors to increase
the local CSNR of the remaining sensors (so that the overall average CSNR
is fixed), the system performance can be improved.

In Fig. 6.48, since the system is simulated at high CSNR=10 dB, the
unbalance in local noise variances will slightly worsen the performance.

Repeating the above simulations with 3 x 10 and 5 x 10 code matrices
under p = 0.1 and 0.9 yields Figs. 6.49-6.64, for which similar remarks can

be accordingly made.
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3x10 WSN system with LO = 0.1 Non-identical Uncorrelated Channel (OSNR = 10dB) (stuck-at-1 fault)
T T T T T T T T T

no fault, 15 training

—+— no fault, 25 training

—— no fault, 35 training

—— no fault, known covariance matrix
——<—— 1 fault, 15 training

—&— 1 fault, 25 training
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Figure 6.49: Performance of the MED rule under p = 0.1 non-
identical uncorrelated channel at OSNR=10 dB for stuck-at-1 faults

when 3 x 10 code matrix is employed.

73



3x10 WSN system with LO = 0.1 Non-identical Uncorrelated Channel (OSNR = 10dB) (random fault)
T T T T T T T T T
no fault, 15 training
—+— no fault, 25 training
—— no fault, 35 training
—— no fault, known covariance matrix

1 fault, 15 training
—&— 1 fault, 25 training
S 1 fault, 35 training
e 1 fault, known covariance matrix
—&— 2 fault, 15 training
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—=+— 2 fault, 35 training
—s— 2 fault, known covariance matrix| |
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Figure 6.50: Performance of the MED rule under p = 0.1 non-
identical uncorrelated channel at OSNR=10 dB for random faults

when 3 x 10 code matrix is employed.
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3x10 WSN system with LO = 0.1 Non-identical Uncorrelated Channel (CSNR = 10dB) (stuck-at-1 fault)

6
OSNR(dB)

0-5‘k T T T T T T T
~~ no fault, 15 training
<
I —+— no fault, 25 training
045k~ —<— no fault, 35 training
—#— no fault, known covariance matrix|
—&— 1 fault, 15 training
0.4 —+&— 1 fault, 25 training
1 fault, 35 training
#— 1 fault, known covariance matrix
£— 2 fault, 15 training
0351~ —f— 2 fault, 25 training
s —<— 2 fault, 35 training
-] —v— 2 fault, known covariance matrix|
S N\
£ 03F -
8
K
o
2
€ 0251~
s
2
g o2
]
[}
[
0.15-
01
0.05-
o i i i i i i i —
-2 0 2 4 8 10 12 14

Figure 6.51: Performance of the MED rule under p = 0.1 non-
identical uncorrelated channel at CSNR=10 dB for stuck-at-1 faults

when 3 x 10 code matrix is employed.
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3x10 WSN system with LO = 0.1 Non-identical Uncorrelated Channel (CSNR = 10dB) (random fault)
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Figure 6.52: Performance of the MED rule under p = 0.1 non-
identical uncorrelated channel at CSNR=10 dB for random faults

when 3 x 10 code matrix is employed.
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3x10 WSN system with LO = 0.9 Non-identical Uncorrelated Channel (OSNR = 10dB) (stuck-at-1 fault)
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Figure 6.53: Performance of the MED rule under p = 0.9 non-
identical uncorrelated channel at OSNR=10 dB for stuck-at-1 faults

when 3 x 10 code matrix is employed.

7



Probability of misclassification

3x10 WSN system with LO = 0.9 Non-identical Uncorrelated Channel (OSNR = 10dB) (random fault)
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Figure 6.54: Performance of the MED rule under p = 0.9 non-

identical uncorrelated channel at OSNR=10 dB for random faults

when 3 x 10 code matrix is employed.
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3x10 WSN system with LO = 0.9 Non-identical Uncorrelated Channel (CSNR = 10dB) (stuck-at-1 fault)
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Performance of the MED rule under

p = 0.9 non-

identical uncorrelated channel at CSNR=10 dB for stuck-at-1 faults

when 3 x 10 code matrix is employed.
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3x10 WSN system with LO = 0.9 Non-identical Uncorrelated Channel (CSNR = 10dB) (random fault)
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Figure 6.56: Performance of the MED rule under p = 0.9 non-
identical uncorrelated channel at CSNR=10 dB for random faults

when 3 x 10 code matrix is employed.
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5x10 WSN system with LO = 0.1 Non-identical Uncorrelated Channel (OSNR = 10dB) (stuck-at-1 fault)
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Figure 6.57: Performance of the MED rule under p = 0.1 non-
identical uncorrelated channel at OSNR=10 dB for stuck-at-1 faults

when 5 x 10 code matrix is employed.
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5x10 WSN system with LO = 0.1 Non-identical Uncorrelated Channel (OSNR = 10dB) (random fault)
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Figure 6.58: Performance of the MED rule under p = 0.1 non-
identical uncorrelated channel at OSNR=10 dB for random faults

when 5 x 10 code matrix is employed.
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5x10 WSN system with LO = 0.1 Non-identical Uncorrelated Channel (CSNR = 10dB) (stuck-at-1 fault)
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Figure 6.59: Performance of the MED rule under p = 0.1 non-
identical uncorrelated channel at CSNR=10 dB for stuck-at-1 faults

when 5 x 10 code matrix is employed.
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5x10 WSN system with LO = 0.1 Non-identical Uncorrelated Channel (CSNR = 10dB) (random fault)
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Figure 6.60: Performance of the MED rule under p = 0.1 non-
identical uncorrelated channel at CSNR=10 dB for random faults

when 5 x 10 code matrix is employed.
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5x10 WSN system with LO = 0.9 Non-identical Uncorrelated Channel (OSNR = 10dB) (stuck-at-1 fault)
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Figure 6.61: Performance of the MED rule under p = 0.9 non-
identical uncorrelated channel at OSNR=10 dB for stuck-at-1 faults

when 5 x 10 code matrix is employed.
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5x10 WSN system with LO = 0.9 Non-identical Uncorrelated Channel (OSNR = 10dB) (random fault)
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Figure 6.62: Performance of the MED rule under p = 0.9 non-
identical uncorrelated channel at OSNR=10 dB for random faults

when 5 x 10 code matrix is employed.
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5x10 WSN system with LO = 0.9 Non-identical Uncorrelated Channel (CSNR = 10dB) (stuck-at-1 fault)
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Figure 6.63: Performance of the MED rule under p = 0.9 non-
identical uncorrelated channel at CSNR=10 dB for stuck-at-1 faults

when 5 x 10 code matrix is employed.
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5x10 WSN system with LO = 0.9 Non-identical Uncorrelated Channel (CSNR = 10dB) (random fault)
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Figure 6.64: Performance of the MED rule under p = 0.9 non-
identical uncorrelated channel at CSNR=10 dB for random faults

when 5 x 10 code matrix is employed.

88



Chapter 7

Conclusion

In this thesis, we propose a soft-decision fusion rule to be employed
in the WSN classification system under correlated additive Gaussian link
noises. In light of the DCFECC approach, the minimum Euclidean dis-
tance (MED) fusion rule succes:sr'fﬁll‘l.y iprovldes a considerable fault-tolerance
capability against both dei‘:nel)r.minisl‘tli?di. c')rrandom sensor faults. With the
help of the pre-sent traininéﬁéeqqé?é’é,—i_&;&eh@miel covariance matrix can be
maximum-likelihoodly estime;fé‘;i';‘gmd fqrthe'fuoptimally equalized by means
of the modified MED fusion rule. Furthermore, in terms of the MED fusion

rule, the code matrix search criterion can be simplified under AWGN channel

assumption.
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