
Chapter 3 

Iterative Decoding of BICM Systems 

 

 In the receiver with BICM, we separate the receiver into two parts: the inner 

detector and the outer decoding. With iterations between the MIMO inner detector 

and the outer decoder, the soft information of MAP decoder can be passed to the inner 

detector to improve the signal detection, and vice versa. The bit metrics (soft 

information) of the inner detector is computed according to [4] and the BCJR 

algorithm [16] is applied to calculate the a posteriori log likelihood ratios (LLRs) of 

the coded bits. In this chapter, we will describe the methods of calculating the bit 

metrics of the inner detector and the BCJR algorithm. 

 

3.1    APP detector  

 

 The APP detector computes the a posteriori probability (APP) for coded bit , 

i=0,…,  , where the constellation size |A| = , given the channel received 

signal ( see equation (2.1) , ), as follows, 
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 is the a priori information of the detector, ,i bχ  is the 

set of symbols with , ic b= { }1,0b∈ ,  is the set of indices j with ,i xJ

{ }, | 0,..., 1,  ,  1i x jJ j j m j i c= = − ≠ = . 

 

3.2    MAP decoder  

 

  In the BICM-ID system, soft information is passed from the detector to the 

decoder and vice versa at bit level. Therefore, we need to calculate the bit metrics 

before entering the bit-level de-interleaver. The BCJR algorithm is utilized to 

calculate the bit metrics we need. 

 Assume the code rate of the convolutional code is 1/ 2cR = , is the th 
nb n

information bit at the input of the decoder and ( ),0 ,1,n n nc c=c is the output bits of the 
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decoder. 

( ),0 ,1,n n nc c=c
nb

 

The a posteriori LLR of  for the MAP decoder is defined as ,i jc
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where 

 ( ),A Dec nL c = ( ) ( ){ }, ,0 , ,1,A Dec n A Dec nL c L c  

(, , )A Dec n jL c : a priori LLR of coded bit  at the input of the decoder at time n

 : the state of information bit at time  

,n jc

nS n

( )k
jΩ : the set of state transition from m′ to and the m thj bit of output is 
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Define the backward metrics ( )n mβ as 
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And define the transition metrics ( ),n m mγ ′ as              
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According to [16] , 
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The a posteriori LLR of information bit is nb
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where 
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