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Abstract

Hybrid automatic repeat request (HARQ) that'combines ARQ and forward error
correction (FEC) is a promising error-correcting technique for wireless communications.
In reliability-based HARQ (RB-HARQ), the bits/ that are to be retransmitted are
adaptively selected at the receiver'based’on the €stimated bit reliabilities at the output of
a soft decoder. This technique has the potential of improving system throughput. In this
thesis, we propose an adaptive algorithm which can accordingly choose the sizes of
retransmissions under the quality of service (QoS) constraints such as the maximum
number of retransmissions allowed per packet and packet loss probability.
Multiple-input  multiple-output  orthogonal  frequency-division  multiplexing
(MIMO-OFDM) is suitable for the increasing demand of the high-performance 4G
broadband wireless communications with multiple antennas at both the transmitter and
receiver sides. In this thesis, we then consider a new wireless communication system
combining both MIMO-OFDM and RB-HARQ techniques and propose an adaptive
MIMO-OFDM transceiver architecture along with a specifically designed loading
procedure to dynamically adjust the transmission parameters such as retransmission size,
number of retransmission, modulation order and transmit power over spatial and
frequency channels, according to the instantaneous channel statistics, to meet the target
QoS. Finally, we evaluate of the performance of the proposed systems, and confirm that

it functions well in a typical broadband wireless access environment.
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Chapter 1

Introduction

Next generation broadband wireless communication systems are expected to
provide users with multimedia services such as high-speed internet access, wireless
television, mobile computing, and etc. The rapid growing demand for these services is
driving the wireless communig¢ation technology towards higher data rates, higher
mobility and higher carrier fréequency. However; the physical limitation of the wireless
channel, typically subject to both time=selective and frequency-selective fading that are
induced by carrier phase/frequency: drifts; Doppler shifts and multipath propagation,
presents a fundamental challenge for reliable communications. On the other hand, the
limited availability of bandwidth promotes an emerging issue of high spectral efficiency.
Hence, recent research efforts are carried out to develop efficient coding and
modulation schemes along with sophisticated signal processing algorithms to improve
the quality and spectral efficiency of wireless communication links. Some popular
examples include smart antenna, in particular multiple-input multiple-output (MIMO)
technology [1]-[6], coded multicarrier modulation, adaptive modulation [7]-[10], and
link-level retransmission techniques [11].

MIMO systems can be defined as follows: Given an arbitrary wireless system, we

consider a link for which the transmitter side as well as the receiver side is equipped



with multiple antennas. Such setup is illustrated in Figure 2.1. The signals on the
transmit antennas at one end and the receive antennas at the other end are
“co-processed” in such a way that the quality (packer error rate (PER)) or the data rate
(bits/sec) of the communication link is improved. A core idea in MIM-OFDM systems
is the space-time signal processing in which time is complemented with the spatial
dimension inherent in the use of multiple spatially distributed antennas. A key feature
of MIMO systems is to efficiently exploit the multipath, rather than mitigate it, to
achieve the signal decorrelation necessary for separating the co-channel signals.
Specifically, the multipath phenomenon presents itself as a source of diversity that
takes advantage of random fading.

Orthogonal frequency division multiplexing (OFDM) is a multipath-friendly
mechanism that treats the whole transmission. band as a set of adjacent narrow
sub-bands. This property leads OFDM to-be chosen over a single-carrier solution to
avoid using a complicated equalizet, which-is usually a heavy burden in a wideband
communication receiver. Moreover, »with proper coding and interleaving across
frequencies, multipath turns into an OFDM system advantage by yielding frequency
diversity. OFDM can be implemented efficiently by using the Fast Fourier Transforms
(FFTs) at the transmitter and receiver. At the receiver, FFT reduces the channel
response into a multiplicative constant on a tone-by-tone basis.

In 1996, a new wireless communication scheme based on combination of the
concepts of MIMO and OFDM was proposed [12]. Since then, MIMO-OFDM becomes
an emerging research topic. The signaling scheme and receiver design are categorized
into two categories: spatial multiplexing (SM) and spatial diversity (SD) schemes. In
the former system, different data streams are transmitted from different antennas

simultaneously and detected based on their unique spatial signature at the receiver. This



implies the creation of parallel spatial channels to maximize the data rate.

For the next communication, the requirement of Quality of Services (QoS)
becomes more important. Two techniques are fundamental for reliability: forward error
correction (FEC) and automatic repeat request (ARQ). Hybrid ARQ (HARQ) is a
variation of the ARQ error control method, which gives better performance than
ordinary ARQ, particularly over wireless channels, at the cost of increased
implementation complexity. When the coded data block is received, the receiver first
decodes the error-correction code. If the channel quality is good enough, all
transmission errors should be correctable, and the receiver can obtain the correct data
block. If the channel quality is bad and not all transmission errors can be corrected, the
receiver will detect this situation using the error-detection code, then the received
coded data block is discarded and a retransmission is requested by the receiver, similar
to ARQ.

WiMAX is defined as Worldwide Interoperability for Microwave Access by the
WIMAX Forum [13], [14]. The Forum: describes WiMAX as "a standards-based
technology enabling the delivery of last mile wireless broadband access as an
alternative to cable and DSL." WiMAX uses the advanced techniques such as
multi-channel scalable OFDM, HARQ, FEC, MIMO and other complementary
technologies as are part of WIMAX. WiMAX is designated as the metropolitan area
network (MAN) technology that can connect IEEE 802.11 (Wi-Fi) hotspots with each
other and to other parts of the Internet and provide a wireless alternative to cable and
DSL for last mile broadband access. It is also anticipated that WiIMAX will allow
inter-penetration for broadband service provision of VoIP, video, and Internet
access—simultaneously.

In principle, the MIMO technologies can provide not only the antenna gain for



interference suppression, but also various point-to-point link profits for covering wider
service regions and improving various QoS. High-speed data service in WMANs
through MIMO largely relies on rich-scattering and reliable background channel
conditions. The radio environment inside a network, however, may be time-varying,
and within which high-speed transmission may lead to high frame error rates. To
sustain good link services, adaptive modulation techniques are proposed to dynamically
adjust transmission parameters based on the near instantaneous channel state
information (CSI) [9],[10] to ease channel impairments. Also, most wireless
communication transceivers have built-in modules for supporting PHY layer data
processing and MAC layer resource management. As a result, cross-layer processing
that exploits the joint resource for more efficient PHY layer designs and more effective
MAC protocol setups will become an importantissue. In this thesis, we will attempt to
develop an adaptive wireless fransceiver that can take advantages of the existing system
jointly to effectively exploit the available degrees of freedom in the wireless
communication systems. Besides, /an-adaptive wireless transceiver which employs
smart antenna and spatial multiplexing techniques is proposed to overcome the wireless
channel impairments.

This thesis is organized as follows. In Chapter 2, we describe the general data
model and channel capacity of a MIMO communication link. Spatial multiplexing
technique is also presented to provide a preliminary overview. In Chapter 3, we
introduce the principle of algorithm of reliability-based HARQ (RB-HARQ) which is
based on low density parity-check (LDPC) codes [15]-[20]; Moreover, we propose an
adaptive algorithm which can accordingly choose the sizes of retransmissions under the
QoS constraints such as the maximum number of retransmissions allowed per packet

and packet loss probability. In Chapter 4, we develop the cross-layer design by



combining AMC at PHY layer with several MAC protection strategies; We propose an
adaptive MIMO-OFDM transceiver architecture along with a specifically designed
loading procedure to dynamically adjust the transmission parameters such as
retransmission size, number of retransmission, modulation order and transmit power
over spatial and frequency channels, according to the instantaneous channel statistics,
to meet the target QoS. Finally, Chapter 5 gives concluding remarks of this thesis and

leads the way to some potential future works.



Chapter 2

Overview of IEEE 802.16 System

IEEE 802.16 is a wireless communication system that provides high-throughput
broadband connections. IEEE 802.16 can be used for a number of applications,
including "last mile" broadband connections, hotspots and cellular backhaul, and
high-speed enterprise connectivity for business. IEEE 802.16 uses several advance
techniques in PHY layer, such as OFDM, and MIMO. OFDM is one of the most
promising PHY layer technologies, for-high data rate wireless communications due to
its robustness to frequency selective fading,” high spectral efficiency, and low
computational complexity. OFDM can be used in conjunction with a MIMO transceiver
to increase the diversity gain and/or the system capacity by exploiting spatial domain.
Because the OFDM system effectively provides numerous parallel narrowband
channels, MIMO-OFDM is considered a key technology in emerging high-data rate
systems such as [EEE 802.16, IEEE 802.11n, and 4G. In this chapter, we introduce the

basic ideas of the MIMO-OFDM systems and key features of IEEE 802.16.

2.1 Review of MIMO-OFDM System

MIMO-OFDM is considered a key technique in high-data rate systems. In this

section, we introduce the basic ideas and key features of MIMO-OFDM systems.



2.1.1 OFDM : Concept and Technique

OFDM can be regarded as either a modulation or a multiplexing technique. The
basic concept of OFDM is to split a high rate data stream into a number of lower rate
streams that are transmitted simultaneously over subcarriers. In order to eliminate the
effect of inter-symbol interference (ISI), a guard time is appended to each OFDM
symbol. The guard time is chosen to be larger than the maximum delay spread such that
the current OFDM symbol never hears the interference from the previous one. However,
this method will cause the inter-carrier interference (ICI) due to the loss of
orthogonality between subcarriers. To solve this problem, OFDM symbols are
cyclically extended in the guard time to introduce cyclic prefix (CP). This ensures that
the delayed replicas of an OFDM symbol,always have an integer number of cycles
within the FFT interval. As a result, €P resolves both ISI and ICI problems caused by
multipath, as long as the delay ‘spread of channel is smaller than the length of CP.
Besides, adding CP makes the transmitted OFDM symbol appear periodic, and the
linear convolution process of the transmitted OFDM symbols (containing CP) with
channel impulse response will be translated into a circular convolution one. According
to discrete-time linear system theory, this circular convolution is equivalent to
multiplying the frequency response of the OFDM symbol with the channel’s frequency
response. This property can be demonstrated as follows:

Assuming that the channel length is smaller than N, (number of samples in CP),

we can express the received data vector y as

y =Hx+n (2.1)
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When we use singular value decomposition (SVD), we have

H = FAM” (2.3)

where FF =1 and MM =I.Ifwelet x = MX and Y = FHy , then we can get

Y =Fy=F/(Hx+n)=F'HMX + N = AX+N (2.4)
FHn

It is interesting to note that when the guard period contains a CP, thatis, z_, = z,_; for

i=1...,N, , Equation (2.2) can be rewritten in a more compact matrix form
hy B o thp 0 g 0
0 h() hfl 5= h N, S 0
Yn.—1 Py 5 In, 1| |"N,—1
S =]0 0 I hy . thp N S I (2.5)
yo h Ncp 0 0 hU h Ncp 1 xo 770
Iy N, 0 0 hy

and H becomes the so called “circulant matrix” and has the property that H = QH AQ,
where Q is a discrete Fourier transform (DFT) matrix with kith entry as

1 —]’27rﬁ

W=pre (2.6)

and the transformed symbol is x = QH X (inverse DFT (IDFT) of x). Thus X can be
interpreted as symbols in the frequency domain. At the receiver, we have the received

data y being transformed to Y .



Y =Q"y=Q"(Hx+n)

=Q"HQ" X +Q"y 2.7)
A N
=AX+N

Now, we can realize that by using CP, the OFDM modulation is equivalent to multiplying
the frequency domain signals of the OFDM symbol (that is, X ) with the channel’s
frequency response A .

Broadband transmission over multipath channels usually exhibits frequency
selective fading. Since data rate requirements can be expected to increase even further
in the future, this effect is likely to amplify. In OFDM, frequency diversity can be
realized through coding and interleaving across subcarriers. Because information bits
are separated over many subcarriers, the impairment of fading occurring at particular
frequency tones can be mitigated:xAs a consequence, in the coded OFDM systems the
presence of frequency selective fading actually saves the frequency tones at fading.
Depending on the coding rate-and interleaving death, gains can be achieved at locations
experiencing significant delay spread.

It can be concluded that OFDM is a powerful modulation technique that increases
bandwidth efficiency and simplifies the removal of distortion due to a multipath
channel. Advances in FFT algorithm enable OFDM to be efficiently implemented in
hardware, even for a large number of subcarriers. The key advantages of OFDM

transmission are summarized as follows:

1. OFDM deals with multipath delay channels in an efficient way. The
implementation complexity is significantly lower than that of a single carrier
system with an equalizer.

2. OFDM has a long symbol period (compared to an equal data-rate
single-carrier system) that allows OFDM to be more robust against impulse

noise.



3. OFDM supports dynamic bit loading that enable different subcarriers to use
different modulation modes depending on the channel characteristic or the
noise level. Therefore, improved performance can be achieved in this

systematic way.

2.1.2 MIMO : Concept and Technique

MIMO contains two important techniques: SM and diversity. Figure 2.1 shows the
diagram of a MIMO wireless transmission system. SM is a technique that yields an
increased bit rate by using multiple antennas at both end of the wireless link [1]-[3].
This increase comes at no extra bandwidth and power consumption. However, such a
technique calls for an efficient way, tormap the transmit signals to individual antenna
elements. At the receiver, the individual data:streams are separated and demultiplexed
to yield the original transmitted signals, as illustrated in Figure 2.2. The separation is
made possible by the fact that the* rich multipath contributes to lower correlation
between MIMO channel coefficients, and hence creates a desirable coefficient matrix
condition (i.e., full rank and low condition number) to resolve NN, unknowns from a

linear system of N, equations. In the following, we will introduce two SM schemes.

Transmitter m Receiver
h, 71 > 1
ll h 77t 1
S v,

t t

772
2 ¢ 2
s; r
) 772
N, Rich Scattering ! N,
S Environment v

N, -antennas N, -antennas

Figure 2.1: Diagram of a MIMO wireless transmission system
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Transmitter Receiver

M)
=\ =V =
I=T

Figure 2.2: Illustration of a spatial multiplexing system

2.1.2.1 Diagonal Bell Labs’ Layered Space-Time

The Layered Space-Time processing concept was first introduced by Foschini [1]
at Bell Labs. The first version, Diagonal Bell Labs’ Layered Space-Time (D-BLAST),
utilizes multiple antenna arrays at both the. transmitter and receiver, and an elegant
diagonally-layered coding structurey in -which “code blocks are dispersed across
diagonals in space-time. The encoding and decoding procedures are described as
follows:

e Encoding:

Considering a system equipped with N, transmit and N, receive antennas, the
encoder applies the space-time codes to the input to generate a semi-infinite matrix C
of N, rows to be transmitted. Figure 2.3 shows the encoding scheme, where c’f.,
representing an element in the Ath row and 7th column of C, is transmitted by the kith
transmit antenna at time 7. The data received at time 7 by the /th receive antenna is
rTl, which contains a superposition of clﬁ, k=12,...,N,, and an AWGN noise
component. Each subsequence is encoded using a conventional 1-D constituent code
with low decoding complexity.

e Decoding:

At any instance 7, the received data vector is r, = H_c_+ n.. The decoding

11



1 2 N 1F

task is to determine c. =|c.,c;,...,C;

with the only available information being

r

~ and H_. The D-BLAST uses a repeated process of interference suppression,

symbol detection and interference cancellation for decoding all symbols,

N N

T T

yeens ci . Such decoding process could be expressed in a general form:
Let the QR decomposition of H_ be Q. R, where Q, isan N, x N, unitary

matrix and R_ isan N, x N, upper triangular matrix. We modify the received data

to get
H H H H H
yT = QT rT - QT HTCT + QT 1]7' - QT Q’T RTCT + QT nT
Iy, i, (2.8)
= RTC’T + ﬁT
where
2.2 2,N,
U il g Ty
2 U= 72
T ~ T
Y = - | RT = 0 7"7:Nt7Nt 9 'lT = . (29)
0 0
yr' TAl
0¥l
0 0 0
Since R_ is upper triangular,
yb = rFFek 47k {contribution from ¢f*',cf2,.eM ) (2.10)

l

Now, we can figure out that the interference from ¢, [ <k < N,, are first suppressed

in y* and the residual interference terms in Equation (2.10) can be cancelled by the

available decisions éf“ ék”,...,é{v‘. Assuming all these decisions are correct, the

s
present decision variable is

& =rFrk L7t k=12, N, (2.11)

k

The relationship between ¢ and ¢ in Equation (2.11) can be interpreted as the

input and output of a single-input and single output channel with the channel power

12



gain ‘rk’k ‘2 and AWGN. The channel power gain ‘rk’kf are independently
chi-squared distributed with 2 x (N,, —k+ 1) degrees of freedom. Moreover, if there
are no decision feedback errors, we can treat the kth row of the C matrix as transmitted
over a (N,,N,)= (LN, —k+1) system without interference from the other rows
and all fades are i.i.d.

Figure 2.4 shows typical decoding steps (suppression, detection, decoding and
cancellation) performed in a D-BLAST system. The receiver generates decisions for the
first diagonal of C, ¢, ¢;,... ,é]f,/t’ . Based on these decisions, the diagonal is decoded
and fed back to remove the contribution of this diagonal from the received data. The
receiver continues to decode the next diagonal and so on. The encoded substreams

share a balanced presence over all paths to the receiver, so none of the individual

substreams is subject to the worst path.

Information Bits

Space

D-BLAST C = 0 |cile]ci|c?

0 0 Cy Cil Cs| Cq

S OEm
s OO0
—— DEO

v

Time
A
Space
1
| e e
2 2 2
V-BLAST C = ¢
3 3 3
Sl e
AN N S A I AN N N N >
>
Time

Figure 2.3: Diagonal and vertical layered space-time encoding with N, =3.
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Figure 2.4: Diagonal layered space-time decoding with N, =3

2.1.2.2 Vertical Bell Labs’ Layered Space-Time

The diagonal approach;suffers from certain; implementation complexities that
make it inappropriate for initial implementation. Therefore, Foschini proposed another
low-complexity version of detecting the symbols transmitted synchronously over
antennas, that is, V-BLAST [3]. The “V” here stands for the vertical vector mapping
process, which differs from the diagonal form in D-BLAST. In V-BLAST, no
inter-substream coding, or coding of any kind, is required, though conventional coding
of the individual substreams may certainly be applied. In [4], a vertical-and-horizontal
coding structure along with iterative detection and decoding (IDD) was promoted and
showed to significantly improve the performance with limited complexity.

Figures 2.3 and 2.5 display the typical encoding and decoding steps in V-BLAST,
respectively. The decoding process can also be interpreted via the general form (QR
decomposition) as mentioned in decoding D-BLAST. In each step I, the signals from

all but one transmit antenna are eliminated using interference suppression and
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cancellation with already detected signals. Following the data model in D-BLAST, at a

given time instant 7, let H™ = H_ and Pl = r, at the first decoding step. In

each step i, the nulling matrix G' is calculated as the pseudo-inverse of H'

G = (H)"
(i) Gy e
Each row of G’ can be used to null all but the ith desired signal. Instead of choosing
an arbitrary layer to be detected first, it was suggested to start with the layer showing
the biggest post-detection signal-to-noise ratio (SNR) to efficiently reduce the error

propagation effect [3]. This corresponds to choosing the row of G’ with the minimum

norm and defining the corresponding row, WZ , as the nulling vector at this step:

k= argmin ||(G"); | (2.13)
3 ey iy 20}
w, =(G)] (2.14)

3

Multiplying w, with the veetor of received. data r' suppresses all layers but the one
transmitted from antenna &, and we get a soft decision value

o = wi (2.15)

T

Detected ‘ Detected

<
o (6]

Detected Cancelled

Suppressed

Suppressed 0 9

Detected

HEEEEE
Decoded

L
Suppressed o o

Figure 2.5: Vertical layered space-time decoding with N, =3
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Now the £;th layer can be detected within the constellation set S that we use:

¢M =argmin||¢ —ch | (2.16)

zes
As soon as one layer is detected, we can improve the detection performance for
the subsequent layers by subtracting the part of the detected signal from the received
vector,

Bt =g ek (| 2.17)

where (ﬁi)k[ denotes the kith column of H'. After canceling out the signal from the

kith transmit antenna, the channel matrix is reduced to
. B
H = (H) ‘ (2.18)

where the notation (I:Ii )E denotes the matrix obtained by zeroing columns k,,k,,...,k,
of H'.Since we decrease the number of layers to be nulled out in the next step by one,
the diversity gain is increased ,by~one .at cach step (from (N, —N,+1i) to
(N, — N, 4 i+ 1)). This can be'proven by the Cauchy-Schwartz inequality [3]. The full

Zero-Forcing V-BLAST detection algorithm can be summarized as follows:

Initialization:
7+ 1
G' = (H')

k= argmjin\l(Gl)j I

Recursion:
iNT

Wy, = (G )ki

chi = Wff"

¢ = Q(Eki ), Q(+) denotes the slicing operation

16



- -k

Hl+1 (Hl> 1

Gl — (I:Iiﬂ )+

ki, = arg min Gy |P
a=eg min @),

3 «—1+1

The post-processing SNR for the £th detected component of ¢ is

(2.19)

where the expectation value in the numerator is taken over the constellation set S.
Another way to improve detection:performance especially for mid-range SNR
values is to replace the ZF nulling matrix by the more powerful MMSE one [3]:
£ i

G = |@YH 1| (@) 2.20
(H') +SNR (H') (2.20)

In this case, in additional to nulling out the interference, the noise level on the
channel is taken into account. Thus, the SNR has to be estimated at the receiver. Figure
2.5 shows the typical decoding procedure in V-BLAST.

The D-BLAST code blocks are organized along diagonals in space-time. It is this
coding that leads to D-BLAST’s higher spectral efficiencies for a given number of

transmit and receive antennas.

2.1.3 V-BLAST Based OFDM

Due to the scarcity of radio spectrum, high spectral efficiency becomes a
must-have requirement that encourages modern wireless modems toward this trend. An

evolution of the V-BLAST supporting OFDM modulation seems to be a solution that

17



can dramatically increase the capacity of wireless radio links with no additional power
and bandwidth consumption. The core idea in such scheme is that with the aid of
OFDM, the whole detection problem in MIMO-OFDM would be translated into N,
parallel sub-problems.

In the transmitter, as shown in Figure 2.6, a traditional 1-D channel encoder is
used to encode the information bits. These coded bits are then mapped on the symbols
of constellation adopted for each subcarrier. At a given time slot n, N, x N, bit
streams {c,[n,k|: k = 0,1,...N,} for i=1,2...,N, are fed to the IFFT at the ith
transmit antenna on the kth subcarrier to generate the nth transmitted OFDM symbols
from the ith transmit antenna.

At the receiver side, as shown in Figure 2.7, receive antennas 1— N, will
receive the radiate signal from  transmit .antennas 1— N,, where the V-BLAST
requires NV, > N, to ensure-its proper working. -The received data at each receive
antenna will then pass through a FEF-withthe removal of the CP. The FFT output, at
the receive antenna j, is a set ‘of  IV;-signals, one for each frequency subcarrier,
expressed as

Ny
riln, k] = H, [n kle[n, k] +n,n,k] - Yk=12,...,N, (2.21)

i=1
where H, [n,k] is the flat fading coefficient representing the channel gain form the
transmit antenna i to the receive antenna j at frequency k, and 7,[n, k] denotes the

additive complex Gaussian noise at the receiver antenna j and frequency & with two sides

power spectral density N, /2 per dimension and uncorrelated for different n’s, £’s, and

7’s.
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Figure 2.7: V-BLAST based MIMO-OFDM receiver architecture.

2.2 WiMAX Overview

WiIMAX is defined as Worldwide Interoperability for Microwave Access by the
WiMAX Forum, formed in April 2001 to promote conformance and interoperability of
the standard IEEE 802.16 [13]-[14]. The Forum describes WiMAX as "a
standards-based technology enabling the delivery of last mile wireless broadband
access as an alternative to cable and DSL." The WiMAX Forum is "the exclusive

organization dedicated to certifying the interoperability of BWA products, the WiMAX
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Forum defines and conducts conformance and interoperability testing to ensure that

different vendor systems work seamlessly with one another."

2.2.1 Review of IEEE 802.16 PHY

A recent addition to the WiMAX standard is underway which will add full mesh
networking capability by enabling WiMAX nodes to simultaneously operate in
"subscriber station" and "base station" mode. This will blur that initial distinction and
allow for widespread adoption of WiMAX based mesh networks and promises
widespread WiMAX adoption. WIMAX/802.16's use of OFDMA and scheduled MAC
allows wireless mesh networks to be much more robust and reliable. These differences
between and evolution of Wi-Fi and WiMAX mesh networks could serve as a separate
Wikipedia topic.

The original WiMAX standard, IEEE 802.16,, specifies WIMAX in the 10 to 66
GHz range. 802.16a, updated in:2004 to 802.16-2004, added support for the 2 to 11
GHz range, of which most parts are already unlicensed internationally and only very
few still require domestic licenses. Most business interest will probably be in the
802.16-2004 standard, as opposed to licensed frequencies. The WiMAX specification
improves upon many of the limitations of the Wi-Fi standard by providing increased
bandwidth and stronger encryption. It also aims to provide connectivity between
network endpoints without direct line of sight in some circumstances. The details of
performance under non-line of sight (NLOS) circumstances are unclear as they have
yet to be demonstrated. It is commonly considered that spectrum under 5—6 GHz is
needed to provide reasonable NLOS performance and cost effectiveness for PtM (point
to multi-point) deployments. WiMAX makes clever use of multi-path signals but does

not defy the laws of physics.
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A number of PHY considerations were taken into account for the target
environment. At higher frequencies, line of sight is a must. This requirement eases the
effect of multipath, allowing for wide channels, typically greater than 10 MHz in
bandwidth. This gives IEEE 802.16 the ability to provide very high capacity links on
both the uplink and the downlink. For sub 11 GHz non line of sight capability is a
requirement. The original IEEE 802.16 MAC was enhanced to accommodate different
PHYs and services, which address the needs of different environments. The standard is
designed to accommodate either Time Division Duplexing (TDD) or Frequency
Division Duplexing (FDD) deployments, allowing for both full and half-duplex

terminals in the FDD case.

2.2.2 Review of IEEE.802.16 MAC

The IEEE 802.16 media access controller (MAC) [14] is significantly different
from that of IEEE 802.11 Wi-Fi MAC. In"Wi-Fi, the MAC uses contention access—all
subscriber stations wishing to pass data through an access point are competing for the
AP's attention on a random basis. This can cause distant nodes from the AP to be
repeatedly interrupted by less sensitive, closer nodes, greatly reducing their throughput.
And this makes services, such as VoIP or IPTV which depend on a determined level of
QoS difficult to maintain for large numbers of users.

By contrast, the IEEE 802.16 MAC is a scheduling MAC where the subscriber
station only has to compete once (for initial entry into the network). After that it is
allocated a time slot by the base station. The time slot can enlarge and constrict, but it
remains assigned to the subscriber station meaning that other subscribers are not
supposed to use it but take their turn. This scheduling algorithm is stable under

overload and over-subscription (unlike IEEE 802.11). It is also much more bandwidth
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efficient. The scheduling algorithm also allows the base station to control QoS by
balancing the assignments among the needs of the subscriber stations.

The MAC was designed specifically for the PMP wireless access environment. It
supports higher layer or transport protocols such as ATM, Ethernet or Internet Protocol
(IP), and is designed to easily accommodate future protocols that have not yet been
developed. The MAC is designed for very high bit rates (up to 268 mbps each way) of
the truly broadband PHY layer, while delivering ATM compatible QoS; UGS, rtPS,
nrtPS, and Best Effort.

The frame structure allows terminals to be dynamically assigned uplink and
downlink burst profiles according to their link conditions. This allows a trade-off
between capacity and robustness in real-time, and provides roughly a two times
increase in capacity on average when_compared to non-adaptive systems, while
maintaining appropriate link availability.

The IEEE 802.16 MAC uses a-variable length Protocol Data Unit (PDU) along
with a number of other concepts’ that-greatly increase the efficiency of the standard.
Multiple MAC PDUs may be concatenated into a single burst to save PHY overhead.
Additionally, multiple Service Data Units (SDU) for the same service may be
concatenated into a single MAC PDU, saving on MAC header overhead. Fragmentation
allows very large SDUs to be sent across frame boundaries to guarantee the QoS of
competing services. And, payload header suppression can be used to reduce the
overhead caused by the redundant portions of SDU headers.

The MAC uses a self-correcting bandwidth request/grant scheme that eliminates
the overhead and delay of acknowledgements, while simultaneously allowing better
QoS handling than traditional acknowledged schemes. Terminals have a variety of

options available to them for requesting bandwidth depending upon the QoS and traffic
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parameters of their services. They can be polled individually or in groups. They can
steal bandwidth already allocated to make requests for more. They can signal the need

to be polled, and they can piggyback requests for bandwidth.

2.2.3 Review of IEEE 802.16-2005

IEEE 802.16-2005, approved December, 2005 (formerly named but still best
known as 802.16e or Mobile WIMAX) [13]. The WiMAX mobility standard is an
improvement on the modulation schemes stipulated in the original (fixed) WiMAX
standard. It allows for fixed wireless and mobile Non Line of Sight (NLOS)
applications primarily by enhancing the OFDMA (Orthogonal Frequency Division
Multiple Access).

Many think that by stipulating a new. modulation method called Scalable OFDMA
(SOFDMA), 802.16-2005 will make the older 802.16-2004 which uses OFDM-256
obsolete. However, several manufacturers plan for a migration path from the older
version of the standard to the more robust, mobile modulation scheme. In any case,
manufacturers are working through the WiMAX Forum to achieve compatibility
between similar system profiles.

SOFDMA will improve upon OFDM-256 for NLOS applications by:

e Improving NLOS coverage by utilizing advanced antenna diversity schemes,
and hybrid-Automatic Retransmission Request

e Increasing system gain by use of denser sub-channelization, thereby
improving indoor penetration

e Introducing high-performance coding techniques such as Turbo coding and

LDPC, enhancing security and NLOS performance
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e Introducing downlink sub-channelization, allowing administrators to trade
coverage for capacity or vice versa

e Improving coverage by introducing Adaptive Antenna Systems (AAS) and
MIMO technology

e Eliminating channel bandwidth dependencies on sub-carrier spacing,
allowing for equal performance under any RF channel spacing (1.25-14
MHz)

e Enhanced FFT algorithm can tolerate larger delay spreads, increasing

resistance to multipath interference

SOFDMA and OFDMA-256 are not compatible so most equipment will have to be
replaced. However, some manufacturers are attempting to provide a migration path for
older equipment to SOFDMA compatibility.which would ease the transition for those

networks which have already made the OFDMA-=256 investment.

2.3 MIMO Channel'Model

We use IEEE 802.20 channel models in simulations [21]. In single-in single-out
systems shall use the ITU model in simulations. The parameters are list in Table 2.1.
Table 2.2 shows the SISO Channel Environment Parameters. We will describe a MIMO
channel model that captures the above characteristics and that can be collapsed to an
underlying SISO ITU channel mode by using a correlation matrix approach in

simulations. The correlation matrices are only antenna system dependent.
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Table 2.1:  Summary of SISO link-level parameters for IEEE 802.20 channel models

Models Case-A Case-B Case-C Case-D
Pedestrian-B Vehicular-B
PDP Pedestrian-A Vehicular-A
(Phase I) (Phase I)
Number of Paths 4 6 6 6
0 0 0 0 0 0 -2.5 0
a -9.7 110 -1.0 310 -0.9 200 0 300
)
:’ -19.2 190 -9.0 710 -4.9 800 -12.8 8900
(]
% /g -22.8 410 -10.0 1090 -8.0 1200 -10.0 12900
o ~
= = 150 | 1730 | -7.8 | 2300 | -252 | 17100
A )
g A -20.0 2510 -23.9 3700 -16.0 20000
ks
o)
[
Speed (km/h) 3,30, 120 30,7120, 250 3 30, 120, 250

Table 2.2: Summary of SISO environment parameters for IEEE 802.20 channel

models
Channel Scenario Suburban Macro Urban Macro Urban Micro
Lognormal
: NLOS: 10dB
shadowing standard 10dB 10dB
.o LOS: 4dB
deviation
NLOS:
Pathloss model (dB), 34.53+38log;o(d)
. 31.5 + 35log;(d) 34.5 + 35logo(d)
d 1s 1n meters LOS:
30.18 + 26*log;o(d)

2.3.1 Correlation Channel Matrices

In the correlation matrix approach, the channel from any of the N transmit
antennas to the M receive antenna elements is generated from M independent

channels from that transmit antenna to the M receive antennas. That is, for any given
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channel tap, we will have [21]

h,(7) =R}/ - g(7) (2.22)

1

where h,(7)is the channel vector from the i-th transmitting antenna to the M receive
antennas, g;(7)is the underlying independent Gaussian channel vector (i.e. it is the
channel vector from the ¢-th transmitting antenna to the M receive antennas if the
receive antennas were uncorrelated), and R}n/ ? is the square root of the channel receive
correlation matrix. Please note that the dimensions of h,(7), g,(7), and Ri/ 2 are
Mx1, Mx1, and M x M , respectively. In addition, we note that each ITU
channel profile defines a number of taps with a corresponding tap delay and average tap
power. The above description for the channel vector h,(7) is repeated for each
channel tap. Moreover, please note,thatithe underlying independent Gaussian channel
vector g,(7) is completely different (i.e. independent) for each tap. Note that, when
there is only one transmit antenna and one receive.antenna, R}a/ 2 s simply 1 and the
above reduces to the scalar ITU.channel model.

In a similar fashion, let us now"consider the channel from the N transmit
antennas to any of the M receive antennas. The channel row-vector
h j(T) corresponding to the channels from all the N transmit antennas to the j-th
receive antenna is related to the underlying independent Gaussian channel row-vector

g,(7) (i.e the channel row-vector from all N -transmit antennas to the j-th receive

antenna if the transmit antennas were uncorrelated) by [21]

h;(7) = g;(7)-R}/? (2.23)

where R% /2 is the square root of the transmit array correlation matrix. We note that the

dimensions of h,(7), g;(7),and R%/Q are IXxN, 1xN,and N xN respectively.
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2.3.2 Generation of a MIMO Channel Using

Correlation Matrix Approach

Some of the parameters that can be used in the correlation channel model are
shown in Table 2.3. In order to generate a MIMO channel, we first need to have a pair
of transmit and receive R, and R, correlation matrices. These are generated for
each mobile station (MS) and base station (BS) based on the number of antennas,
antenna spacing, number of clusters, power azimuth spectrum (PAS), azimuth spread
(AS), and angle of arrival (AoA). In addition to the correlation matrices, we also need
to specify an underlying ITU SISO model from Table 2.1 and choose the mobile speed.

As an example, a MIMO link with N transmit and M receive antennas can be

then generated as follows: [21]

1. Generate N-M SISO links based on the chosen ITU profiles as follows
a. Let A, Ay, -5 A and 7y, 7,--%, T, represent the power-delay
profile for the specified ITU channel model

b. Generate K independent Rayleigh fading processes each having a

Doppler spread f; (function of the chosen mobile speed). The number
of samples in each of the fading processes is given by the required

number of symbols at the specified sampling rate

c. Scale the k-th Rayleigh process by B, where

A,
Pl =t (2.24)

> A
k=1

d. Generate the pulse shaping matrix G(t)
e. Compute the channels taps. This will result in L 4+ 1 Rayleigh fading
processes where L + 1 is the number of taps in the digital channel

corresponding to the specified ITU channel model.
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2. Giventhe N -M SISO links generated in step 1 above, each is described by
L +1 processes, we define the following M x N ¢-th tap gain matrix for

every channel sample (i.e. for every t)[21]

MY .. ()
H )= : "~ (2.25)

Py (8) - By (t)
3. Color the tap gain matrix by the receive and transmit correlation matrices as

follows [21]

~

H,(t) = R;/*-H(1)- R}/
The overall procedure for generating the channel matrices consists of three basic steps:
1. Specify an environment, i.e., suburban macro, urban macro, or urban micro.
2. Obtain the parameterS to be used”in simulations, associated with that
environment.

3. Generate the channel coefficients-based on the parameters.

The following sections describe the details of ‘overall procedure. Figure 2.8 provides a

flow chart for generating channel coefficients.

Choose Environment Scenario:
Suburban Macro-cell
Urban Macro-Cell
Urban Micro-Cell
Indoor Pico-Cell

'

Determine Link-Level Model Parameters:
Angle Spread (PAS)
Lognormal Shadowing Fading
Delay Spread (path delays, path powers, AoA)
Pathloss
Orientation
Speed
Antenna Gains

1

Generate MIMO Channel Model Coefficients

Figure 2.8: Flow chart for the generation of MIMO IEEE 802.20 Channel Models

coefficients
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Table 2.3:  Summary of MIMO link-level parameters for IEEE 802.20 Channel
Models
Models Case-A Case-B Case-C Case-D
PDP Pedestrian-A Vehicular-A Pedestrian-B Vehicular-B
Number of Paths 4 6 6 6
— 0 0 0 0 0 0 -2.5 0
z
o -9.7 110 -1.0 310 -0.9 200 0 300
- @
s ~ g -19.2 190 -9.0 710 -4.9 800 -12.8 8900
& 8 %
Z =
05’ [5) -22.8 410 -10.0 1090 -8.0 1200 -10.0 12900
& a)
= -15.0 1730 -7.8 2300 -25.2 17100
[
-20.0 2510 -23.9 3700 -16.0 20000
Speed (km/h) 3,30, 120 30, 120, 250 3 30, 120, 250
Topology 0.5 0.51 0.51 0.51
Fixed AoA for RMS angle spread RMS angle
8 LOS component, of 35 degrees per spread of 35
= 360 degree tniform
s PAS remaining power path with a degrees per path
A PAS . .
9 has 360 degree Laplacian with a Laplacian
§ uniformPAS. distribution distribution
DoT (") 0 4235 -22.5 22.5
AoA () 22.5/67.5 67.5 (all'paths) 67.5 (all paths) 67.5 (all paths)
Topology Reference: ULA with 0.5A-spacing or 4A-spacing or 10A-spacing
o
S
= Laplacian distribution with RMS angle spread of
& PAS
0 2 degrees or 5 degrees, per path depending on AoA/AoD
<
m
AoD/A0A() 50° for 2° RMS angle spread per path or 20° for 5° RMS angle spread per path
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2.4 Computer Simulations

In this section, we simulate the V-BLAST performance both for the ideal and
realistic case. We define the relation between SNR and E,/N, at each receive

antenna as follows:

E, E,-N,-M

_ s1gf1a1 power _ T, _ T _ ﬂ.(Nt -M) (2.28)
noise power  N,B N, 1 Ny

T

SNR

where E_ is the symbol energy, 7. is the symbol duration, B is the system bandwidth
and M is the modulation order. Throughout the following simulations, the system

transmit power is normalized to 1, and hence the noise power corresponding to a specific

E,/N, is generated by
Ny

N (2.29)
B Nyl M

noise power =

Figure 2.9 shows the BER performance of the (N,,N,)=(4,4) ZF V-BLAST
system with ideal detection and cancellation. It is obvious that in the ideal case, the
diversity gain increases as the number of effective transmit antennas decreases.
However, as shown in Figure 2.10, the realistic V-BLAST system suffers from error
propagation and hence the diversity gain degrades. In Figure 2.11, we compare two
equal rate V-BLAST systems. It is interesting to see that the system with fewer transmit
antennas will outperform the one with more transmit antennas in the BER performance.
This phenomenon hints that given a MIMO channel and some transmit power budget,
we can improve the MIMO system performance by simply adjusting transmission
parameters at no cost of transmission rate. So, it strongly motivates us to incorporate

the concept of adaptive modulation in MIMO, which will be described in Chapter 4.
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—©~ 2nd detected layer
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—§— 4th detected layer
10 .
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Figure 2.9: ZF V-BLAST performance with ideal detection and cancellation. QPSK
modulation is used. (N,,N,.) = (4,4)

] —— 1st detected layer
—©~ 2nd detected layer
—a— 3th detected layer |_|
—4— 4th detected layer

BER

E,/N, (dB)
Figure 2.10: ZF V-BLAST performance with error propagation. QPSK modulation is
used. (N, N,)=(4,4)
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Figure 2.11: Comparison of ZF V-BLAST (N,,N,.)
and (N,,N,)
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Chapter 3

Reliability-Based Hybrid ARQ
Scheme with LDPC Codes

For wireless communications on fading channel, two techniques are fundamental
for reliability: FEC and ARQ. HARQ scheme that combines ARQ and FEC can offer a
performance superior to eithet scheme. RB-HARQ, a new attractive ARQ scheme,
could bring significant performance gain‘while only; a few bits need to be retransmitted.
RB-HARQ consists a soft-input, soft-output (SISO) decoder, so we will introduce the
SISO decoder which is based on LDPC codes first, then introduce the basis and key
fractures of the HARQ schemes and propose an adaptive algorithm of RB-HARQ

scheme.

3.1 Review of LDPC Codes

LDPC codes were introduced along with an iterative probability-based decoding
algorithm by Gallager in the early 1960's [22]. These codes were constructed using
sparse random parity check matrices and showed promising distance properties.
However, they went largely unnoticed until the advent of turbo codes, where they were

“rediscovered” by MacKay, who showed that they perform almost as close to capacity
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as turbo codes. More recently, Richardson and Urbanke have developed irregular
LDPC codes that perform even better than turbo codes for very large block lengths

(n > 105) and can come within 0.1 dB of the Shannon capacity.

3.1.1 LDPC Codes

LDPC codes were originally invented by Gallager [22], However, these codes
were larger ignored until the introduction of turbo codes, which rekindled some of the
same ideas. LDPC codes were rediscovered by Mackay and Neal. Shortly thereafter it
was recognized that these new code designs were actually reinventions of Gallager’s
original ideas, and much work has been devoted to finding the capacity limits, encoder
and decoder designs, and practicalrimplementation of LDPC codes for different
channels.

LDPC codes are linear block codes with particular structure for the parity check
matrix H, which will define innext'section. Since-the fraction of non-zeros entries in H
is small, the parity-check matrix for the ‘code has a low-density — hence the name
low-density parity-check codes. Provided that the codeword length is long, LDPC
codes achieve performance close to the Shannon limit and in some cases surpass the
performance of parallel or serially concatenated codes [23].

The fundamental practical difference between turbo codes and LDPC codes is that
turbo codes tend to have low encoding complexity (linear in block-length) but high
decoding complexity (due to their iterative nature and message passing). In contrast,
LDPC codes tend to have relatively high encoding complexity but low decoding

complexity. The decoding algorithm of LDPC codes will present in section 3.1.3.
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3.1.2 Construction of LDPC Codes

In this section, we will generate the LDPC codes based on the standard of IEEE
802.16-2005 [13]. The LDPC codes are based on a set of one or more fundamental
LDPC codes. Each of the fundamental codes is a systematic linear block code. How to
adjust the various code rates and block sizes based on fundamental codes will present
in the below.

Each LDPC code in the set of LDPC codes is defined by a matrix H of size
m-by-n, where n is the length of the code and m is the number of parity check bits in
the code. The number of systematic bitsis £k =n —m.

The matrix H is defined as: [13]

Poo Py Poo i FPo, o Py, -1
Pl,O Pl,l P].,2 Pl,nbe Pl,nbfl
,
H=| P, Py, P, F=HAE] N8 = Py, |[=P7 (3.1)
Pmb *170 Pmb *11 Pmb *172 LR Pmb *1771/1)*2 Pmb *17nb -1

where P, ;is one of a set of z-by-z permutation matrices or a z-by-z matrix. The matrix H
is expanded from a binary H, of size m,-by-n,, where n = zxn,, and m = zxm,, with z
is a positive integer. The base matrix is expanded by replacing each 1 in the base matrix
with a 2-by-z permutation matrix, and each 0 with a z-by-z zero matrix. The base matrix
size m, 1s an integer equal to 24.

The permutations used are circular right shifts, and the set of permutation matrices
contains the zxz identity matrix and circular right shifted versions of the identity
matrix. Because each permutation matrix is specified by a single circular right shift, the
binary base matrix information and permutation replacement information can be
The model matrix H

combined into a single model H is the same size as the binary

bm* bm

matrix H,, with each binary entry (i,j) of the base matrix H, replaced to create the
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model matrix H,,. Each 0 in the H, is replaced by a blank or negative (e.g., by -1) to

bm*
denote a z x z all zero matrix, and each 1 in H, is replaced by a circular shift size
p(i,7) > 0. The model matrix can then be directly expanded to H. Figure 3.1 and
Figure 3.2 shows of parity check matrix and generator matrix for the (960,640) LDPC

code, respectively. The points show the non-zero terms in the parity check matrix. We

can see the non-zeros terms is about 0.355 percentage of the parity check matrix.

)
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I

o O O O O O o o o =
o O O O O o o o = O
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o O O O o O O .0 O
o O O O o o o o o o
O O O O o o o o o o
o O O O o o o o o o
O O O O o o o o o o
o O O O o o o o o o
o O O O o o o o o o
o O O O o o o o o o
o O O O o o o o o o
O O O O o o o o o o
o O O O O O O o o O

H, is partitioned in two sections, where H,; correspond to the systematic bits and

H,, corresponds to the parity-check bits, such that H, = [(Hbl)m,, ik | (H,,Q)mb .
H,, is partitioned into two sections, where vector h, has odd weight, and H’, has a

dual-diagonal structure with matrix elements at row ¢, column j equal to 1 for ¢ = 7, for

it = j+ 1, and O elsewhere.
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Figure 3.2: Generator matrix of the (960,640) LDPC code.

H, =|h, | H} |
(0) |1
BA) 110
1
- | X
0 11
Py (my, —1) | 1

(3.2)

A based model matrix is defined for the largest code length (n = 2304) of each

code rate. The set of shifts {p(i, )} in the base model matrix are used to determine

the shift sizes for all other code lengths of the same code rate. Each base model matrix

has n, =24 columns, and the expansion factor z; is equal to n/24 for code
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length n, Here f 1is the index of the code lengths for a given code rate,
f=0,1,2,...,18. For code length n = 2304 the expansion factor is designated
2y = 96. The shift size {p(i, ])} for a code size corresponding to expansion factor

z; are derived from { p (1, ])} by scaling { p (1, j)} proportionally, [13]

p(i4),p(i;5) <0

i 1) =1 (i) 2 33
p(f49) —p(l;j)zf ,p(3,5) >0 3-3)
0

where |x] denotes the flooring function that gives the nearest integer towards —oo.
Table 3.1 shows the LDPC block sizes and code rates which are used by IEEE

802.16-2005.

Table 3.1: LDPC block sizés and e¢ode rates in IEEE 802.16-2005

n n z E (bytes) Number of subchannels
(bits) (byte factor o s o e . "
s) R=12 R=12/3 R=34 R=5/6 QPSK 16QAM | 64QAM
576 72 24 36 48 54 60 6 3 2
672 34 28 42 56 63 70 7 — —
768 96 32 48 64 72 80 8 4 —
864 108 36 54 72 81 90 9 — 3
960 120 40 60 30 90 100 10 5 —
1056 132 44 66 38 99 110 11 — —
1152 144 48 72 96 108 120 12 6 4
1248 156 52 78 104 117 130 13 — —
1344 168 56 84 112 126 140 14 7 —
1440 180 60 90 120 135 150 15 — 5
1536 192 64 96 128 144 160 16 8 —
1632 204 68 102 136 153 170 17 — —
1728 216 72 108 144 162 180 18 9 6
1824 228 76 114 152 171 190 19 — —
1920 240 80 120 160 180 200 20 10 —
2016 252 34 126 168 189 210 21 — 7
2112 264 88 132 176 198 220 22 11 —
2208 276 92 138 184 207 230 23 — —
2304 288 96 144 192 216 240 24 12 8
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3.1.3 Generator matrix of LDPC Codes

A characteristic feature of the considered LDPC codes is that combining rows of
the parity-check matrix (H) for the lowest rate code produces H for higher rates. This is
equivalent to replacing a group of check nodes with a single check node that sums all
the edges coming into each of the original check nodes. Direct consequences are that all
code rates have the same block length and the same variable node degree distribution.

The LDPC codes encoder is systematic, i.e. encodes an information block of size %,
m = <m0, ...,m(kfl)) into a codeword C. C= (mo,...,m(kfl), pO,...,p(nfkfl)) by
adding n — k parity bits obtained so that He! =o0.

General encoding of a (n,k) systematic LDPC code

Clixn) = [m(lxk) p(lx(n—k))] =m X G, (3:4)

If we have a parity check matrix H

L [A(nfk)xk B(nfk)x(nfk)} 3.5)

where B is lower triangular matrix; then-we can find the generator matrix G [24]

Hxc' =[A:B]x[mip]

(3.6)
= Am” + BpT =0
=p =B 'Am’
. -1 T
= G=|I,{(B'A) } (3.7)

Note that all the operations are operating in GF(2).

3.1.4 Decoding Algorithm of LDPC Codes

At the transmitter, a message vector m is encoded into a code vector ¢ = mG,

where G is the generator matrix for a given parity-check matrix H. The vector c is
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transmitted over a noisy channel to produce the received vector

r=c+e (3.8)
where e is the error vector due to channel noise. By construction, H-¢’ = 0. Given the
received vector r, the bit-by-bit decoding algorithm problem is to find the most probable
vector ¢ that satisfies the condition H-¢” = 0.

The famous decoding algorithm is sum-product algorithm which is also called
message passing algorithm [25]-[26]. The sum-product algorithm is based on bipartite
graph-based codes. In bipartite graph, we can divide the parity-check matrix H into
variable nodes and constraint nodes. Figure 3.3 shows the example of the bipartite

graph. Here is the example of an (7,4) Hamming code: [24]

0100
H= 101 0. (3.9)
170021

= = =

1
1
0

= D=

Each constraint node represents a parity-check equation which is displayed in Figure 3.4.

'U0+U1+U2+U4:O (310)

Constraint nodes

I:' |:| Variable nodes

Figure 3.3: Bipartite graph of (7,4) Hamming code

Uy

[]

Figure 3.4: Constraint node of (7,4) Hamming code
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On each iteration, each constraint node provides a probability for each variable
nodes with which it shares an edge. These probabilities are then combined for the

computation of the new variable nodes probability [24]-[26]

Prle. =11 w.
. M (ML decoding)
Prle; =0]y,]
¢ = L L 20 : (3.11)
constraint{ 04 L; <0
He! =0

The sum-production algorithm proceeds as follows:

1. Initialize:
1

q; (1) = p; = Pr(¢; :1|yi)zm (3.12)
i Oh=derp; (3.13)
We only computes it for ¥ 7, j that satisfies. /1= 1
2.  First half round iteration:
r(0)=%%- [[ (142,00 (3.14)
2 2eR,,
1 1
rM)==-= [T (1—2g:;1) (3.15)
2 2cq
3. Second half round iteration:
4;; (0)= sz (1 - pi) H T (0) (3.16)
J'€Cp
Qi (1) = Kijpi I1 T (1) (3.17)
j'eCi\j

where constant Kj; are selected to ensure g;; (0) + ¢g;; (1) = 1.

4. Soft decision:

Q:(0) = Ki(1=p;) 1] 7 (0) (3.18)
Jel;
Q; (1) = K;p, l_g Tij 1) (3.19)
Jel;

where constant K are selected to ensure @; (0)+ @, (1) =1.
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5. Hard Decision:

@ (1)
L =log|>22"2 3.20
| Og[@ <o>] 20
L L0
i {0 otherwise (3.21)

6. if ¢H” = 0 or number of iterations exceeds limitation then stop, else go to Step 2.

The denotations which we used for sum-product algorithm are listed in Table 3.2.
Because they are too many multiplications in sum-product algorithm, a log-domain
algorithm is desirable. Multiplications may cause overflow or saturation with large
numbers of iterations. To reduce the complexity, we can use log-likelihood ratio to

represent the information [26]

Pric. = 0lw _
L(c;) = log rle = 0lu) Zlog =2 (3.22)
Pr(e; :1|yi) D;
Table 3.2: Notations of sum-product algorithm
Notations Meaning
i Messages to be passed from bit node c¢; to check nodes f;
Ti; Messages to be passed from check node f; to bit nodes c;
Ri={i:h;=1} The set of column locations of the 1°s in the j-th row

The set of column locations of the 1’s in the j-th row,

Ry ={ @7 hyr = 1}\{4}

excluding location i

Ci={j:hy=1} The set of row locations of the 1°s in the i-th column

The set of column locations of the 1’s in the i-th row,

Cpj =177 hj = 11\{3}

excluding location j
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3.2 Review of ARQ Schemes

ARQ is an Error control method for data transmission in which the receiver
detects transmission errors in a message and automatically requests a retransmission
from the transmitter [27]-[29]. Usually, when the transmitter receives the ARQ, the
transmitter retransmits the message until it is either correctly received or the error

persists beyond a predetermined number of retransmissions.

3.2.1 Conventional ARQ

In most digital communication systems, whenever error events occur in the
transmitted messages, some action must be to correct these events. This action may
take the form of an error correction procedure:.In some applications where a two-way
communication link exists between sender and the receiver, the receiver may inform
the sender that a message has-been. received in error and, hence, request a repeat of that
message. In principle, the procedure may be repeated as many times as necessary until
that message is received error free. An error control system in which the erroneously
received messages are simply retransmitted is called ARQ [27]. The procedure of ARQ

is listed in Figure 3.5.

Sender Receiver
Coded sequence

Transmit Received Decoded

\ (with error) (with error)
B il
Data sequence NACK
Retransmit Received Decoded
(with error)
Decoder
NACK
Retransmit Received Decoded
(with error) (with error-free)
B o 0

Figure 3.5: Block diagram of ARQ and HARQ type |

43



In ARQ systems, the receiver must perform only an error detection procedure on
the received messages without attempting to correct the errors. Hence, an error
detecting code, in the form of specific redundant or parity-check symbols, must be
added to the information-bearing sequence. In general, as the error detecting capability
of the code increases, the number of added redundant symbols must also be increased.
Clearly, with such a system, an erroneously received message is delivered to the user
only if the receiver fails to detect the presence of errors. Since error detection coding is
simple, powerful, and quite robust, ARQ systems constitute a simple and efficient
method for providing highly reliable transfer of messages used in wireless
communication.

ARQ refers to retransmission techniques, which basically operate as follows:

e Erroneously received packets are retransmitted until they are received or detected
as being error-free.

e Errors are detected using a simple-detection code.

e Positive (ACK) or negative (NAK) acknowledgements are sent back by the
receiver to the sender over a reliable feedback channel in order to report whether

a previously transmitted packet has been received error-free or with errors.

3.2.2 Hybrid ARQ Type I

Hybrid ARQ schemes combines the conventional ARQ with FEC and they can be
regarded as an implicit link adaptation technique [28]. A hybrid ARQ system consists
of an FEC subsystem contained in an ARQ system. The function of the FEC system is
to reduce the frequency of retransmission by correcting the error patterns that occur
most frequency, thus ensuring a high system throughput. When a less frequent error

pattern occurs and is detected, the receiver requests a retransmission instead of passing
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the erroneous data to the user. This increases the system reliability. HARQ schemes
offer the potential of better performance and lower implementation cost if appropriate
ARQ and FEC schemes are properly combined.

In HARQ Type I, the same PDU is retransmitted until the receiver accepts is as
error-free or until the maximum number of allowed retransmission attempts is reached.
HARQ Type I scheme is best suited for communications systems in which a fairly
constant level of noise and interference is anticipated in the channel. In the case, an
adequate amount of redundancy can be built into the system to correct the vast majority
of errors so the number of retransmissions can be kept to a minimum. For
non-stationary channels, such as the one encountered in wireless communications, the
HARQ Type I can be very inefficient. When the channel condition is good, the large
number of redundancy bits built into the FEC subsystem results in a waste of
bandwidth. On the other hand, when channel condition is poor, the FEC may be not

powerful enough and too many retrahsmissions may be needed.

3.2.3 HARQ Type II

HARQ Type II is particularly suited for time-varying channels. In this scheme, the
concept of incremental redundancy is employed and the received PDUs are
concatenated to form corrupted codewords form increasingly longer and lower rate
codes [29]-[30]. In the first transmission, the PDU may be coded with a high-rate code
(low redundancy) for error detection and correction. If the receiver detects the presence
of errors in the PDU, it saves the erroneous PDU in a buffer and at the same time
requests a retransmission. Unlike HARQ Type I, what is retransmitted in HARQ Type
I is not the original PDU but a block of new data. The new data are formed based on

the original PDU and the error correcting code used. When the new PDU is received, it
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is used to correct the errors in the erroneous PDU stored previously in the buffer. If the
second attempt fails again, the receiver will request a further retransmission and this
process continues until satisfactory results are achieved. The procedure of HARQ Type

IT is listed in Figure 3.6.

3.2.4 HARQ Type III

HARQ Type III also belongs to the class of incremental redundancy ARQ schemes
[28]. With HARQ Type III, however, each retransmission is seft-decodable. Chase
combining involves the retransmission by the transmitter of the same coded data packet.
The decoder at the receiver combines these multiple copies of the transmitted packet
weighted by the SNR of the receivedssignal for each attempt. As a result, diversity gain
in the time domain is obtained and .the. temporal diversity may also include

contributions of spatial diversity implicitly.

Sender Receiver

Transmit Received Decoded

\ (with error) (with error)
D]— Decoder H
NACK
Retransmit Received Decoded
\ (with error) (with error)
b | o il
NACK 4

Retransmit Received Decoded
(with error (with error-free)

ACK Decoder

Data sequence  Coded sequence

Figure 3.6: Block diagram of HARQ type 11
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3.3 Reliability-Based HARQ

The RB-HARQ scheme, which can be used with error correcting codes using
SISO decoders such as convolutional codes and turbo codes has been proposed
[15]-[20]. In the RB-HARQ scheme, the error rate performance is improved by
selecting the retransmission bits based on LLR of each bit in the receiver. However, the
receiver has to send the bit positions of retransmission bits to the transmitter. Figure 3.7
shows the block diagram of RB-HARQ. On the other hand, LDPC codes are attracting
a lot of interest, recently. Hence, LDPC codes can achieve near Shannon limit
performance and be decoded easily compared to turbo code. In this section, we evaluate
the RB-HARQ scheme using LDPC code. Moreover, we propose an adaptive

RB-HARQ scheme that adjusts the retransmission sizes according the QoS request.

Sender Receiver
Data sequence  Coded sequence

Transmit Received Decoded

\ (with error) (with error)
vz — W il
Reliability informati
Retransmit Rleceived Decoded
\ (with error) (with error)
NACK+ Decoder ll
Reliability information >

Retransmit Received Decoded
(with error) (with error-free)
g e

Figure 3.7: Block diagram of RB-HARQ.
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3.3.1 Review of Reliability-Based HARQ

In [15], Shea proposed a new HARQ scheme that utilizes reliability estimates
generated by SISO decoders. The proposed HARQ scheme transmits additional
information for the unreliable bits, and this information is used to perform additional
decoding. The bits that are to be retransmitted are adaptively selected at the receiver
based on the estimated bit reliabilities at the output of the SISO decoder so the scheme
is called RB-HARQ.

Unlike other ARQ schemes, only the weak bits would be retransmitted. When
decoding attempt fails, the receiver selects the most unreliable bits and sends their
position information to the source. According to [20], it could bring significant
performance gain while only a few,bits need to be retransmitted in forward link, and
the increment may be quite small (e.g: 5%). Therefore, RB-HARQ is considered to be

quite efficient in the forward link direction.

3.3.2 System Model for RB-HARQ scheme

Considering a single-transmit single-receive antenna system in Figure 3.8. The
source radio S and the dentition radio D are linked by a data channel through which a
packet of information is to be delivered from S to D. The data bits in S are encoded by
LDPC codes and the resulting code bits are modulated using M-QAM. The encoded
packet is then transmitted over a fading channel. The destination D attempts to decode
the packet and sends a retransmission request through the feedback channel if an error
is detected. The retransmission-request packet, sent from D to S, contains a list of the
least-reliable code bits based on the magnitudes of the soft output soft of LDPC
decoder. The source S then retransmits the code bits. Noisy versions of the

retransmitted code bits are received at D and they are added to the previously received
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values of the same code bits. In our study, we assume perfect error detection and the
presence of a highly reliable feedback channel form D to S [20].

In this system, NN coded bits are obtained by encoding K information bits with a
LDPC code of rate R = K / N . Let information bits b, through by be encoded into
a codeword c with bits ¢, through c, . The coded bits are mapped to transmission
symbol s; through sy,,. M represents to the M-QAM. In this study, we only use
{4,16,64}-QAM. Every log,(M) encoded bits can be viewed as a log,(M)-dimensional
vectoruy, = {C(k—l)xlog2(M)+17 Ck—1)xlogy (M)+27 "> Chxlogy (M) }7

k=12,...,[N /log, (M)|. Thus, coded symbol will be mapped to one of the M
points on the M—QAM constellation, which is represented by a couple of real-value
symbols (A,,B,).

Considering a coherent recgiver, the received signal can be written as (X,,Y,),

Xy, +3Ye= @ (At JB )=+ ny, (3.23)

where ay is the complex channel fading gain. 7, 1S complex Gaussian noise with zeros
mean, variance 0,2 After the soft-demodulator, we define the bit level LLR as the soft

value corresponding to the ¢; coded bit is given by ..

Transmitter

Modulator

Input bL G
Bits — * LDPC Encoder > Buffer for RB-HARQ & ‘ BPSK‘16QAM‘64QAM‘

A
i ACK/NACK
i + reliability information .
Receiver
RB-HARQ Processo
A
L(Ci)
6 . Soft demodulator
Output . Y5 L Yi P
Bt | LDPC Decoder [+ Buffer for RB-HARQ* ‘BPSK‘mQAM‘MQAM‘

Figure 3.8: System model of RB-HARQ scheme
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Using Bayes’ rule, and supposing P {c; =1} = P{¢; = 0}, we can obtain:

1951

Ple, =0| XY} °P{X,Y|c =0}

R

o Ple=11XY)  P{XY e =1)

y; = log (3.24)

As we know, ¢, =1 and ¢; =0 are corresponding to M /2 different constellation
points respectively. That is to say, for every bit ¢;, the M-QAM constellation is split into

two partitions. Suppose that C (i) comprises the M /2 symbol points (X Y) with

n»-n

¢, =1, and C, (i) comprises the M /2 symbol points (X,,Y,) with ¢, =0,

1 n»-n

n=12,...,M /2. Thus we can rewrite Equation (3.24) as: [17]

(X YZ)DC(A)P{X’6 + 7Y = o (X, +an>+”k}

ny ne 12

(x yz):cuP{XHij = (X, + V) + )
ntn J€CO (2

y;, = log (3.25)
We use the y; as the input message of the LDPC decoder. The LDPC decoder uses
the sum-production algorithm which* we ‘have -illustrated in section 3.1.3. After

decoding, the a posteriori LLR of code'bit can define as

1= log ———=. 3.26

We use the syndrome ¢H” to replace the error detection. When ¢H' =0, we
believe there is no error in the error detection. Otherwise, there are some errors in the
error detection. If the received packet is in error after decoding, the receiver decides the
retransmission bits based on the LLRs that are outputs of the SISO decoder. For each
error packet, the bits are ranked by the magnitude of decoder outputs L,. The bit with
the smallest |LZ| is considered to be least reliable, denoted by “reliability (1),” and the
bit with the largest |L7;| is considered to be most reliable, denoted by “reliability (N).”
If the decoding fails, the receiver feeds back the indices of the bits with the reliability
(1)~(T ) to the transmitter where 7 denotes the number of retransmission bits. The

transmitter then retransmits the code bits corresponding to those requested information
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bits. Retransmitted code bits corrupted by noise are received. When a new copy of the
same coded bits (either information or parities) is received, old copies are not discarded,
but are combined with the new ones to facilitate decoding. In general, packet
combining is done by averaging the soft decision values from the multiple copies. In

our study, we assume the presence of a highly reliable

3.4 Proposed Adaptive RB-HARQ
Algorithm

In [16], the simulations show that the performance of RB-HARQ is related to two
factors: number of retransmissions and retransmission sizes. Increasing the number of
retransmissions or retransmissionssize will decrease the probability of packet error but
also decrease the system throughput. -Decreasing the number of retransmissions or
retransmission size will increase the probability of packet error but also decrease the
system data rate. How to efficiently select:the number of retransmissions and
retransmission size is a tradeoff problem which dominates the system performance.

Unfortunately, the previous works don’t have any efforts dealing with the tradeoff
problem. So, we will propose the adaptive RB-HARQ algorithm which can adaptively
adjust the number of retransmissions and retransmission sizes to satisfy system QoS.
The proposed algorithm is based on the reliability of the posteriori LLR.

In the system, the decoding is performed jointly by combining soft inputs from the
previous retransmission with the soft inputs derived from the current retransmission. It
is assumed that a maximum of R™ retransmissions of a packet can be jointly decoded.
Let j denote the transmission index, II; denote the set of transmitted bits in the jth
transmission, T denote the size of jth transmission and y; denote the corresponding soft

input vector. For joint decoding, the soft input vectors are combined across
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transmissions to obtain y,; = Zi:l y. - The effective code rate R, attained by

combining the transmission is given by [30]

r - K (3.27)

Jj J
> T,
k=1

T} = N is the size of the first transmission. First, we define the reliability of a codeword,
4, as the expected value of the magnitude of the a posteriori LLRs of the information bits,
averaged over realizations of noise, sets of transmitted bits and channel taps at a fixed

SNR. Following the jth transmission, codeword reliability i is then given by

1 = B [Lg] (3.28)

where the expectation is taken over noise realizations, the cumulative set of transmitted
bits for the jth transmission and channelitaps: In AWGN and static channel environments,
the expectation with respect to channel taps:is unnecessary. For a given sequence of
information bit LLRs following the jth' transmission, an estimate of the codeword
reliability /i; can be obtained at the receiver by eomputing an average packet reliability

()
’uj_Kz':l i

(3.29)

This computation can be performed at the receiver in static as well as fading channels.

We denote by PER = P(u) the reliability to PER mapping and by u =G (T)
the retransmission size to reliability mapping. Based on the numerical results, both
mappings are one-to-one, so that the inverse mapping pu = p! (PER) and
T=G"! () are well defined [31]. In our simulation, we can find that the mapping
are almost the same in different SNR, because the channel tap dominates the system
performance.

Next, we will demonstrate how the reliability mappings G' () and P () can be
used to optimize the size of retransmission. The size of the first packet transmission is

determined by the MCS selection algorithm which we will illustrate in chapter 4. In this
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section, we focus on the adaptive RB-HARQ algorithm, which adaptively optimizes
sizes T, through Tmax .

Figure 3.10 shows an example of the reliability to PER mapping P (-). Suppose
that after the first transmission, the packet is received with reliability /i ,
corresponding to a probability of decoding failure PER, = P(/i;). Transmitting
additional coded bits and combining them with the initial transmission will raise the
reliability to /i, , corresponding to a probability of decoding failure PER, = P ( ﬂ2>
Additional transmissions will continue to increase the reliability and move the

probability of a failure down the curve, as shown in Figure 3.10.
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Figure 3.9: Packet reliability versus retransmission size (bits) in RB-HARQ scheme
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Figure 3.10: PER versus packet reliability in RB-HARQ scheme

The goal of the reliability-based approach is to determine reliability levels for the
transmissions, which minimize.the use.of the channel response. First, to simplify the
adaptive problem, we only consider that the number of retransmission R"* equals 1.
Suppose that a packet is in error after-the firsttransmission and has an estimated packet
reliability level ;. The size of the second transmission is chosen to raise the packet
reliability to p, , corresponding to a target probability of decoding failure

PER

arget = £ (1) . Specifically, by inverting the retransmission size to packet

reliability mapping G ~1 (), the size is computed as

T, = max (G~ (i) — G (fn),0) (3.30)

When condition G~ (j;) > G~ (fi,) holds, the instantaneously PER is lower than
the target probability of decoding failure, but we will still drop the packet and transmit
the next packet. In a practical system, 7;, would be further quantized to the nearest size
from the set of permissible transmission sizes. The index of the quantized size with the

unreliability information would then be signaled back to the transmitter.
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The adaptive algorithm can be extended when the number of retransmission is

more than two. The steps of the algorithm:

1.

Initialization, j = 1
If decoding errors occur, fi; < iy andj<J

Tior = G (Ftamge) — G (i) (3.31)

Retransmission size =T}, .
Go back to step 2,
Transmit the next packet.

Note that a packet is droppediif it received incorrectly after R™* transmissions and

[ 2 Higrger - When fi; > [, , We suppose that the instantaneous PER is guaranteed

to be not greater than B,

Based on the adaptive algorithm, we can-adaptively adjust the retransmission sizes

which can minimize the number of retransmission and satisfy the QoS requirements.

The performance of the adaptive algorithm will present in the next section.

3.5 Computer Simulations

In this section, computer simulations are conducted to evaluate the performance of

the proposed adaptive RB-HARQ algorithm using LDPC codes. In our simulation, we

use a (960, 640) LDPC code with code rate 2/3. The QPSK modulation is used, and a

Rayleigh fading channel and an ideal feedback channel are assumed. In the

sum-product algorithm, the maximum number of iterations is set to 20. Table 3.4 lists

all parameters used in our simulation.
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Table 3.4: Simulation parameters of the adaptive RB-HARQ system

Number of TX/RX antennas 1/1
2M-QAM available 2,4,and 6
Channel coding LDPC (960,640)
Packet size 640 data bits
Maximum number of R _
transmissions per packet
Channel model Rayleigh fading

sum-product algorithm

LDPC decoding algorithm - -
20 iterations

0, 96, 192, 288, 384, 480

Retransmission sizes available
576, 672,768, 864, 960

ARQ,
ARQ Types Fixed RB-HARQ,
Adaptive RB-HARQ
Pioss 10-2

Each retransmission effectively reduces the ‘code rate and hence increases the
E, /N, at the receiver. We account-this-additional received energy by defining the
effective E, / N, as the average Bj/[Ny at the receiver, taking into account the
average number of incremental redundancy transmissions.

Figure 3.11 and Figure 3.12 show the PER and throughput (bits per symbol)
performances of a system using a (960,640) LDPC code with QPSK, 16-QAM, and
64-QAM in a Rayleigh fading channel, respectively. As shown in Figure 3.11, the PER
curves are similar to the waterfall curve in an AWGN channel. Based on the property,
LDPC code shows the inherent feature which eliminates the need of the channel
interleaver. From the results, we can observe that the LDPC code provides excellent

PER performance. This is the reason why we use LDPC code in the HARQ schemes.
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Figure 3.13 shows the comparison of the PER performances among the
RB-HARQ scheme, the IR-HARQ scheme, and the no-ARQ scheme. We observe that
the RB-HARQ scheme (7, = 384 bits) requires 0.7 dB effective E; / N, lower than
the IR-HARQ scheme, and 2.2 dB effective E; / N, lower than the no-ARQ scheme
to achieve a packer error probability of 102 In the RB-HARQ scheme, by
retransmitting the most unreliable bits, the PER performance can be improved more
quickly than that in the IR-HARQ scheme, which retransmits the redundant code bits.
We can observe that when the number of retransmission bits increases, the probability
of packet error decreases. However, when the number of retransmission bits becomes

greater, the probability of packet error saturates.
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Figure 3.13: PER versus average effective E, /N, for (960,640) LDPC coded
system in a Rayleigh fading channel with QPSK by the RB-HARQ
scheme, no-ARQ scheme, and IR-HARQ scheme
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Figure 3.14 presents the comparison of the PER performances among the
conventional ARQ scheme, the fixed RB-HARQ scheme (7, = 288 bits), and the
proposed adaptive RB-HARQ scheme targeted on PER <10 2. As shown in the
figure, the average PER of the proposed RB-HARQ scheme is lower than the required

P, for SNR > 3.0 dB. However, the fixed RB-HARQ scheme satisfies the B,

requirement for SNR > 4.4 dB, and the conventional ARQ scheme satisfies the F)
requirement for SNR > 6.8 dB.

Figure 3.15 compares the throughput performances of the adaptive RB-HARQ
scheme, the fixed RB-HARQ scheme and the conventional ARQ scheme. As seen in
the figure, the proposed RB-HARQ scheme provides significantly better performance
than others, since it can adaptively choose the number of retransmission bits based on
the packet reliability. In the low*SNR region, the.proposed RB-HARQ scheme chooses
the larger number of retransmission bits, and in the high SNR region, it chooses the
smaller one. Compared with the fixed'RB-HARQ scheme, it leads to an increase of
about 0.4 bits/symbol in the throughput-at the SNR = 3 dB. For example, in IEEE
802.16 standard with 7 MHz bandwidth where the symbol rate is 5.93 Msymbols/s, the
proposed scheme leads to an increase of about 2.37 Mbps in the throughput over the
fixed RB-HARQ scheme.

In the above simulations, the proposed adaptive RB-HARQ scheme can improve
the performance in wireless environments by simply adjusting the number of
retransmission bits, and also satisfy the PER requirement. So, it strongly motivates us

to incorporate the concept of the adaptive RB-HARQ scheme in MIMO-OFDM

systems, which is described in Chapter 4.
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3.6 Summary

In this Chapter, we evaluated the performance of the RB-HARQ scheme using
LDPC codes. Moreover, we proposed an adaptive RB-HARQ algorithm for
communication systems employing LDPC coding. The algorithm is based on the notion
of codeword reliability, and its relationship to retransmission sizes and PER. The
algorithm adaptively computes the size of the ARQ transmission with the goal of
minimizing the retransmission size under the prescribed QoS requirement.
Conventional RB-HARQ scheme specifies the retransmission bits by considering each
unreliable bit. How to determine the retransmission size will deeply affect the
performance. Based on the adaptive algorithm, we can adaptively adjust the
retransmission sizes which can minimize the. number of retransmissions and satisfy the
QoS requirement. The simulations show that the algorithm has the potential of attaining

high throughput gain relative to the conventional ARQ scheme.
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Chapter 4

Combing RB-HARQ and Adaptive
Modulation in IEEE 802.16-like
MIMO-OFDM Systems

The evolution of the communications: space will rely on the design of next
generation wireless communication systems based on a whole new concept of fast,
reconfigurable networks, supporting features-such as high data rates, QoS, adaptability
to varying channel conditions,’ and integratton of a number of wireless access
technologies, depending on the exploitation of new resources such as cross-layer and
contextual information. The system performance of future wireless networks will be
enhanced by cross-layer joint design between PHY layer and MAC layer.

In this chapter, instead of considering AMC at the PHY layer and ARQ at the
MAC layer separately, we pursue a cross-layer design that combines these two layers
judiciously to maximize spectral efficiency, or throughput, under prescribed delay and
error performance constraints. We also evaluate different error control and adaptation
mechanisms available in the different layers for transmission, namely MAC

retransmission strategy, modulation order and channel coding.
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4.1 The Concept of Cross Layer Design

The system performance of future wireless networks will be enhanced by
cross-layer joint design between multiple protocol layers [32]. To this end, current
research efforts focus on identifying the most promising approaches, and the
requirements and challenges associated with their incorporation in future wireless
systems design. In order to allow wireless communication transceivers to operate in a
multi-parametric  continuously changing environment, reconfigurable adaptive
techniques to adjust the transmit parameters of transceivers and achieve the best
performance need to be devised. Reconfigurability in smart antenna (a special form of
MIMO) transceivers can be viewed as the capability of intelligent switching between
transceiver architectures with varying perfermance in a certain parameter of interest.
One example could be the design of an algorithm that exploits the fundamental
trade-off between spatial diversity and multiplexing in MIMO channels. Novel
approaches have been proposed recently that achieve reconfigurability by introducing
parameterization in the transceiver design with respect to the parameters against which
reconfiguration is to be performed, such as antenna correlation and CSI reliability
[32][33].

The system performance can be enhanced by interacting with the higher layers of
the open systems interconnection model of the International Standards Organization
(OSV/ISO) protocol stack. Smart antenna techniques can be developed combining
parameters in the PHY, link (MAC, data link control (DLC), scheduling, etc.), and
network layers (radio resource management, routing, transport, etc.); that is, in a
cross-layer fashion rather than attempting to optimize the designs in isolation from one
another. A layer-isolated approach often proves inefficient when the performance

evaluation takes into account higher layers. Furthermore, layer-isolated approaches can
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prevent the PHY layer innovations from being incorporated in the standardization effort
and eventually adopted in the implementation phase. The information to be exchanged
among the functionalities residing in different OSI layers can be classified as follows
[33]:
® CSI, that is, estimates for channel impulse response, location information,
vehicle speed, signal strength, interference level, and so on.
® QoS-related parameters including delay, throughput, bit error rate (BER),
packet error rate (PER) measurements, and so on.
® PHY layer resources including spatial processing schemes, number of antenna
elements, battery depletion level, and so on.

It is also important to carefully consider the cross-layer optimization criteria. In
practical systems, the link quality when employing smart antenna techniques is
determined not only by the performance of data detection methods, but also by the
specific coding scheme being-used; the-MAC/DLC functionalities adopted in the link
layer, or even the performance of pretocols-in‘the higher layers of the protocol stack.
Thus, all these blocks should optimally be designed to achieve the highest possible
overall system throughput including all links instead of the highest data rate for a single

link [33].

4.2 Adaptive Modulation Assisted MIMO
-OFDM System

The combined application of MIMO and OFDM (MIMO-OFDM) yields a
noticeable PHY layer capable of meeting the requirements for 4G broadband wireless
systems [34]. Thanks to OFDM, which is characterized by possessing multi-channels

over frequencies, the signal processing techniques involved in MIMO-OFDM could be
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borrowed from the sophisticated space-time ones by admitting the virtual equivalence
between time and frequency in some particular scenarios.

From the analysis of MIMO channel capacity, we figure out that the waterfilling
distribution of power over channels with different SNR values achieves the optimal
transmission scheme [35]. However, while the waterfilling distribution will indeed
yield the optimal solution, it is difficult to compute, and also assumes infinite
granularity in the constellation size, which is not practically realizable; the waterfilling
solution is optimal in capacity sense, not guaranteed the throughput being optimal, and
it may cause the error probability enhancement.

In this section, we introduce a practical adaptive loading procedure for
MIMO-OFDM that uses the V-BLAST as both its channel quality indicator and
detection algorithm. Bit and ,power_are .allocated in a manner to fix the total
transmission power while maximizing the data rate and yet still maintaining a target

system performance.

4.2.1 Adaptive Modulation

Wireless communication channels typically exhibit time-variant quality
fluctuations and hence conventional fixed-mode modems usually suffer from bursts of
error (see Figure 4.1 to get the idea). This defect could be somewhat mitigated if the
system was designed to provide a high link margin, that is, determine transmission
parameters based on the worst-case channel conditions to render the immunity against
channel impairments. However, it results in insufficient utilization of the full channel
capacity. An efficient approach of avoiding these detrimental effects is to dynamically
adjust transmission parameters based on the near instantaneous channel quality

information. In general, the following steps have to be taken to react to the change in
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channel condition for an adaptive wireless transceiver.

1. Channel quality estimation: If the communication between the two stations is
bi-directional and the channel can be considered reciprocal, then each station
can estimate the channel quality on the basis of received symbols, and adapt the
parameters of the local transmitter to this estimation in an open-loop manner.

2. Choice of the appropriate parameters for the next transmission: The transmitter

has to select the appropriate modulation mode for each sub-channel based on

the prediction of the channel quality for the next timeslot.

3. Signaling of the employed parameters: The receiver has to be informed, as to
which demodulator parameters to employ for the received packet. This
information can be either conveyed by the transmitted signal itself, at the cost of

a loss of effective data throughput, or estimated by a blind detection mechanism

at the receiver.

|

Packet length

oS —
MAC layer pargmebers - ' Retransmission limit
e Scheduler
Channel SNR ‘
# Modulation order
Physical layer Create SNR Coding scheme

threshold table

Figure 4.1: System architecture of the proposed V-BLAST based adaptive

MIMO-OFDM system
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4.3 System Model for V-BLAST Based
Apadtive MIMO-OFDM system

Figures 4.2 and 4.3 show the system architecture of the proposed closed-loop
V-BLAST based adaptive MIMO-OFDM system. It consists of a joint adaptive
modulation and coding module at the PHY layer, and link adaptation module at the
MAC layer.

At the PHY layer, we have N_xN, sub-channels, where N, is the number of
subcarriers and N, 1is the number of spatial channels per subcarrier. For a given time
slot n, N_xN, bit streams, {b,[n,k]:k=0,1,...N_} for i=12...,N,, are encoded
separately in different puncturing rates into N, xN, coded bit streams,
{c,[n,k]:k=0,1,...N_} for i=12:..,N,, respectively, and then modulated into QAM

symbols, {t[n,k]:k=0,1,...N,} for 1=1,2.s., where the length of b,[nk],

-
coding rate of ¢,[n,k], and-the modulation level of ¢[n,k] are informed by the
adaptive loading processor at thé transmitter after receiving the CSI. Eventually, the nth
OFDM symbols at the dh transmit antenna 1is generated by passing
{t[n,k]l:k=0,1,...N,} through an IFFT. A CP will be added before transmission to

reduce the effect of ISI and ICI.
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Figure 4.2: Proposed V-BLAST based adaptive MIMO-OFDM system transmitter
architecture
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Figure 4.3: Proposed V-BLAST based adaptive MIMO-OFDM system receiver

architecture

At the receiver, receive antennas 1 — N, will receive the radiated signal from
transmit antennas 1 — N, and N, =N, isassumed. The received data at each receive
antenna will then pass through a FFT with the.removal of the CP. We can express the

FFT output signal as [6]

Nt
riln, k] = ZHi7j[n,k]ti[n, K|+ nlaskl Vi =12,..,N, 4.1)

i=1 '
where 77,[n,k] denotes the additive complex Gaussian noise at the jth receive antenna,
and assumed to be zero-mean with two-sided power spectral density N,/2 per
dimension and uncorrelated for different n’s, k’s, or j’s. H, [n,k] denotes the
channel frequency response for the kth subcarrier at time 7, corresponding to the ith
transmit and jth receive antenna.

These spectrally mixed data at the receiver are further processed by the V-BLAST
algorithm as described before except that the modulation order used in each
sub-channel are not fixed. Moreover, recall that the original V-LABST has to obey an
ordering strategy in executing the cancellation process to ease the error propagation

effects. But due to the use of adaptive modulation, the ordering becomes an
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unnecessary step because those ill channels are assigned more robust transmission
modes to eliminate error bursts. In this way, the traditional interleaving techniques can
be omitted as well. Besides, we assume that multiple transmission modes are available.
Based on CSI acquired at the receiver, the AMC selector determines the
modulation-coding pair (mode), which is sent back to the transmitter through a
feedback channel. The AMC controller then updates the transmission mode at the
transmitter. The decoded bit streams are mapped to packets, which are pushed upwards

to the MAC layer.

We next list the operating assumptions adopted in this thesis.

1. Perfect CSI is available at the receiver using training-based channel estimation.
The corresponding mode selection is fed back to the transmitter without error
and latency. The assumption that the feedback channel is error free and has no
latency, could be at least.approximately.satisfied by using a fast feedback link
with powerful error control for feedback information.

2. Error detection based on"LDPC code is perfect. For flat fading channels, the
channel quality can be captured by a single parameter, namely the received
SNR.

3. Atthe PHY layer, we deal with packet by packet transmissions.

4.4 Adaptive MIMO-OFDM System

In a system with multiple antennas at the transmitter and/or receiver, the SNR not
only varies over time and frequency but also depends on a number of parameters
including the way the transmitting signals are mapped and weighted onto the transmit
antennas, the processing techniques used at the receiver, and some propagation related

parameters such as the pairwise antenna correlation. In this section, we consider a
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space-time-frequency scheme, that is V-BLAST based MIMO-OFDM as describe
before, and develop a practical LA procedure that integrate temporal, spatial, and
spectral components together.

Our problem is to assign bits and power to each sub-channel to maximize data rate
for some given power budget and a target BER. The main feature of our approach is to
separate the joint space-frequency problem into two separated ones by treating each
OFDM tone as a narrow band MIMO. We demonstrate by computer simulations that
the V-BLAST based MIMO-OFDM system works well to satisfy the system target BER
even in the low SNR scenarios at the cost of degrading transmission rate.

Seeing that a discrete rate set should be used in a practical communication system,
a loading criterion for discrete rate is required instead of using the water-filling solution
derived by maximizing Shannon capacity. However, a close form solution for optimal
discrete rate and power control could not be found and an exhaustive search over the
set of rates and powers is too ‘complicated to be conducted in a real time. Hence, some
bit loading algorithms were proposed to-obtain an optimal (or near optimal) solution
[36]-[39]. On account of simplicity and capability, when applying bit loading in the
MIMO-OFDM system, we promote that Campllo’s loading criteria [39] could be
somewhat modified and extended to the V-BLAST based adaptive MIMO-OFDM
system with reasonable computation complexity.

The joint space-frequency bit loading problem should be taken apart into two

separated sub-problems for the following reasons:

1. The active sub-channels should be predetermined before a full search over
N, x N, sub-channels to avoid the unpredictable manner introduced by the
V-BLAST detection algorithm.

2. By taking the joint loading problems apart into two smaller ones, the sorting

complexity is significantly reduced.
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Hence, at the first stage, the loading algorithm is applied to each subcarrier to
obtain an optimal bit and power allocation over its NN, spatial channels. At the second
stage, the same loading algorithm is processed over those active sub-channels surviving
from the first stage (at most N, X N_). The procedures are described as follows:

For each sub-band k (containing N, spatial channels), our allocation problem

could be stated as follows:

N
Ny Pz k < Pu e
max Y c[k]  subject to 2 Bk < By 4.2)
i=1 glk]<e Vi

error

where ¢[k], P[k],and g[k] are the rate (in bits/symbol), allocated power, and
error probability, respectively, of the ith transmit antenna at the kth subcarrier, ¢ is

error

the target BER, and P, is theitotal powet constraint ( P, is normalized to 1 in

udget udget

our simulation to guarantee a fair comparison between systems equipped with different
transmit antennas). In general, ¢ should be restricted to an integer number when the
practicability is under consideration. However,if we define ¢ as data rate, a system
using a specified channel encoder along with different puncturing rate will make ¢
equivalent to some fraction numbers. To facilitate our descriptions, we start with the
case without channel coding; in this example, c is equal to b.

A. Initialization

1. Set ¢, defined as the state of the N, transmit antennas according to their active

modes, to be 2™ —1 at the first iteration. To realize what q denotes, we give an
example. Assuming that four antennas are available at the transmitter side, if we

select three of them, e.g. the 1st, 2nd, and 4th antennas to be active, the state g will

become 13, which is the result of converting the corresponding active-mode vector

[1, 1, 0, 1] to a decimal number. Let Rate =0 and P g auar fina = Dyudget -
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2. Load equal power on those N k] active transmit antennas such that

active[

‘Pbud et . .
Pi_active[k] = N—g?‘ Vi<i — active < Nt,actz’ve (43)

(K]

t _active

3. Calculate the post-processing SNR of each active layer

F tive[k]
Pi ac ive[k] = S (44)
ot 02 || Wi_active[k] ||2

4. Clip the power of each layer and thereby reduce its SNR to fit the nearest threshold

below it by consulting the threshold table, and collect the residual power

Pi active [k] X 1O(tk /10)
Pi_active[k] = (45)
Pi __active [k]
Nt,active [k}
Presz'dual [k] = Pbudget - Z Pi,active [k] (46)
i=1

B. Power-Tightening

1. Since this step is valid for allsubcarriers, we drop the index k for the following
expressions. Let Ap,(b;) be the‘power required for ith layer to increase rate from

b —1 to b,. Ap,(b;) is defined as

<tbyz 7%’—1)
PZ- x10 10 — PZ-, bz- >1
Api(bi) = b 4.7)

1010 =1

1

We construct a power increment table containing Ap,;(b; +1) and Ap,(};)
V1<i< Nygetipe to record the least amount of power needed to step from current

transmission mode into the next higher-rate mode.

2. Following the principle: A bit distribution is said to be Power-tighten if

N
0 < Bygyer — 3. P, < min [Ap,(b +1)] (4.8)
=1

1<i<N
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3. m= arg{ min  [Ap,(b; + 1)]}

1<i<N; etive
4. While p,_ ... >2p, (b, +1)
(a) P <P +Ap, (b, +1)
®)  Presisiar < [Presiaua = AP (b, +1)]
(©) b,<b, +1
@ m=arg| min [Ap,(b,+1)]
C. Power-Efficientizing

1. Following the principle: A distribution is said to be efficient if

max[Ap;(b;)] < min[Ap;(b; +1)] (4.9)

2. m= arg{ min  [Ap, (b 1)]]», and .n = arg«[ max [Api(bi)]}

1SZ‘SNt7active lgiSNt,active

3. If n=m

1<i=m<Ny 4etive

a) [= arg1 min [Ap;(b;, + 1)]} ,

and j = arg{ max [Api(bi)]}

1<i=n<Ny getive

(b) if Ap,(b,) — Ap (b +1) > Apy(b;) — Apy, (b, +1); m 1
else n« j
4. While Ap,(b,) > Ap,, (b, +1)
(@ b, b, +1, b, —b —1
(b) B, < B, +Ap,(b, +1), B, — F, —Ap,(b,)

(C) Presidual < [presidual + Apn(bn) - Apm(bm + 1)]

d ne arg{ max [Api(bi)]}; m arg{ min [Ap, (b + 1)]}

1§7"§Nt7active 1§7"§Nt,active
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(e) If n=m

1<i=m<Ny getive

i. I= arg{ min  [Ap,(b; + 1)]} ,

and jzarg{ max [Api(bi)]}

1Si#nEN, g

ii. if Ap,(b,)—Ap(b +1)>Ap;(b;) — Ap,, (b, +1); m —1
else n«— j

Since it makes no sense to add and remove one bit in the same channel at the same time,

the case n = m should be discarded in (e) to avoid this contradiction.

D. Comparing and Recording

1. If (all the predetermined active layers remain surviving)

Nt
If > b, > Rate
i=1

If R‘esidual > Pr

esidual _ final

Ny
Rate = > b, ;. P

Pt residual _final = R“esz'dual
else g «—q—1
else g+—q—1
else g «—q—1

In this stage, we do an exhaustive search to determine which transmit antennas
should be active to support the optimal bit and power allocation for every subcarrier.
Therefore, given a subcarrier, we should examine oM 1 possible combinations,
which seem to be a time-consuming task. Fortunately, the needed effort can be eased
due to the causality between every possible combination. For example, given a
subcarrier, if we assume that the procedure starts with searching the antenna state [1, 1,
1, 1] and finally converges to the state [1, 0, 1, 0], then the following search starts with

the antenna state [1, 0, 1, 0] will lead to the same result, thus can be omitted.
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Stage 2:

In this stage, the algorithms B and C are reused for those sub-channels (both
frequency and spatial channels) surviving from the first stage to further exhaust the

NC
total residual power, that is Z P, ...lk], to get a rate enhancement.
k=1

B. Power-Tightening

C

N; N,
< . — 4 < ] . . .
0< Nc Pbudget ; kz:1 B[k] = 1§z‘§1{f?;¥§1k§Nc[Apl[k] (bz[k] + 1)] (4 10)

C. Power-Efficientizing

H}%X[pz— [K1(6; k)] < n&}ﬂn[pi[k] (bi[k]+1)] (4.11)

45 Combining HARQ with AMC

Mechanism

In this section, we develop our cross-layer design, which combines AMC at the
PHY layer with RB-HARQ at ‘the MAC layer [40]. Since only finite delays and buffer
sizes can be afforded in practice, and the maximum transmission delay depends on the
length of a packet and the maximum number of retransmissions. Therefore, the
maximum number of ARQ retransmissions has to be bounded. This number can be
specified by dividing the maximum allowable system delay over the round trip delay
required for each retransmission. Formally, we adopt the following delay constraint.

1. The maximum number of retransmissions allowed per packet is R™ . If a
packet is not received correctly after R™ retransmissions, we will drop it, and
declare packet loss. On the other hand, the error packets can also be utilized if the
receiver decides to do so. To maintain an acceptable packet stream, we impose
the following performance constraint:

2. The transmission duration of packet after R™** retransmissions is no longer
than maximum delay limit.
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3. The probability of packet loss after R™** retransmissions is no larger than

Hence, constraint 1, 2, and 3 can be derived from the required quality of service in
the application at hand. The delay constraint 1 dictates that truncated ARQ with up to
R™™ retransmissions should be performed at the data link layer. Having specified
ARQ at the data link layer, we next design the AMC at the PHY layer. In other words,
we address the following interesting question: with the aid of R™®* -truncated ARQ at
the data link layer, how can we optimally design the AMC at the PHY layer to

maximize throughput, while guaranteeing the overall system performance dictated by

the three constrains.

4.5.1 System Performance -Requirement at PHY
Layer

We first determine how reliable performanee is needed at the PHY layer to meet
constraint 1, given that R™®* -truncated ARQ is implemented at the data link layer.
Notice that a packet is dropped if it is received incorrectly after a maximum number of
(R™™ + 1) transmissions; i.e., after R™ retransmissions. Let us suppose that the
instantaneous PER is guaranteed to be no greater than for each chosen AMC mode at

the PHY layer. Then, the packet loss probability at the data link layer is no greater than

max
P R

0 1 To satisfy C2, we need to impose [40]

max

B < B (4.12)

From Equation (4.12), we obtain

Py < BU/ETH) — p

— *loss target

(4.13)
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Therefore, if we design AMC to satisfy a PER upper-bound as in Equation (4.13)
at the PHY layer, and implement a R™®* —truncated ARQ at the data link layer, both
delay and performance requirements 1 and 2 will be satisfied. Our remaining problem

is to design AMC to maximize spectral efficiency while maintaining Equation (4.13).

4.5.2 AMC Design at the PHY Layer

Our objective here is to maximize the data rate, while maintaining the required
performance, through AMC at the PHY layer. As we already mentioned, the
transmission modes are arranged so that the rate is increasing as the mode index n
creases. Let N note the total number of transmission modes available. We partition the
total SNR range into N + 1 overlapping censecutive intervals, with boundary points

denoted as {v, }7]:[+()1 . Specifically; [40] mode. is‘chosen, when

Y€ [VuiTns1) (4.14)

To avoid deep channel fades, no payload bits'will be sent when v, <~y <~,. What

N+1

remains now is to determine the boundary points {, } .

4.5.2.1. Error Performances of PHY Modes

The boundary points are specified in [40] for a given target BER. Finding the
target BER through the required PER, and then specifying the boundaries as in [40].
Exact closded-form PERs for the uncoded modulations are provided in [41], while
exact closed-form PERs for the coded modulations are not available. To simplify the

AMC design, will rely on the following approximate PER expression: [40]

1, if 0 <y <7,
PER  (v) ~ (4.15)

a, exp(=g,7), ifv=>7,,
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where n is the mode index and y is the received SNR. Parameters a,, g,, and 7, in
Equation (4.15) are mode-dependent, and are obtained by fitting Equation (4.15) to the
exact PER, where the accuracy of this PER approximation is also verified. Using the
approximate yet simple expression Equation (4.15) facilitates the mode selection. We set
the region boundary (or the switching threshold) y, for the transmission mode 7 to be the
minimum SNR required to achieve Pirger. In general, the required PER in Equation (4.13)

satisfies Preet < 1. Inverting the PER expression in Equation (4.15), we obtain

Yo =0
1 a,

5, =—In|—"—| n=12..,N (4.16)
In target

YN41 = +00

With the y, specified by Equation (4.16),/one can verify that the AMC in Equation (4.14)
guarantees Equation (4.13). Maintaining the target performance, the proposed AMC with
the Equation (4.14) and Equation (4.16) then maximizes the spectral efficiency, with the

given finite transmission modes.

4.5.3 Error Performances of AMC Design

Since the instantaneous PER is upper-bounded by Pj.ss in our AMC design, the
average PER at the PHY layer will be lower than Pj.. First, we evaluate this average
PER at the PHY layer. According to the AMC rule in Equation (4.14), the transmission
mode, and thus the instantaneous PER, depend on the received SNR ~. In each mode n
will be chosen with probability [40]

Prav = [ p, (v)dy 4.17)

n

Let PER, denote the average packet error rate for mode n. From Equations

(4.15) and (4.16), we can derive PER, as
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1 Tn+1
PER,
T 2 (V) 2y (V)

1
Prm)

(4.18)
Tn
f% "a, exp(—g,7) p, (vMdv
The average PER of AMC can then be computed as the ratio of the average
number of incorrectly received packets over the total average number of transmitted

packets.

N
> R, Pr(n) PER,
PER = 1= _ (4.19)
> R,PER,
n=1

where R, is the code rate of mode n.

4.6 Adaptive RB-HARQ with AMC

Mechanism

In this section we have taken ‘a general'look at the throughput by considering the
adaptive RB-HARQ scheme and'the-adaptive modulation assisted MIMO-OFDM
system. We separate the problem into two parts. First, we use the Equations (4.12)
-(4.16) to determine the modulation order. Second, if the receiver fails in decoding,
then we use the adaptive RB-HARQ algorithm to decide the retransmission size of the
next transmission.

The throughput 7 is defined as the average number of information bits per second

received successfully. The throughput in bits per second is given by [31]

I(1—p, M
nzTI ___ X f"> (4.20)
trans Ts N1 + Z ijj_l
j=2

where T, . 1s the average cumulative time duration of the packet transmissions until

successful decoding and T, is the symbol period. M is the average modulation order
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which can obtain from AMC scheme. p; is the probability of decoding failure in

transmission 1 through 7. That is, [31]

J
p; = P|[) Decoding failure in the kth transmission
k=1 (4.21)

= P[Decoding failure in the jth transmission] = BLER;
where BLER, denotes the block error rate achieved after the j transmission.
The average packet delay, 6, is expected time that elapses from the moment the
packet is first transmitted over the channel to the moment the packet is first transmitted

over the channel to the moment the packet is successfully decoded. It is given by [31]

J J
N+ > Nipjy 1.2 p;
i1

6= Tmns + Twai = Ts =2 ~
! t (1—p;) M 1—py

(4.22)

where T,

trans

is defined above, T’ ,;is the average cumulative time between transmission
of a packet until successful deeoding, and-7’ is'the time interval between transmissions.
For simplicity, the delay expression-is derived assuming that the interval between

attempts to transmit a packet is e€qual to the time:interval between transmissions.

47 PHY/MAC Cross-Layer AMC Design

Based on the above analysis, the run-time optimal cross layer bit allocation

algorithm can be summarized as follows:

1. Estimate the channel condition (various methods exist to estimate the channel
condition based on the receiver feedback; these are not discussed here)

2. For the estimated channel SNR and given QoS parameters, determine the target
packet error probability Pirees from Equation (4.13).

3. Choose maximum retransmission number Rpn.x to obtain the packet error

probability to lower than the target packet error probability Piarget
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4. Base on the parameters selected by the previous step, construct SNR threshold

table {v, }g:ol by Equation (4.16).

5. When error occurs in receiver, determine the codeword reliability. Using Equation

(3.30) to choose the optimal retransmission size.

4.8 Computer Simulations

In this section, computer simulations are conducted to evaluate the performance of
the proposed V-BLAST based cross layer design AMC system. Throughout the
simulation, we only deal with discrete time signal processing in the baseband, hence
pulse-shaping and matched-filtering are removed from consideration for simulation
simplicity. Also, channel estimation and timing synchronization are assumed to be
perfect. Table 4.1 lists all parameters used in. our simulation. The configuration we
consider here is a MIMO-OEDM 'system with' a bandwidth of 7 MHz and 256
subcarriers. The set of QAM constellation used in the simulation is {0, 4, 16, and 64}.
The system is an IEEE 802.16-like OFDM mode system. We use the IEEE 802.20
MBWA Channel Model-C which is suited for MIMO broadband wireless access
environment.

Firstly, a look-up table that contains the SNR threshold values of each modulation
mode should be established. These threshold values could be obtained by dynamically
evaluating each PER curve to find the corresponding SNR value that meets the PER
requirement (107 in our simulations). The look-up table is listed in Table 4.2. In the low
SNR scenario, our cross layer design AMC forces some of transmit antennas to be
blocked frequently to avoid inefficient or unreliable transmission in order to meet the

target PER requirement.
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Table 4.1:  Simulation parameters of the ZF-BLAST based cross layer design AMC

system
Number of TX/RX antennas 1/1,2/2
Bandwidth 7 MHz
Number of carriers 256
OFDM symbol duration 16 +2 (CP) us
2™.QAM available 0,2,4,and 6
Channel coding LDPC code (960, 640) + 20 iterations
Packet loss probability 107
ARQ types No ARQ, Conventional ARQ, RB-HARQ
Packet size 640 bits
Channel model 802.20-C , 6 paths model, 7,s = 1.27 us

Table 4.2: SNR threshold table for various M-QAM at the target PER=10"

SNR (dB) No TX QPSK 16-QAM 64-QAM
AMC-only —00 3.91 9.92 15.01
ARQ, RB-HARQ —00 347 941 14.43

Figure 4.4 shows the throughput‘performances for the cross layer design AMC
system with the proposed RB-HARQ scheme, .the ARQ scheme and the AMC-only
scheme under (N, N, ) =(2,2). As shown in the figure, when the SNR increases, the
throughput performance of each scheme increases proportionally. Moreover, we can
observe that the throughput performance with the ARQ scheme is close to that of the
AMC-only scheme. When the transmitter has perfect CSI, it can always choose a
suitable mode which can satisfy the prescribed QoS requirement. Compared with the
AMC-only scheme, the ARQ scheme has better error-correcting capability, which
relieves the PHY layer from stringent error correction requirements. With a lower PER
requirement, the transmission rate can be increased at the PHY layer. This in turn leads
to the improvement of the transmission rate and the deterioration of the PER
performance. This is the reason why the throughput performance of the ARQ scheme is

close to that of the AMC-only scheme. The RB-HARQ scheme leads to an increase of
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about 5 Mbps in the throughput over the ARQ scheme and the AMC-only scheme
because only a few bits are needed to be retransmitted in the RB-HARQ scheme. The
comparison of retransmission data rates between the RB-HARQ scheme and the ARQ
scheme is shown in Figure 4.5. The retransmission data rate is defined as the total data
rate which contains the retransmission information. As shown in Figure 4.6, the average

PER of the RB-HARQ scheme is lower than the required B, . Figures 4.7-4.9 show

088 *
the performances of throughput, retransmission data rate, and PER respectively under

(N;,N,) = (1,1). The results are similar to the case under (N, N, )= (2,2).
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Figure 4.4: Throughput versus average SNR for the cross layer design AMC system

(required P,,, = 107?)

n

IEEE

802.20

Model-C

channel.

(N,,N,) =(2,2) with RB-HARQ scheme, ARQ scheme, and AMC-only

scheme. Other parameters are listed in Table 4.1
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parameters are listed insTable4.1

| | |
77777777 T e
| | |
v 2 | | |
- e SBSsgEsSHocgIsicTocczIIIg
r- - -_-____1-_-_-_-_-_”"”"3”_”"”"”"”"”"“°9—“Z—Z—Z—Z—Z—Z-Z [ N
77777777 n JE s N
77777777 €1 e - _ 4
| | |
77777777 T | R N
| | |
-3 | | |
10 e e Bl CZ==Z=Z=Z=Z=T=====321
) I __C__-__”_”_”IT-_-—-—_--Z-°zZ
———————— ¥ E
77777777 + F-"="—="+ - === = = — 7
———————— + e
| | |
r-———~~>~"""~""7"9 7~~~ ~"“~"~“"™™"™3°-" "~ “~"~“"~"~7 7 [ |
4 | | | | |
10' L L L L L
0 5 10 15 20 25 30

- H A

SNR (dB)
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(N, N,) =(2,2) with RB-HARQ scheme. Other parameters are listed in
Table 4.1
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Figure 4.9: PER versus average SNR for the cross layer design AMC system
(required P,,, =107%) in IEEE 80220 Model-C  channel.
(N,,N,) = (1,1) with RB-HARQ scheme. Other parameters are listed in
Table 4.1

In the above simulations, we assume that perfect CSI is available at the transmitter.
However, it may not always-hold truerdue to many different reasons, e.g. channel
estimation error, and/or feedback delay:.eombined with Doppler spread and quantization
error. Then, we consider a system with partial (imperfect) CSI at the transmitter (CSIT),
but with full (perfect) CSI at the receiver. The transmitter acquires channel knowledge
either via a feedback channel, or, by channel estimation in a TDD operation. The partial
CSIT includes the frequency domain channel feedback h ro that is treated as
deterministic mean plus a perturbation (error) term h ¢ with known pdf to account for
various sources of uncertainty [42], i.e.,

hy =h;,+h, (4.23)

where h s ~CN (H f,mzﬁf)- In the simulation, we assume the error covariance

matrix Eﬁ = (0.01I.
’
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Figure 4.10 shows the comparison of the throughput performances among the
RB-HARQ scheme, the ARQ scheme, and the AMC-only scheme under partial CSIT.
We observe that the RB-HARQ scheme leads to an increase of about 5 Mbps in the
throughput over the ARQ scheme and the AMC-only scheme. Unlike the perfect CSIT
case, the PER performance of the ARQ scheme is better than that of the AMC-only
scheme since the ARQ scheme can use ACK/NACK to mitigate the effect of partial
CSIT. The PER performance of the RB-HARQ scheme is still the best one. The PER
performance in the presence of partial (imperfect) CSI at the transmitter is shown in
Figure 4.11. In the presence of partial CSIT, all the schemes cannot meet the required
Bloss -

In the RB-HARQ scheme, the packet reliability will become smaller when the
perfect CSIT is not available at'the transmitter. With the smaller packet reliability, the

receiver request the greater number of retransmission bits. So the effect of partial CSIT

degrades the PER performance slightly:
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Figure 4.10: Throughput versus average SNR for the cross layer design AMC system
(required P,,, = 107?) in IEEE 802.20 Model-C channel in the presence
of partial CSIT Zﬁf =0.01I . (N,,N,)=(2,2) with RB-HARQ
scheme, ARQ scheme, and AMC-only scheme. Other parameters are
listed in Table 4.1
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Figure 4.11: PER versus average SNR for the cross layer design AMC system (required
P,,, = 107%) in IEEE 802.20 Model-C channel in the presence of partial
CSIT Eﬁf =0.01I. (N,,N,)=(2,2) with RB-HARQ scheme, ARQ

scheme, and AMC-onlyscheme: Other parameters are listed in Table 4.1

4.9 Summary

Maximizing throughput in a wireless channel is a very important issue for the
quality of multi-media or data transmission. The cross layer design AMC system
combines the AMC scheme at the PHY layer and the RB-HARQ at the MAC layer, in
order to maximize the system throughput under prescribed delay and performance
constrains. The RB-HARQ scheme can alleviate stringent error-control requirements on
modulation and coding, and bring considerable throughput performance gain.
Computer simulations results demonstrate the throughput and PER performance

improvement of the cross-layer design AMC with RB-HARQ.
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Chapter 5

Conclusion

In this thesis, we survey the MIMO techniques and explore their applications in
the OFDM systems. With the aid of OFDM, we show that MIMO can find a feasible
way in extending itself to wideband transmission based on the flat fading channels
introduced by OFDM tones. In Chapter 2, we present V-BLAST based MIMO-OFDM
architecture, aimed to provide-high spectral efficiency.

In Chapter 3, we compare several. HARQ,schemes and conclude that RB-HARQ is
the best scheme. We propose an‘adaptive algorithm which can accordingly choose the
sizes of retransmissions under the QoS constraints such as the maximum number of
retransmissions allowed per packet and packet loss probability. In the simulations, the
proposed adaptive algorithm has a significant performance gain over other schemes.

Although the adaptive MIMO-OFDM systems can enjoy both the diversity and
multiplexing gains in a flexible manner, it does not consider the requirement of higher
layer. By analytical throughput computation, the adaptive MIMO-OFDM systems at
PHY layer will not lead to a significant throughput increase at higher layers.

Observing that the network performance in mobile wireless applications is
determined largely by a complex interaction between PHY layer, and MAC layer, a
joint design of these layers was proposed in Chapter 4. The cross layer design AMC

system combines adaptive modulation and coding scheme at the PHY layer and MAC
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protection strategies at the MAC layer to maximize the system throughput under
prescribed delay and performance constrains. It presents a new point of view in which
SM and SD are complementary rather than competing approaches. By adjusting the
transmission parameters to prevent ill-conditioned sub-channels from dominating the
system performance, an indirect form of diversity is also drawn. Computer simulation
results demonstrated the throughput and PER performance improvement of the
cross-layer design AMC.

As a remark for addressing the ability of system extension, the proposed adaptive
MIMO transceiver is an example of link adaptation which can be achieved by adjusting
the transmission parameters. It is noted that the proposed adaptive MIMO transceiver is
essentially an adaptive modulation and coding scheme at the PHY layer, and integrated
with RB-HARQ at the MAC layer to achieve the QoS demands under prescribed delay
and error performance constraints. Finally, the assumptions that perfect CSI is available
at the receiver, and the feedback ichannel-has zero delay and is error free, may not
always hold true. One possible extension of this work is to design and analyze the cross
layer design with imperfect CSIT. Besides, the impact of cross layer design on other

parameters at the PHY and higher layers is also worth investigating.
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