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Abstract

We consider a secure satellite link in which a slow frequency-hopped (FH), turbo-
coded DPSK signal is used in the uplink.-Sevéral detector structures are proposed and
both processing and bent-pipe transponders are considered although our emphasis is
on the former class. Regarding-the turbo-coded DPSK signal as an equivalent seri-
ally concatenated coding scheme*with:the.inner code being the rate-1 DPSK encoder,
we propose an iterative decoder architecture and examine the effectiveness of different
decoding schedules. We also consider two interleaver structures for the corresponding
turbo codes. The first one is a conventional block oriented interleaver while the second
one is the so-called inter-block permutation (IBP) interleaver. Numerical results indicate
that sufficient AJ margin is achievable with the proposed signal waveform and decoding
scheme. Furthermore, the IBP-interleaved turbo coded system offer additional tradeoft
between hopping rate and performance. It offers sufficient AJ capability even the FH

rate is relatively low.
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Chapter 1

Introduction

Anti-jamming (AJ) capability is the most critical measure and requirement of a
military communication system. In general, AJ strategies are built upon the following
technologies: 1) wideband transmission, 2) multiple antennas (i.e. antenna array), 3)
robust modulation, and 4) forward error-correcting (FEC) codes. Spread spectrum
(SS) techniques belong to the firstjeategory and‘frequency-hopping (FH) is generally
considered as a more robust and:efficient electronic counter counter-measure (ECCM)
scheme than the direct sequence spread-spectrum (DSSS) waveform. In conjunction
with FHSS waveform, one can uséeither differential phase shift keying (DPSK) [1] or
M-ary phase shift keying (MFSK) to enhance the system’s AJ robustness, as these two
modulation schemes can be incoherently detected and is thus immune to phase noise.

To further improve a ECCM system’s AJ capability, one can invoke a powerful FEC
coding scheme. In particular, turbo codes, which form a class of very powerful FEC
codes [2], have been shown to be effective in meeting the AJ requirement [3, 4]. It
has been shown in [11] that a turbo coded system is not sensitive to the mismatch of
SNR if the BPSK modulation is used. However, whether this conclusion is valid when
the DPSK or MFSK modulation is used remains unanswered. Hence, the robustness
of DPSK and MFSK in the presence of phase error should assessed against their SNR
sensitivity. In light of such a concern, we need to find a reliable SNR estimation scheme

to avoid performance degradation.



The purpose of this thesis is to propose and validate solutions to some critical sys-
tem issues concerning the design of a turbo-coded FHSS DPSK satellite link. Several
new techniques are incorporated into the physical layer design. We use a inter-block
permutation (IBP) turbo code, an improved DPSK detector, a very efficient signal to
noise ratio (SNR) estimator, and an efficient iterative joint demodulation and decoding
structure. As will be shown by numerical examples, the proposed system design makes
possible for the overall satellite link to render a large enough AJ margin. The reasons
for invoking these new techniques are given in the following paragraphs.

Although a differential coherent DPSK receiver is more robust it suffers from per-
formance degradation with respect to a coherent detector. In [6], an infinite impulse
response (IIR) filter with decision feedback equipped with a conventional differential de-
tection circuit is proposed to improve the reference SNR. It was shown that the resulting
DPSK performance comes very close'to that of the coherent DPSK detector.

For turbo-coded DPSK system, we modify the structure of [6] to compensate for
the received phase offset ¢y. We also replace the coniventional DPSK demodulator by
a soft-input soft-output (SISO) MAP DPSK detector whose output, after proper de-
interleaving, is forwarded to a turbo decoder.” We thus have a turbo coded DPSK receiver
structure that is equivalent to that of an iterative decoder for a serial concatenated code
first conceived by Forney [5]. This receiver structure will be referred to as IIR filtered
(or IBP-) turbo DPSK detector.

It has been shown that the IBP turbo code (IBPTC) is an efficient high speed turbo
code. However, the use of an IBP turbo code in a military communication system is
motivated by another attractive feature of IBPTCs, i.e., an IBPTC decoder continuously
expands its message-passing range as the number of decoding iterations increases. Note
that in a channel that suffers from partial band jamming, the received samples consist of
jammed (unreliable) and unjammed (reliable) samples. Increasing the iteration number

thus enable the decoder to collect more reliable samples to help decoding unreliable bits.



The rest of this thesis is organized as follows. Chapter 2 presents the system and
channel (jammer) model of a Ka-band satellite link. Various SNR estimation algorithms
are discussed in Chapter 3 and the two key performance-enhancing technologies, i.e., IBP
interleaving and IIR filter-aided DPSK detection are presented in the ensuing chapter.
Chapter 5 gives numerical uplink performance for a regenerative link with various on-
board receiving structures. We discuss the satellite nonlinear effect in Chapter 6 and
provide end-to-end (overall link) performance in the following chapter. The last chapter
summarizes our major results and compares the worst case performance of the proposed

architectures.



Chapter 2

System and Channel Models

2.1 Turbo coded FH/DPSK systems

; X
»| turbo encoder ‘ channel > DPSK frequency
interleaver modulator hopper
channel
b <] Make P SISO turbo | channel DPSK frequency
i decision decoder deinterleaver |- modulator dehopper

Figure 2.1: Block diagram of a turbo coded slow FH/DPSK system.

Shown in Fig. 2.1 is a block diagram of the turbo-coded DPSK digital satellite
communication system. In the (ground) transmitter site, we have three main building
blocks representing the turbo encoder, channel interleaver and DPSK modulator. A
sequence of N, information bits b = (by,ba,--- ,by,) is encoded by a rate % turbo
encoder without puncturing into a sequence of N coded bits ¢ = (¢y,¢q,- -+, cn). Coded
bit stream is then interleaved by the channel interleaver, denoted by 7, through which
c is written by columns and the interleaved sequence is read by rows. We represent the

interleaving operation by z; = m(¢;). The DPSK modulator differentially encode the



interleaved sequence into the sequence d = (dy,ds, - ,dy) and produce the bi-phase

sequence, {s; = eU?)} where ¢; € {0, 7}.

2.2 Frequency-hopped systems

In a frequency hopping (FH) system, the modulated carrier is hopped in a pseudo-
random fashion. An FH system with a hopping rate larger than one hop per channel
symbol is called a fast FH system; otherwise it is referred to as a slow FH system. Be-
cause the phase coherency among different hops is very difficult to maintain, coherent
FH/DPSK systems remain only a theoretical interest. Our study considers a DPSK
modulated slow hopping FHSS system. The phase continuity among adjacent samples
of a slow FH system makes the DPSK modulated signals detectable. When we observe
an FH/DPSK waveform over a number of hop periods, the its frequency content might
span the entire spread spectrum bandwidth Wie.» Let R, be the DPSK rate so that
the SS band consists of W,/ R, = Ngs subbands. *In the absence of jamming and radio
frequency interference (RFI) a satellite ehannel is often modelled as an additive white
Gaussian noise (AWGN) channel. “One can themn express the baseband matched filter

output at the ¢th subband as
= \/fsej(aﬁﬁdm) +n;. (2.1)

where ¢ is a random phase rotation with uniform distribution U|[0;27) and n; is a zero
mean complex Gaussian random variable.

It is reasonable to assume that the jammer does not have the knowledge of the hop-
ping pattern but it does know the frequency band in which the signal was transmitted.
A common approach for a jammer is to concentrate its limited power resource over a
fraction of Wy, in the form of random noise or random tones. The former strategy is
called a partial band noise jammer (PBNJ) while the later strategy is referred to as a

multitone jammer (MTJ). Because the communicator in an FH system can in principle



avoid using certain frequency bands that it has detected as being jammed and changing
its hopping pattern, the jammer should also varies its targeted band. For a worst case
consideration, we assume that the jammer can modify its power distribution strategy,
alter the jammed band over W,,. But the rate of changes is slow relative to the FH dwell
time 1/R;, = T}, and yet fast enough to deny the opportunity of the FH communicators
to detect the location of jammed bands and to take necessary remedial action. We also
assume that shifts in the jammed band are synchronous with the hop clock so that the
communication channel is stationary during a hop period. Finally, we assume that dur-
ing a given hop period, the band used by the modulated signals lies entirely inside or

outside the jammed band.

2.3 Partial-band noise jammer

A PBNJ emits a fixed amount radiated power over a portion of the frequency hopping
band Wgg, it distributes its total ayailable power  Pj-over a band of W; Hz band. The
jammed band occupies a fractiony = W7/Wes-(0 <2 < 1) of the full spread spectrum
(SS) bandwidth. For a perfect FHSS: system, the probability that a transmitting band
is jammed can be determined by an independent Bernoulli distribution with jamming
probability u, i.e. a jammed subsequence on a given band is irrelevant to other sub-

sequences. The equivalent power spectrum density (PSD) within the jammed band is

, Py Py/Wss N,
Ny =g = = = LW ) (2.2)

If a DPSK encoded sub-sequence is not jammed, the total noise PSD density level, N,
is identical to that of AWGN Nj, i.e.,

E, Ej
SNR = —

= 2.3
N, N (2:3)

where F is symbol energy. In case of a band is jammed, the total noise power corrupting

the band is the sum of the background thermal noise power and the jammer’s power,



i.e., the equivalent signal to noise plus jamming power ratio is given by

E; B Ey
SNR = =% — = .
N, No+N;, No+ M

(2.4)

When the channel state is known, the receiver can classify the channel condition as the
jammed and the un-jammed states. The previous independent Bernoulli distribution
assumption shows that the probability of the jammed state is u while the probability of
the unjammed state is 1 — u. Note that knowing the channel state helps the receiver a

lot in boosting its AJ performance and our simulation results show the fact.

2.4 Multitone jammer

Another jammer model which is more effective against FH waveforms is the multitone
jammer (MTJ). This kind of jammer divide its total jamming power evenly among )
independent random tones that aretuniformly distributed over all the candidate FH
bands (Q; = Wss/Ry,) within the whele 8S-band. 'We assume that the jammer know
how the communicator partition the total hopping -band into disjoint subbands and
each jamming tone coincide with.one of the @), available carrier frequencies. Thus a
signal jammed at most one jamming tone per'hopping period. We also assume that the
multitone jammer can randomly rearrange the jamming tones locations to thwart any
FH avoidance measures. And the time of the jammer to relocate the jamming tones is
also assumed to be synchronous with the communicator’s hopping clock. With these

above assumptions the probability a signal is jammed by a MTJ is given by

Q
Q:

Let SJR be the signal-to-jammer power ratio and the power of each jamming tone is

p (2.5)

denoted as J;,

SR - § _ si'gnal power ’ (2.6)
J  total jammaing power
5 = i _ total jammz'ng power ' 2.7)
Q  number of jamming tones

7



The signal-to-jamming tone power ratio SJR; is given

S S S

SJTR, = 7, = J/—Q = 7(Qtp) (2.8)

Q: = W/ Ry, def G is known as the processing gain.

2.5 AJ capability of an FH system

Figs. 2.3 and 2.2 show the AJ performance of a BPSK system when a conventional
rate 1/3 convolutional turbo code (CTC) with two identical {15,13} component codes
is used. We will use the same CTC component codes throughout our discussion. It is
found that the AJ effectiveness improves as the hopping rate increases. If a fast hopping
rate of 1 bit/hop is employed, the jammer is forced to distribute its power over the entire
spread spectrum bandwidth while Fig. 2.2 indicates that if a much slower hopping rate
100 bits/hop is used full band jamming is optimal euly if the jammer has enough power,
i.e., Ey/Ny < 0.8 dB. For a slow FH.system with hopping rate = 100 hops/sec and date
rate = 1 Gbits/sec, we have 100" bits/hop which will be used as the default hopping
block size in all subsequent discussion.unless otherwise specified.

The ultimate goal of an FH AJ system is to force the jammer to jam the entire SS
band regardless of how much power it can emit. In other words, we hope to eliminate

the jammer’s degree of freedom in choosing which portion of Wy, for jamming.
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Chapter 3

Channel Estimation Schemes

3.1 Gaussian approximation and extrinsic informa-
tion

It is well known that a turbo decoder needs to have good SNR estimate, as it
represents the channel information in computing the reliability of an information bit.
For a BPSK signal transmitted over ansAWGN channel, the corresponding received

matched filter output is given by

5= \/ ES.CEi -+ N (31)

where x; = +1if b; =0, z;, = —1ifb;=1and n;, ~ N (O, %) Then
exp (—ﬁ—;(m — 1)2)
exp (—f,—f)(ri + 1)2> Pb;=1)

L(bilr;)) = In

E
= 4.=. L(b
N, "t i)

We have assumed that a PBNJ effectively increases the noise power level of the AWGN
channel over which signal is transmitted. It is also assumed that the received waveform

during a given hopping period is either jammed or jam-free. Therefore what we have to

10



estimate is FE;/V;, the symbol signal energy to total noise power spectral density ratio

in each hopping block.

We first notice that the DPSK demodulator output is given by

* k *
w, = mri, = Exxp +/ Es(ni +nl_y) +nini_,

= ESZL'Z' + w;

(3.3)

where x; € {+1, —1}. Here we have invoked the assumption of [12] that the combination

of three noise terms is an equivalent Gaussian random variable w; ~ N (fi,,02). Such

an approximation simplifies the decoding metric computation at the cost of negligible

performance degradation. Since the first and the second moments of this Gaussian

random variable are given by

E{lwi} = p = E{v/Es(ni+nj_;)+nn;_,}

= E{VE} + E{VE@; } + E{n}E{n;_,} = 0

var{w;} = aﬁ, = var{y/ Es(n; + n;.5) +nn;_}

= var{y/Eshi}+war{s/ Bsn) } + var{n;}var{n}_,}

N?
= E3N0+—0

4
a W5
2

the probability of u; conditioned on x; becomes

(uglzs = 1) = — e [ B+ 1)2}
i|Ti = = XP | T2\ Wi
P /TWE P W
and then
(bifu) Nl = 1) P(bi = 1)
E2
e [—gk =17 p=0)
= In . +In B0 ]
exp <— vag (u; + 1)2) (b; )
E}
= 4. e u; + L(b;)

(3.4)

(3.5)

(3.6)

(3.7)



Unlike the BPSK case, the required channel side information (CSI) for DPSK is E2/W¢.

3.2 Performance loss due to SNR mismatch

Summers and Wilson [11] studied the sensitivity to SNR mismatch for turbo coded
BPSK systems in an AWGN channel. They found that turbo coded systems are rela-
tively robust to SNR mismatch. At low SNRs the decoder performance degradation is
negligible as long as the SNR estimation error is between +1 dB and -2 dB. If SNR is

high one can have an even larger estimation error tolerance (between +6 dB and -2 dB).

0.1 o

0.01 o E,/N, 5.00B

Bit error rate

1E-3 4

E,/N, 5.4dB
1E-4

1E-5 T T S R T T 1
6 -4 2 0 2 4 6

E:/WO2 estimate error (dB)

Figure 3.1: SNR sensitivity of a turbo coded DPSK system; code rate 1/3, interleaver
size 400, {15,13} component codes, 10 decoding iterations; AWGN channel.

As we are more interested in DPSK waveform, we would like know the SNR sen-
sitivities of turbo coded DPSK and IBPTC-coded DPSK systems. IBPTC is a turbo
code that uses an IBP interleaver which performs intra-block interleaving and an extra
inter-block interleaving. Fig. 3.1 and Fig. 3.2 depict the BER performance as a func-
tion of SNR estimation error. IBP turbo coded DPSK systems are more sensitive to

SNR mismatch than its conventional turbo coded counterpart. As SNR estimation error

12
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ESZ/WO2 estimate error (dB)

Figure 3.2: SNR sensitivity of a IBP-turbo coded DPSK system; code rate 1/3, inter-
leaver size 400, {15,13} component codes, 10 decoding iterations; AWGN channel.

results in significant BER performance degradation in IBPTC-coded DPSK systems, it

is important for an IBPTC decoder'to have a reliable: SNR estimator.

3.3 SNR estimation'schemes

Several SNR estimators are presented in this section. Some are obtained using the
so-called moment methods while others operate in a decision feedback manner, assuming

perfect decisions.

3.3.1 Estimator A

In [11], an online SNR estimation method based on moments and second ordered
polynomial curve fitting is proposed. For a BPSK system, the received matched filter

output r; has the following statistical properties:

E{r}} = E.+op (3.9)

2 2 E
E{|ri|} = ony/=e B2 1 \/E, |erf :
{Ir:|} o \/;e + er 207

(3.10)

13



where erf(x) is the error function. Then the new variable z

B{r?} L+

Z = T 15

BN e 1 JB [ert (/)] Y

— (%) (3.11)

is a function of E,/o2. Estimating the moments and z by time-averaging and curve

o~

fitting the inverse function f~'(-), we then obtain the estimate f—g = f1(2).

This approach does not have a closed form expression for the inverse function and

it is not suitable for a DPSK system needs an estimate of

VE[/22 in stead. We present
0

three SNR estimators that are also based on the moment method but do not need the

nonlinear curve fitting coefficients.

Using the approximation

202 Es
" TFQU%

E, 1
erf< ) ' B /202 > 1 (3.12)

we obtain an SNR estimate for BPSK. signals

E{r2} il t (ES)_I
z = ! = e + | — 3.13
e 5 = (31
E 1 E 1
s _ = __ - 3.14
o2 z—1" Ny 2(z—1) (3:.14)
For DPSK modulation, we have
E{u?} 1+ E?/o?
z = fry
(E{|uil})? E2/o2,
from which we obtain the MM-based SNR estimator of the first kind
E?/o? = b or, equivalentl E? __ (3.15)
STy OB Y owe T 2z - 1) '

For convenience, we refer to the above SNR estimator as Estimator A. Fig. 3.3 shows
the performance of the mean and standard deviation performance of this estimator for

three different SNRs. This estimator results in a positive bias due to the approximation

14



(3.11). Figs. 3.4 and 3.5 shows simulated BER performance when the receiver uses
Estimator A and when perfect SNR is available. The code rate is 1/3, interleaver size is
400 and the decoder performs ten decoding iterations. The simulation results indicate

that the performance loss due to imperfect SNR estimation is less than 0.1 dB for BER
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Figure 3.3: Mean and standard deviation performance of Estimator A.
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Figure 3.4: BER performance of a turbo coded DPSK system using perfect SNR and
Estimator A with interleaver size 400 AWGN channel.
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Figure 3.5: BER performance of an IBPTC-DPSK system using perfect SNR and Esti-
mator A with interleaver size 400, AWGN channel.
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3.3.2 Estimator B

Estimator A is a biased estimator with the bias depends on the true SNR. When
SNR is low the bias becomes relatively large while the bias is negligible if SNR is high.
We now present an SNR estimator which is almost unbiased no matter what the true
SNR is.

For a coherent BPSK detector, the first four moments of its matched filter output

are

E{n;} = E{n}} =0, E{n?} =02, E{n}} =230}

These moments imply
E{r?} = E{E,+2VE.am;+n?} =E,+0> (3.16)
E{rY}y = E{E?+4(\/E,) zin; + 6En? + 4v/Eyin® + nt}
= E?46E.82 +3g; (3.17)
and the relationships
3(E{r))" —E) =2E
b \/ S0 - BL) 1)

2
02 = Ny /2 :1%@};¢MEVQE—EV3 (3.19)

which lead to Estimator B

= AECP-ECD)
Es
212 [ (s
0 Q{EOJ)_ ) E(J]

i 2
where the expectations are replaced by time-averages.

Fig. 3.6 depicts the performance of Estimator B. It is obvious that the bias of this
estimator is negligible regardless of the true SNR value as long as the number of symbols
used for estimating is large enough, say > 300. Unfortunately, Estimator B does not

work for DPSK systems.
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Figure 3.6: Mean and the standard deviation of Estimator B for coherent BPSK.

3.3.3 Estimator C

Consider the output of a DPSK demodulator.
w; =1 = Byr; FAB e+ nis)) + ning (3.21)

One can establish that

E(u}) = EX+2E..+o0, (3.22)
E(uj) = E;+12E’0. 4+ 18E20, + 36E,0, + 90, (3.23)
Since
Wg =202 =2(2E,07 +0p,) =2 [E (u}) — E?] (3.24)
and

(E? + 6B,02 +30%)° = E!+12E%? + 42E%0° + 36 E,0% + 90°

= E(uj) +24EZ0, (3.25)

= B2+ 6B.02 +30% = (/B (u}) + 24E20} (3.26)
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we obtain

3E (u?) — (E? + 6FE,02 + 302)

. y
3 E (u}
= 3E (u7) — \/# +6E20% (3.27)
Therefore,
2 E(ul) 2,54
E? 1.5E (u;) — T~ +6E20}
e =
W 2F (u?) — 2 [1 BE(u?) — ¢/ 24D 6Ega;§]
15E(u2) — /24 1 6E204
—B(u2) + 24/ 24 1 6E20
2/ 24 | 6201
= —15+ —
—E(u?) +2\/ =1~ + 6207}
E(u;)
= —05+ oy
~E(u@) + 24 —5= + 6E20}
1
= —05% - (3.28)
B! B,o?
O 2\/4[E<uf>12 w0 |
For E /02 > 1
2
[ES"’%T—< Ero, )2— ! ~0 (329
Ew?)| \E?+2E,2+0i) o ’
(uz) S + gn+0n (f_g) +2+ <f_§>
~172
When {(%) +2+ (%) ] > 1, we obtain Estimator C
E? 1 1 1
S = —1/2+ = — = (3.30)
WO2 149 E(uf) \/E(uf) 1 2
4B (u?))? E(u?)

where the expectations are to be replaced by time averages. The resulting performance
of this estimator is presented in Fig. 3.7. These performance curves demonstrate that

it is an almost-unbiased estimator.
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Figure 3.7: Mean and the standard deviation performance of Estimator C for DPSK
modulation.

3.3.4 Decision-aided SNR estimator

An alternate candidate estimator is to use decisions for SNR estimation. Note that

decisions are made based on the detector-eutput w;.

{ & =10t R} > 0 (3.31)

z;=—1 if R{u;} <0
Using the approximation z; = x; and the i.i.d. assumption of n; in the product
R{u;}i; = R{rir’ | Vo = Egxids + /ER{n; + Yo + R{nint_ Yo, (3.32)
we obtain the estimate
S Riu} ~E = f

— £, 3.33
= (3.33)

where N, is the number of samples used in the estimate.

To estimate Ny, we use the relation
2 No | No No)” No\”
var{u;} = E 4+ E; - + S5 )tl5 ) = Es+ — (3.34)
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which leads to

Ny = +wvar{u;} — E, (3.35)

E, _ E,
NO NQ

Fig. 3.8 shows the mean and standard deviation of the above decision-aided estimator,
which we refer to as Estimator D. Figs. 3.9 and 3.10 compare the mean and standard

deviation performance of two biased estimators— Estimator A and Estimator D.

2.8 4
1A

2.6 4 \
k) 24 a
P 10 Ay
S 2.2 \ A A A A A A A A A AL A A A AA A A AAA A A A AAAALAAAAAAAAAAAAL
8 _e me
R
© -
B 1.8 ] ..I--
S ® 1.6
T 5 i
§ g 144 E,/N, = 1dB (1.26)
12 12 N —&— mean —0— SD
T o A E/N, = 2dB (1.59)
2 1.0 7 —&— mean —O—SD
S 08 E_/N, = 3dB (2.0)
s : —A—mean —4— 8D

Y,
24

0 200 400 600 800 1000 1200
Number of symbols

Figure 3.8: Mean and SD performance of decision-aided SNR estimator (Estimator D).

We find that the mean of Estimator A is closer to the exact value than Estimator
D when E;/Ny = E;/(3Np) is less than 1.59. The standard deviation performance of
Estimator A is also smaller than that of Estimator D. For the turbo coded system under
consideration, the SNR region we are interested in is E,/Ny < 6 dB. Since the code
rate R = 1/3, the E;/Ny region of interest is less than 1.3 dB. Estimator A seems to
be a better candidate in this region. However, this conclusion is based on the uncoded
assumption, i.e., the decision is made right at the detector output which tends to give
a high BER at low SNRs. If one uses the decoder decision which has much lower error

rate, the performance of Estimator D would be much improved.
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Figure 3.9: Mean of Estimator A and Estimator D.
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3.4 SNR estimator based on multiple hops

Numerical results presented in the above section indicate that Estimator C is the
best choice for incoherent DPSK systems while Estimator B is best SNR estimate for
coherent DPSK systems in terms of bias. In the subsequent discourse we will use these
two estimators for incoherent and coherent DPSK systems, respectively.

Figs. 3.6 and 3.7 tell us that the performance of a SNR estimator improves as the
number of symbols used increases. On the other hand, the AJ capability improves as the
hopping rate increases or equivalently, as the number of bits per hop decreases. A higher
hopping rate forces the jammer to distribute its total power over a wider bandwidth;
see Fig. 2.3. But if the the number of bits per hop decreases the number of bits so is
the number of samples used for estimating SNR. To solve this dilemma we propose the
multiple-hop SNR estimation scheme shown in Fig. 3.11.

As bits in a hop are either janimed of tinjammeéd, we need to determine whether a
received block (hop) is jammed. Assuming the jamming strategy remain unchanged over
a period of several hops, we assotiate eachthoprwith either SNR; (jammed) and SNRy
(jamming-free). Let C, and Cy be the number of hops that belong to the jammed (SNR;)
and unjammed (SNRy) categories, respectively. Every time a new block is received and
the corresponding SNR estimate SNR is obtained, we classify this block according to
the estimated SNR, checking whether it is closer to SNR; or SNRy. Hence, after the
SNR estimate SNR for the kth received hop is obtained, we update both representative

SNR and the number of each class via

f = argmin(|SNR — SNR;|, |SNR — SNR,|) (3.37)
C‘ 1 —
NR; = L_).SNR;+ [ =—— ) -SN .
SNR; (c£+1> S Rﬁ—(cﬁLl) SNR (3.38)
C,; = Og—l—l (3.39)

SNR; is then used to normalize the received bit’s reliability. However it is necessary to

set an upper limit for the C; because once the jammer change the jamming strategy, SNR
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Figure 3.11: A maltiple-hop SNR estimate scheme.

and SNR; are likely to be far apart. By having an upper limit for C;, the averaged SNR;
be able to track the true SNR closely. In our simulation we let the upper limit be 100
in this multiple-hop SNR estimator. One important assumption is that the jammer can
change its jamming occupancy but the rate of the jammer changing jamming occupancy
is very slow comparing to the speed that the averaged SNR; adapt to the SNR of the
new jamming occupancy.

Fig. 3.13 shows the simulation result of an IBP turbo coded FH/DPSK system
with Estimator C. Since the hopping block size is 100, the number of symbols used to
estimate SNR in every block is 100. It results in a performance degradation of 0.7 dB

when compared with the perfect known SNR case shown in Fig. 3.12. For a full band
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jammer an error floor around BER = 107° does exist. When the multiple-hop SNR
estimate is used Fig. 3.14 shows that the performance degradation is reduced to 0.3dB
and the performance in the presence of full band jammer, like that of a conventional

turbo code, has a water-fall region around BER = 107,
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Figure 3.12: AJ performance of a turbo coded FH/DPSK system; interleaver size 400,
perfect SNR estimate.
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Figure 3.13: AJ performance of a turbo coded FH/DPSK system; interleaver size 400,
Estimator C.

—&— u=1.0
—&— u=0.7
0.1 —A— u=0.4
0.01
2
I
= 1E3
o
5]
D g4
1E-5 ®
]
AN
[ )
1E-6 T
6 7

Figure 3.14: AJ performance of a turbo coded FH/DPSK system; interleaver size 400,
multihop SNR Estimator C.
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Chapter 4

IBP Turbo Codes and
Decision-aided DPSK Detection

4.1 Turbo coded systems

A turbo code is composed of two parallel recursive systematic convolutional codes
separated by an interleaver. It promises a BER, performance close to the well known
theoretical Shannon limit and was‘inviented by Berrou et al. Berrou [2]. The key to the
near Shannon-limit performancezlies in theinterleaver design and the iterative (turbo)
decoding algorithm. Fig. 4.1 showstan eéxemplary- turbo code defined by the 3GPP
standard [7] while Fig. 4.2 presents a typical turbo decoder structure. For convenience
of reference and comparison, we will use the corresponding convolutional codes and
interleaver in our turbo coded systems. The input to the encoder is the data sequence
{b, : b, = £1} and the output consists of three bit streams: the information bits
{co;} = {bi}, the parity bit stream {c;,} out of the first convolutional encoder and
the parity bits {ca,;} out of the second convolutional encoder with the interleaved data
stream {m(b;)} as the input. The soft-in soft-out decoder notated as SIS0, is composed
of two a posteriori probability (APP) decoders and an interleaver-deinterleaver pair. The
APP decoders are responsible for computing the log-likelihood ratio and the so-called
extrinsic information associated with each bit b,, based on the noise-corrupted versions

of {¢1;} and {co;}, respectively.
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Figure 4.1: The turbo code encoder defined by the 3GPP standard.
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Figure 4.2: A turbo decoder structure (with zero internal delay).
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The log-likelihood ratio of a given bit is a probabilistic reliability measure which is
related to the corresponding a prior information and the extrinsic information. The first
and the second APP decoders provides the reliability and extrinsic information about
the data sequence {b,} and its interleaved version while the interleaver and the de-
interleaver make sure that the extrinsic information is in right order. As shown in Fig.
4.2, the APP decoding process is carried out for several times until the decoder output
meets some stopping criterion or a maximum number of iterations has been reached.
For our turbo coded systems, the maximum number of decoding iteration is set to be

10 and no early-stopping mechanism is in place.

Decoding Decoding | o ... ....s Decoding
> Module ] Module i > Module >
Figure 4.3: A modular pipelined turbo decoder.
Exli] Ist | Interleaver S 2nd «| De-Interleaver to the next
—_— > > > ;
o SISO (N) SISO (SN) dec:l)dlmg
| decoder decoder module
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(SN) }
roli] I
ry[i] T |
>l Delay N | p to the next
1li] Ea— decoding
> Delay N 1 p» module
|
\
intermediate

decoder output

Figure 4.4: Decoding module for one decoding iteration.

The iteratively (turbo) decoding algorithm can be implemented as P pipelined iden-
tical elementary SISO decoders SISO,, [2]; see Figs. 4.3 and 4.4.
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4.1.1 MAP decoding algorithm

The MAP decoding algorithm computes the conditional a posteriori probabilities of
a bit given the observed sequence r. It ensures the minimum symbol error probability

performance. The corresponding log-likelihood ratio is given by

P{b; = 1|r}
Lz(b@) _ log { |r1 }

= o8 B, = 0y 1)

where 1 < 7 < N, N, is the length of the information sequence and r{V is the vector

representation of the received sequence of duration N samples. The decision about b; is

made based on

1 Li(b;) 2 0
0 otherwise

P{bi = 1|1°{V}

B Ot

Zm Zm’ P{bZ = 1, Sz =m, Si+l = m']rjlv}
> 2o P{bi = 0, Sizmm, Sigais=m'|r{'}

= log

Zm Zm/ P{bl = 17 SZ =1m, Sifl = m/r§_17ri7rﬁ-1}
Zm Zm’ P{bl = 07 SZ =m, Si*l = m/rllil7 ry, r?—‘!f-l}

= log

m Zm’ P{bl = 1, Sz = m,ri,rﬁllSi,l = m’rzifl} . P{S,L',l = m’,rifl}
m Zm/ P{bz = O, SZ =m,r;, I'ﬁ_1|Si_1 = m’rll_l} : P{Si_l = m’, I'll_l}

= log%
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We have the BCJR form of the log-likelihood ratio

Li(b;)) = log 2 Yoy ST i (m
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Si = m|Si,1 = m’} . ﬂl(m)
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S % et B0, ) Br(m

where the auxiliary parameters are‘defined by

a;(m)
Bi(m)

i (m7 m/)

These parameters (decoding metrics) have probabilistic interpretations:

P{S; = m,ri}
P{I']l\zrl‘si =m}

P{SZ = m’, ri‘Sifl = m}

)

(4.3)

e «;(m) is the forward state metric which can be seen as the probability of being at

state m at time ¢ given the observation of the received sequence from the beginning

to time instant 2.

e [3;(m) is the backward state metric which is the probability of the received sequence

form time instant 74 1 to the end given that the encoder state is m at time instant

i.
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e ~;(m)(m') is the branch metric which is the probability of receiving r; and being

at state S; = m’ given the previous state S;_; = m.

Moreover, the forward and backward state metrics can be recursively computed via

Z i1 (m) - yi(m,m’) (4.7)

Z Biyr(m') - vi(m, m’). (4.8)

/

Proper boundary conditions for ai(()) and (3;(N) should be given, depending on how
{b,} and {7 (b,)} are encoded. In case of RSC encoders, the received values r; are split

into two component vectors, representing the systematic and parity parts.

= (v, i) (4.9)

and the branch metric can be separated into the following two terms according to whether

1 or 0 is transmitted.
v = p(ilb = 1) - p(yF|b; S Lgde=my S = ml) - 7(S; = m|Siy = m')  (4.10)
v =p(yi1bi = 0) - p(yl'|b; =0, Sh=msSezg =) - 7(S; = m|[S;_y =m/)  (4.11)

where 7(S; = m|S;_1 = m’) is the state transition probability and is a function of the

encoder structure and input statistic. For an AWGN channel,

ES S S

log [p(y;|b; = 1)] = 2@% (Dy; (4.12)
D ES D D

log [p(y; |b; = 1)] = ﬁoxi(l)yi (4.13)

where (1) and x¥(l) are the systematic and parity bits when the ith information bit is

[(=1or —1). Es/Ny has to estimated by a proper algorithm given in the last chapter.

4.2 Inter-block permutation (IBP)

Inter-block permutation (IBP) has been shown to be a effective interleaving rule

in enhancing the performance of a turbo code regardless of what component codes are
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used [8, 9]. IBP is actually a two-step permutation procedure that consists of an intra-
block permutation and an intra-block permutation which further permutes the contents
of intra-block permuted blocks. With an IBP interleaver, unbounded interleaving depth
with bounded decoding delay is achievable and parallel real-time decoding is made easy.
The BER performance curve of an inter-block permutation turbo code (IBPTC) usually

has a very sharp waterfall and a low error floor even with a small latency constraint.

Decoding Module (literation)

r-r————=>—-="--=-"=-"=-"=-"-"-"=-"=-"=-"=-"=-"=-=-"=-=== |

| |
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; > Delay N > (SN) > Delay N (SN) —:—)
nlil | Delay | o

| | 2(S+D)N |
rli] ! I

) Delay - Delay

' "1 (S+DN > senpN [T

Figure 4.5: An IBP turbo decoder module.

Two IBP algorithms are proposed in [9] and we will use the one given in Table 4.1

as our inter-block permutation rule.

4.3 IIR filtered turbo DPSK structure

In the previous work, we have presented a turbo coded FH/DPSK system and
introduced IBP turbo codes for AJ purpose. We expect the additional inter-block per-
mutation performed amongst adjacent blocks within which more hops exist will force

the jammer to distribute its power in larger band and reduce its jamming effectiveness.
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Table 4.1: An IBP Algorithm [9].

Variables
I[S] - block index
N - interleaver block size
K - block number index
D(i,k) - data on the k-th block i-th position
Initialization
K=0
Recursion
for i=o0 to S-1
if (K mod (2-(i+1)) < i+1)
1[i]=0
else
I[i]=1
for i=0 to S-1
m=I[i]4+2-i+1
for k=m k4+=25+1k < N
D(k,K)«—D(k,K-i-1)
K++

On the other hand, it is known that a tutbo coded-incoherent DPSK system suffers a
3.5 dB performance degradation againsta BPSK system [13]. This degradation can be
minimized by applying methods such asimultiple-symbol differential detection (MSDD),
which detects a transmitted symbol based on the observation over a sequence of received
symbols, or the differential detection with IIR filter (DDIIR) approach, which enhances
the DPSK performance to the extent that the performance loss is almost negligible [6].
The latter approach will used in our system.

In the following subsections, we will discuss how to modify the DDIIR structure and

apply it to our either turbo coded FH/DPSK or IBP turbo coded FH/DPSK systems.

4.3.1 Decision-aided DPSK differential detection

DPSK modulation is often used for terrestrial and satellite mobile communication
systems because it does not a carrier recovery circuit and has fast acquisition perfor-

mance. A DPSK demodulator recovers the information bit by comparing the phase
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difference of two consecutive symbols. Since the decision involves samples from two
symbol periods, more noise is introduced. Thus the energy per bit to noise power den-
sity ratio (E,/Ny) required for DPSK incoherent detection is higher than that required
for coherent DPSK detection to attain the same BER under the same channel condition.
To improve the performance of a differential coherent DPSK receiver, several remedies

have been proposed.

Sk = Arexp (¢k)

complex % Y
conjugate [ Hard Decision
Y r,
\A/ > T
1 symbol delay d
k
rkildk v ) IIR filter
%{ ej fﬁk

&

Figure 4.6::Block diagram of DDIIR scheme

Fig. 4.6 is the DDIIR structure proposed in'[6]. This DDIIR scheme has a desirable
characteristic that a wide range of performance between coherent and differential detec-
tion is achievable by simply changing the real valued weighting parameter a. When «
is chosen to be close to 1 (see Fig. 4.6), the resulting BER performance becomes very
close to that of differentially encoded coherently detected PSK (DEPSK) while if « is

chosen to be 0, the performance is just that of an incoherent DPSK detector.

4.3.2 Phase compensated DDIIR

It had been showed that the DDIIR structure for increasing the reference bit SNR
can improve DPSK detection performance [6]. With this detection structure, the BER
performance in AWGN channels comes very close to that of a coherent DPSK detector.

Since the detection BER performance is close to that of coherent detection, we can treat
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the output of the hard decision signals as coherent DPSK decision output signals and
further use them to estimate the phase offset ¢y. We will name the modified structure
as the phase compensated DDIIR filter; see Fig. 4.7. The filter is basically composed
of two parts, one is the DDIIR part whose responsibility is to increase the reference bit
SNR and the other part is responsible for phase estimation and compensation.

In the second part, the decision e/®% is sent to an accumulative multiplier whose
output value is conjugated, giving e~3%_ Phase offset estimation ¢ is obtained by (i)
multiplying the the received sample by e~/ % and (ii) averaging the accumulated product.

The estimated phase offset will become more reliable as the accumulation time increases.
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4.3.3 Turbo DPSK receiver with phase estimation

Suppose the phase offset has been compensated for, we can compute the soft values
of phase compensated channel information. The original DPSK demodulator can then
be replaced with a soft in soft out (SISO) decoder, we denote the inner SISO decoder
as SI1S0; and the outer SISO decoder as SISO,. The receiver that iteratively decodes
the serial concatenated coded waveform is henceforth called the turbo DPSK detector.
The turbo coded DPSK system with the proposed receiver structure is referred to as the
[TRfiltered turbo DPSK receiver as shown in Fig. 4.8.

b, c; X s;
»| turbo encoder - 'channel > DPSK > frequency
interleaver modulator hopper
channel
T
b < Make P SISO turbo | g channel f= DPSK P frequency
i decision B decoder E deinterleaver |- modulator | dehopper
A
APP {3} APP{x}
channel

interleaver

Figure 4.8: Block diagram of the IIR-filtered turbo DPSK system.

The iterative decoding procedure between inner DPSK SISO decoder and the outer

turbo code decoder is summarized in the following.

1. Scale the real part values of the received phase compensated signal to provide
channel information for the codeword bits of the inner code. For the first iteration,

set the a priori probability equal-likely.

2. Calculate v;(m,m’), a;(m'), and [;(m) with the recursive computation equations

we had talked in the previous section of MAP decoding algorithm. Then compute
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the extrinsic information ;.

3. Deinterleave the stream of \; to A; as be the log-likelihood ratio (LLR) input for

the code word bits of the outer code.

4. Run the turbo decoding procedure as mentioned before and compute the extrinsic

information of the information bits.

5. Encode the extrinsic information of the information bits to get extrinsic informa-
tion of the code word bits and interleave them to be a priori information for the

next iteration inner decoding.

6. Go back to step.2 and begin the next decoding iteration. Or stop the procedure

in step.5 and make decision if the maximum number of iterations is reached.

Figure 4.9: State diagram of differential encoder.

Note that because the inner encoder is a two-state differential encoder, Step 2 can
be simplified without recursively computing the backward state metrics. Consider the
state diagram of differential encoder in Fig. 4.9. When computing the backward state
metric for each state in instant ¢, it has a metric path of bit 0 from the state 0 in instant

141 and a metric path of bit 1 from the state 1 in instant ¢+ 1. Thus the backward state
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metrics will all be equal after recursive computation. Therefore it has no contribution
to the inner decoding.

We know that using an IIR filter to estimate the phase offset the estimated phase will
be more accurate as the symbol index 7 increase. In other words, the phase compensation
for the beginning symbols in each code word may not be good enough. Therefore we
should have some special design for the IIR filtered turbo DPSK pipeline structure as
Fig. 4.10. Since the turbo decoded systems have to implement in pipelined structure,
the received signals should be delayed for the next decoding module. And the IIR filter
estimated phase in the last last symbol index is always the most accurate one. We can
use the estimated phase in the last last symbol index to do phase compensation of the
pipeline delayed signals for the decoding iterations other than one. This action has to

be done only once as illustrated in Fig. 4.10.
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Figure 4.10: A pipeline IIR filtered turbo DPSK receiver structure.
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Chapter 5

Uplink Performance: Numerical
Results and Discussion

In this chapter we report the simulated performance of the four system structures
we have presented, namely, turbo coded DPSK, IBPTC coded DPSK, IIR filtered turbo
coded DPSK and IIR filtered IBPTC coded DPSK systems. The interleaver size is
assumed to be 400. Furthermoreseach system. sttucture with different turbo encoder
interleaver size are simulated in the communication énvironment of PBNJ interference
with AWGN background noise. Erroricotrecting.ability of turbo codes can be enhanced
by increasing the encoder interleaver size. We will see how large the interleaver size is
enough for each receiver structure to force the PBNJ jammer distribute his jamming
power over the full spreading spectrum. It means that we want the intersections of the
full band jamming BER performance curve and the other jamming occupancy BER per-
formance curve lie in very low BER, such as 107°. Then the four system structures with
suitable turbo encoder interleaver size will be simulated more practically by introducing

the nonlinearity effect of the TWTA subsystem.

5.1 Performances in AWGN channels

To begin with, we consider the case where the only channel perturbation is AWGN
and no FH is employed. The system parameters for all receiver structures are identical:

code rate = 1/3, interleaver size = 400 and {15,13} component codes are used. Our
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simulation run stops whenever 50 (or 100) frame errors are detected.

From Figs. 5.1-5.3, we conclude that to reach a BER = 107°, the required Ej,/N, for
turbo coded, IBP turbo coded, IIR filtered turbo and IIR filtered IBPTC DPSK systems
are 5.4 dB, 4.7 dB, 4.6 dB and 4.1 dB, respectively. It means that by using an IBPTC,
0.7 dB is gained. The IIR filtered mechanism provides a 0.8 dB gain to the turbo coded
DPSK system and a 0.6 dB gain to the IBPTC coded DPSK system.
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Figure 5.1: BER performance ofra turbo coded DPSK system.
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Figure 5.2: BER performance of an IBPTC coded DPSK system.
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Figure 5.3: BER performance of an IIR filtered turbo coded DPSK system.
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Figure 5.4: BER performance of an IIR filtered IBPTC DPSK system.
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5.2 Performances in PBNJ interference and AWGN

Numerical results reported in this section assume the presence of PBNJ in addition to
AWGN. All the system parameter values are the same as before except for the interleaver
size. We consider interleaver with sizes 400, 800 ,1600 and 3200. It is known that the
larger the size of interleaver is the more powerful the error correcting ability of the
associated turbo code becomes and thus the more coding gain and better AJ capability
we obtain. To have a fair comparison between IBP turbo coded and conventional turbo
coded systems, the interleaver size of the latter should be twice as large as that of the
former system since the IBP span is only 1.

Figs. 5.5-5.12 show the performance of various DPSK systems for different inter-
leaving sizes. The optimal interleaving sizes for them are 3200, 3200, 1600 and 1600,
respectively. The jammer will be forced. torbegjam the full band. The worst case for each

system with a proper interleaver size is summarized.in Table 5.1.

Table 5.1: System performance comparison (known Ej/Ny = 15 dB but without nonlin-
earity effect).

H system structure | proper interleaver size ‘ SJR for BER 10~°
turbo coded FH/DPSK 3200 5.1 dB
IIR filtered turbo coded FH/DPSK 3200 3.7dB
IBP turbo coded FH/DPSK 800 (1600) 5 dB (4.8 dB)
IIR filtered IBP turbo coded FH/DPSK | 1600 4.05 dB

We compare the AJ performance of the IBPTC coded FH/DPSK system using an
interleaving size of 1600 with that of the turbo coded FH/DPSK system using an in-
terleaving size of 3200, as both systems have the same encoding and average decoding
delays. The IBPTC provides a 0.3 dB gain against conventional turbo coded system at
BER = 107°. With the same delays, to have BER = 107% at SJR = 5 dB, the IBPTC
system need an interleaver size of 800 while the conventional turbo coded system needs

3200-that is four-fold increase in the interleaver size and two-fold increase in decoding
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delay.
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5.2.1 Turbo coded FH/DPSK systems
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Figure 5.5: AJ performance of a turbo.coded DPSK system; interleaver size 400, £}, /Ny =
15 dB.
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Figure 5.6: AJ performance of a turbo coded DPSK system; interleaver size 800, £, /Ny =
15 dB.
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Figure 5.7: AJ performance of a turbo coded DPSK system; interleaver size 1600,
Ey/Ny = 15 dB.
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Figure 5.8: AJ performance of a turbo coded DPSK system; interleaver size 3200,
Ey/No = 15 dB.
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5.2.2 IIR-filtered turbo coded FH/DPSK systems
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Figure 5.9: AJ performance of an I[Rxfilteredsturbo coded DPSK system; interleaver
size 400, E,/Ny = 15 dB.
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Figure 5.10: AJ performance of an IIR-filtered turbo coded DPSK system; interleaver
size 800, E, /Ny = 15 dB.
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Figure 5.11: AJ performance of an IIR-filtered turbo coded DPSK system; interleaver
size 1600, Ey,/Ny = 15 dB.
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5.2.3 IBPTC coded FH/DPSK systems
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Figure 5.13: AJ performance of an IBPTC coded DPSK system; interleaver size 400,
Ey/No = 15 dB.

014 e—

[ ]
" \

2
g .
- 1E3
o \o\
5 o
o 3 [ ]
1E-4 —m u=1.0
—— u=7 °
—A— u=0.4
1E5 —_
A
n
Ett+——"—""—""7"— T 7T 7
0 1 2 3 4 5
Eb/NJ (dB)

Figure 5.14: AJ performance of an IBPTC coded DPSK system; interleaver size 800,
Ey/Ny = 15 dB.
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Figure 5.15: AJ performance of an IBPTC coded DPSK system; interleaver size 1600,
Ey/Ny = 15 dB.

5.2.4 IIR-filtered IBPTC coded FH/DPSK systems
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Figure 5.16: AJ performance of an IIR-filtered IBPTC coded DPSK system; interleaver
size 400, E, /Ny = 15 dB.
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Chapter 6

Nonlinear Effects and Repeater
Transponder

Satellite repeaters can be simply classified as regenerative repeaters and non-regenerative
repeaters. A regenerative repeater regenerates, that is, demodulates and decodes the
uplink signal. The regenerated bit stream. is then re-encoded and re-modulated for
downlink transmission. The downlink modulation and encoding can be independent of
the uplink format; the re-encodiig part can also be by-passed. Our previous discussion
concentrates on the re-generative repeater-structure and performance. A simpler and
perhaps more robust satellite transponder is the:bent-pipe (or non-processing) repeater.
Such a satellite repeater simply transmit the received and filtered signal with a trans-
lation in carrier frequency. It is compatible with many different modulation formats
(simultaneously or sequentially without any switching). A regenerative (processing) re-
peater, however, is usually designed to operate with only one or very few modulation
formats.

The end-to-end BER performance of a processing satellite system can be estimated
based on the uplink BER and downlink BER performance. When analyzing the BER
performance of a bent-pipe satellite system, we should take the nonlinear effect into

consideration.
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6.1 Processing satellite systems

A link analysis for a on-board processing satellite system treats the uplink and
downlink as two separate point-to-point links. Fig. 6.1 shows a complete satellite link
with an on-board processing satellite. To calculate the overall BER performance, it is
necessary to determine separately the BERs of the uplink and downlink, respectively.
The bit decision at the receive ground terminal will be correct if either the bit decisions
are correct on both uplink and downlink or if they are wrong on both links. Thus the

probability that a bit is correctly decoded in the end-to-end link is
P.=(01-P)1-P)+ PPy (6.1)

and the corresponding bit error probability is

P.=1- P2P, +Pj= 2P, P, (6.2)
¢ - --- (- il - R >
] ]
] ]
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Figure 6.1: A satellite link with an on-board processing repeater.

where P, is the probability that a is error on the uplink and P, is the probability
that a is error on the downlink. And we should assume that the channel interleaver

is good enough that the error bits are uniformly distributed in a information block so
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that burst error rarely happens. For very small values of P, and Py, the overall bit error
probability can be simply approximated by summing the individual uplink and downlink

bit error probabilities

P.~PFP,+ Py (63)

6.2 Bent-pipe satellite systems

Link analysis for a bent-pipe satellite system treats the entire trip (uplink trans-
mission to the satellite and downlink retransmission to an earth terminal) as a single
link. Features that are unique to a bent-pipe satellite system, are the dependence of the
overall SNR on the uplink SNR and the sharing the repeater downlink power in propor-
tion to the uplink power from the uplink signals and noise. A bent-pipe satellite system
is limited in transmission capability by,itssdownlink power, the earth uplink terminal
power, satellite and earth terminal noiseramd®channel bandwidth. Power is severely
limited in most satellite communication systemns, and the inefficiencies associated with
linear power amplifier stages are‘expensivertorbear; Thus many satellite repeaters em-
ploy nonlinear amplifiers and the cost of signaldistortion is obtained. Travelling wave

tube amplifier (TWTA) is a commonly used high power amplifier in satellite systems.

Conventional transponder
(TWTA subsystem)

uw anlink

Bit error rate

(Eb/NO)T (BER)

Figure 6.2: A bent-pipe satellite link.

The performance of the link is measured in terms of the BER at the output of the
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earth station demodulator (decoder). The BER performance will be a function of the
overall SNR (E,/Ny)r of the complete trip. It is known that the station-to-station link

SNR can be given by the expression
(Eo/No)z' = (Eb/No)y" + (Eb/No)y' (6.4)
where (E,/Ny), is the uplink SNR and (Ej/Ny), is the downlink SNR.

6.2.1 TWTA subsystems

For a constant-amplitude input carrier there is a direst gain conversion to the out
amplitude. As the input amplitude increases, a direct linear gain occurs in output power
until the output power reaches to the point that further increase in input power no longer
produces larger outputs due to a saturation effect within cavity. Achievement of this
maximum output power is therefore accompanied by a nonlinear amplification with the
amplifier as the saturation condition is approached.

Input saturation power ( P:% )iis the input power that drive the output power to

saturation. The ratio of P to desiredraverage-input power P, is called amplifier input

backoff (IBO).

sat
IBO = 10log (P—"> (dB). (6.5)

On the other hand, the output backoff (OBO) is

sat
OBO = 10log <%) (dB). (6.6)

out

where P, is the average output power and P is the saturation output power. There-

fore proper input power control is important in TWTA subsystem operations. Fig. 6.3

shows the block diagram of a power controled TWTA subsystem.
6.2.1.1 Bandpass limiter effect

In Fig. 6.3 we can see that a bandpass limiter (BPL) consists of a hard limiter

followed by a bandpass filter tuned to the input carrier frequency. A BPL is often used
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Figure 6.3: Block diagram of a TWTA subsystem.

to control the operating point of the HPAhigh power amplifier (HPA) because its a much
easier device than a automatic gain control (AGC) circuit that otherwise needed.

To model the limiter effect on the input waveform, we consider the limiter input to

be
x(t) = Acos [wabi4=0(t)] + n(t) (6.7)

an angle modulated carrier with=Gaussian noise.of power R,(0). Because the carrier
to noise power ratio (CNR) will be altered by the limiter, we can account the effect by

writing the BPL output as
xr(t) = (asA) cos [ wet + 0(t)] + ann(t) (6.8)

where o, and «,, represent the effective limiter suppression factors induced on the input

carrier and noise by the limiter. The total output power of the BPL is always given by

2
poo b (M) -9 65)

2\ 7 2

When the input to the BPL is composed of the sum of an phase modulated carrier
and additive receiver noise, it is often desired to know the extent by which the carrier
waveform has been preserved in passing through the BPL. It had been shown that the

carrier power in the first harmonic term of the limiter output is given by

2V i i\ 12
Po = —Lpie” [[0 (p_) + 1 (p_)] (6.10)
m 2 2
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where p; £ <g—j) is the limiter input CNR.

n

The output noise power is
PnO = PL - PcO

Then the BPL output CNR is

Po  a2A?/2  Po/PL

CNRy, = _ _
PL P 02R,(0)  1—(Po/Pp)

where

o (%) pen () <1 (3)]

Fig. 6.4 is the plot of the normalized ratio

[a CNRpy _ (oz_Q)

Pi %

(6.11)

(6.12)

(6.13)

(6.14)

0.8

06 L L L L L L L L
-20 -15 -10 -5 0 5 10 15 20 25

Figure 6.4: BPL CNR suppression ratio
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Thus if the input CNR is large the effect of BPL cause an increase in the CNR but

it cause a slight degradation by about 2 dB if the input CNR is low.

6.2.1.2 TWTA AM/AM and AM/PM distortion

TWTA is a nonlinear amplifier introducing nonlinear distortion in both the ampli-

tude and phase. These nonlinear effects are called AM/AM and AM/PM distortions
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and can be dicribed mathematically. Let the TWTA input signal be
s(t) = r(t)cos|wet + ()] (6.15)

whe w, is the carrier frequency and r(t) and ¢(t) are the modulated envelope and phase,

respectively. The corresponding output is
y(t) = Alr(t)]cosw.t + o(t) + ®[r(t)] (6.16)

where A[r(t)] accounts for the AM/AM effect while ®[r(¢)] represents the AM/PM effect.
A simple two-parameter model was presented by Saleh [10] to model these effects. The
two formulae to describe the AM/AM and AM/PM effects are

Alr] = aur/(1+ Bar®) (6.17)

or] = a¢r2/(1+ﬁ¢r2) (6.18)

where oy, 3,4, ag and 3, are constant values depending on the TWTA used. Numerical
results show that the very approximation‘can be obtained with proper selection of these
parameters. We will use Saleh’s model in our simulation as the true HPA.

In Fig. 6.5 A(r) and ®(r) are plotted for a, = 1.9638, 3, = 0.9945, vy = 2.5293 and
By = 2.8167.
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Chapter 7

End-to-End Link Performance

In this chapter, we present end-to-end link performance of the four receiver structures
discussed before for both bent-pipe and processing satellite systems. They are (1) turbo
coded DPSK, (2) IBPTC coded DPSK, (3) IIR-filtered turbo coded DPSK and (4)
[TR-filtered IBPTC coded DPSK systems.

7.1 AJ performance of bent-pipe satellite systems

This section summarizes the performance of the four receiver structures with proper
interleaver sizes. The uplink communication channel contains PBNJ and AWGN back-
ground noise and the downlink is corrupted by AWGN only. The complete link FEj,/Ng
is 15 dB or 10 dB, that is,

(Eo/No)7' = (Eo/No)y ' + (Eo/No)y '

Since the amplifier of the ground transmit station can always provide signal power larger
than that of a satellite repeater the uplink SNR can always be made greater than the
downlink SNR. The uplink and downlink SNR distribution considered in our simulations
are: (Eyp/No)u = (Ep/No)a and (Ep/No)y, = 10(Ep/Ny)a. Table 7.1 and Table 7.2 list the
actually values of uplink and downlink SNRs.

The worst case performance is given in Table 7.3 and Table 7.4. One can easily see

that both cases, (£), = (£2), and (£), = 10(£2),, yield almost the same performance
Ny No No 0
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Table 7.1: Uplink and downlink SNR distribution ((E,/Ny)r = 10 dB).

| (Es/No)r=10dB | (Ey/No)u | (Es/No)a ||
(Bo/Nolu = (B/No)a | 13dB | 13dB
(Ey/No)u = 10(Ey/No)a | 20.41 dB | 10.41 dB

Table 7.2: Uplink and downlink SNR distribution ((E}/No)r = 15 dB).

[ (Ey/No)r=15dB [ (Bo/No)u | (By/No)a |
(Ey/No)u = (Ey/No)a | 18 dB 18 dB
(Ey/No)u = 10(Ey/No)g | 25.41 dB | 15.41 dB

when the jamming probability is high (100% and 70%). In such a case, the uplink
jamming noise is suppressed after passing through the BPL (Fig. 6.4), therefore the
performance is dominated by the value .ofi#2,/N;. When the jamming probability is
low (< 40%), the case (%)u = (%)d outperforms, the other case— (%)u = 10(5—2)61.
This is because when the jammiig ‘probability s lows the jamming power is significant
larger once a hopping block is jammed -thus-the overall noise will be enhanced even
Ey/Ny is large, therefore the BER performance are dominated by the downlink SNR.
The downlink SNR of (%)u = (%)d case is higher than that of (%)u = 10(%)(1 case,
thus the (ﬁ—g)u = (%)d curve performs better than the (%)u = 10(%% curve in low
jamming probability case.

Both of two receiver structures-1IIR filtered turbo coded FH/DPSK with 3200 inter-
leaver size and IIR-filtered IBPTC coded FH/DPSK with 1600 interleaver size—can force

the jammer to jam the full band and the former outperforms the former structure.
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Table 7.3: Worst case performance comparison of bent-pipe satellite systems with

(Ep/No)r = 10 dB).

H system structure (interleaver size) ’ (%)u = (%)d ‘ (%)u = 10(%)(1 H
turbo coded FH/DPSK (3200) 6.5 dB 6.5 dB
IIR filtered turbo coded FH/DPSK (3200) 5.2 dB 5.2 dB
IBP turbo coded FH/DPSK (1600) 6.05 dB 5.95 dB
IIR filtered IBP turbo coded FH/DPSK(1600) | 5.15 dB 5.05 dB

Table 7.4: Worst case performance comparison of bent-pipe satellite systems with
(Ep/No)r = 15 dB).

H system structure (interleaver size) ‘ (%)u = (ﬁ—f})d ‘ (%)u = 10(%)d H
turbo coded FH/DPSK (3200) 5.5 dB 5.5 dB
IIR filtered turbo coded FH/DPSK (3200) 4.15 dB 4.2 dB
IBP turbo coded FH/DPSK (1600) 5.1 dB 5.1 dB
IIR filtered IBP turbo coded FH/DPSK(1600) | 4.4 dB 4.3 dB
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7.1.1 Turbo coded FH/DPSK systems
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Figure 7.1: AJ performance of a turhe'coded DPSK nonlinear satellite system; inter-
leaver size 3200, (Ey/No): = 10 dBjand multihop SNR Estimator C.
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Figure 7.2: AJ performance of a turbo coded DPSK nonlinear satellite system; inter-
leaver size 3200, (Ey/No): = 15 dB and multihop SNR Estimator C.
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7.1.2 TIIR-filtered turbo coded FH/DPSK systems
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Figure 7.3: AJ performance of an [IRiltered turbo coded DPSK nonlinear satellite
system with interleaver size 3200, (Ej/No)s= 10 dB and multihop SNR Estimator C.
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Figure 7.4: AJ performance of an IIR-filtered turbo coded DPSK nonlinear satellite
system with interleaver size 3200, (E,/Ny); = 15 dB and multihop SNR Estimator C.
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7.1.3 IBPTC coded FH/DPSK systems
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Figure 7.5: AJ performance of an IBRTC coded DPSK nonlinear satellite system with
interleaver size 1600, (Ey/Ny): = 10:dB and. multiliop SNR Estimator C.
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Figure 7.6: AJ performance of an IBPTC coded DPSK nonlinear satellite system with
interleaver size 1600, (Ey/Np); = 15 dB and multihop SNR Estimator C.
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7.1.4 IIR-filtered IBPTC coded FH/DPSK systems
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Figure 7.7: AJ performance an IIR-filtered IBPTC coded DPSK nonlinear satellite
system with interleaver size 1600, (Ej,/Nojy= 10 dB and multihop SNR Estimator C.
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7.2 AJ performance of processing satellite systems

We present the AJ performance of a processing satellite system with uplink back-
ground AWGN noise (E}/Ny), = 13 dB and 18 dB for the same four receiver structures.
We assume the rate 1/2 {554,744} convolutional code is employed in the downlink. The

end-to-end link performance is evaluated according to
Pe ~ Pu + Pd.

We further assume that downlink bit stream is interleaved before re-encoding such that

no burst error in the re-coded bit stream.

01 '\

0.01 \
1E-3
1E-4

1E-5 \

Bit error rate

Figure 7.9: BER performance of the rate 1/2, {554,744} convolutional code in an AWGN
channel.
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Table 7.5: Worst case performance comparison of bent-pipe satellite systems.

| (E,/No)r 10dB

| required (Ey/Ny)u | (Ey/No)u | (Ey/No)u ||

turbo coded FH/DPSK (3200) 6.5 dB 13 dB 13 dB
IR filtered turbo coded FH/DPSK (3200) 5.2 dB 13dB | 13 dB
IBP turbo coded FH/DPSK (1600) 6.05 dB 13dB | 13 dB
IIR filtered IBP turbo coded FH/DPSK(1600) | 5.15 dB 13 dB 13 dB
(Ey/No)r 15dB required (Ey/Ny)y | (Eo/No)u | (Eb/No)u
turbo coded FH/DPSK (3200) 5.5 dB 18 dB 18 dB
IIR filtered turbo coded FH/DPSK (3200) 4.15 dB 18 dB 18 dB
IBP turbo coded FH/DPSK (1600) 5.1 dB 18 dB 18 dB
IIR filtered IBP turbo coded FH/DPSK(1600) | 4.4 dB 18 dB 18 dB

Table 7.6: Worst case performance comparison of processing satellite systems.

[ (E,/No)r 10dB

| required (Ey/Ny)u | (Ey/No)u | (Eu/No)u |

turbo coded FH/DPSK (3200) 5.8 dB 13dB | 7.5dB
IIR filtered turbo coded FH/DPSK (3200) 4.4 dB 13 dB 7.5 dB
IBP turbo coded FH/DPSK (1600) 5.4 dB 13 dB 7.5 dB
[IR filtered IBP turbo coded FH/DPSK(1600) | 4.6 dB 13 dB 7.5 dB
(Ey/No)r 15dB required (Ep/Ny)u | (Ep/No)u | (Eb/No)u
turbo coded FH/DPSK (3200) 5.2 dB 18 dB 7.5 dB
IIR filtered turbo coded FH/DPSK (3200) 4 dB 18 dB 7.5 dB
IBP turbo coded FH/DPSK (1600) 5 dB 18 dB 7.5 dB
IIR filtered IBP turbo coded FH/DPSK(1600) | 4.2 dB 18 dB 7.5 dB
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7.2.1 Turbo coded FH/DPSK systems
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Figure 7.10: Uplink AJ performance-of -a ‘turboe coded DPSK system; interleaver size
3200, (Ey/Np)., = 13 dB, multihop,SNR Estimator C.
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Figure 7.11: Uplink AJ performance of a turbo coded DPSK system; interleaver size
3200, (Ey/Ny)., = 18 dB, multihop SNR Estimator C.
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7.2.2 TIIR -filtered turbo coded FH/DPSK systems
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Figure 7.12: Uplink AJ performance of’an IIRzfiltered turbo coded DPSK system; in-
terleaver size 3200, (Ep/No), = 13.dB, multihop SNR Estimator C.
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Figure 7.13: Uplink AJ performance of an IIR-filtered turbo coded DPSK system; in-
terleaver size 3200, (Ey/Np), = 18 dB, multihop SNR Estimator C.
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7.2.3 IBPTC coded FH/DPSK systems
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Figure 7.14: Uplink AJ performance oftan IBPEC coded DPSK system; interleaver size
1600, (E»/No), = 13 dB, multihop.SNR Estimator C.
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Figure 7.15: Uplink AJ performance of an IBPTC coded DPSK system; interleaver size
1600, (Ey/Ny), = 18 dB, multihop SNR Estimator C.
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7.2.4 IIR-filtered IBPTC coded FH/DPSK systems
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Figure 7.16: Uplink AJ performance.of an IIR-filtered IBPTC coded DPSK system,;
interleaver size 1600, (Ey/Np), = 13 dB, multihop:SNR Estimator C.
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Figure 7.17: Uplink AJ performance of an IIR-filtered IBPTC coded DPSK system;
interleaver size 1600, (Ey/Np), = 18 dB, multihop SNR Estimator C.
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7.3 AJ performance of very low hopping rate satel-
lite systems

This section considers the AJ performance in a low hopping rate (1000 bits/hop)
system. Previous simulations all assume a 100 bits/hop hopping rate system. The pur-
pose is to demonstrate the usefulness of IBPTCs in combating jamming with a reduced
hopping rate.

Table 7.7: Worst case performance comparison of bent-pipe satellite systems (1000
bits/hop).

H (Eb/NO)T 10dB ‘ required (Eb/NJ)u ‘ (Eb/NO)u ‘ (Eb/NO)u H
CTC coded FH/DPSK (3200) | 9.3 dB 13dB |13 dB
IBPTC coded FH/DPSK (1600) | 8.75 dB 13dB |13 dB
(Ep/No)r 15dB required (Ey/Nj)y | (Ey/No)u | (Eb/No)u
CTC coded FI/DPSK (3200) | 8.5 dB 18dB |18 dB
IBPTC coded FH/DPSK (1600) | 8.0 dB 18dB |18 dB

Table 7.8: Worst case performance comparison of processing satellite systems (1000
bits/hop).

H (Eb/NO)T 10dB l required (Eb/NJ)u ‘ (Eb/N[))u ‘ (Eb/NO)u H
CTC coded FI/DPSK (3200) | 875 0B 3dB |75 dB
IBPTC coded FH/DPSK (1600) | 8.0 dB 13 dB 7.5 dB

| (Eo/No)r 15dB required (Ey/Ny)u | (Eo/No)u | (Eb/No)u
CTC coded FH/DPSK (3200) | 8.3 dB I8dB__ | 7.5 dB
IBPTC coded FH/DPSK (1600) | 7.75 dB 18dB | 7.5 dB
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7.3.1 Bent-pipe turbo coded FH/DPSK systems
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Figure 7.18: AJ performance of asturbo eeded. DPSK nonlinear satellite system; 1000
bits/hop, interleaver size 3200, (Ey/Ny): == 10 dB; multihop SNR Estimator C.
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Figure 7.19: AJ performance of a turbo coded DPSK nonlinear satellite system; 1000
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7.3.2 Bent-pipe IBPTC coded FH/DPSK systems
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Figure 7.20: AJ performance of an IBPTC coded DPSK nonlinear satellite system; 1000
bits/hop, interleaver size 1600, (Ep/No)e = 10 dB, multihop SNR Estimator C.
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Figure 7.21: AJ performance of an IBPTC coded DPSK nonlinear satellite system; 1000
bits/hop, interleaver size 1600, (Ej/Ny); = 15 dB, multihop SNR Estimator C.
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7.3.3 Turbo coded FH/DPSK system with on-board process-
ing
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Figure 7.22: Uplink AJ performangé of a turbe eoded DPSK system; 1000 bits/hop,
interleaver size 3200, (Ey/Np), =13 dB;multihop SNR Estimator C.
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Figure 7.23: Uplink AJ performance of a turbo coded DPSK system; 1000 bits/hop,
interleaver size 3200, (Ep/No), = 18 dB, multihop SNR Estimator C.
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7.3.4 IBPTC coded FH/DPSK system with on-board process-
ing
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Figure 7.24: Uplink AJ performanceof an IBPTC coded DPSK system; 1000 bits/hop,
interleaver size 1600, (Ey/Np), =13 dB;multihop SNR Estimator C.
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Figure 7.25: Uplink AJ performance of an IBPTC coded DPSK system; 1000 bits/hop,
interleaver size 1600, (F/Np), = 18 dB, multihop SNR Estimator C.
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Chapter 8

Conclusion

We present four turbo coded FH/DPSK receiver structures for bent-pipe and pro-
cessing satellite systems. To facilitate turbo decoding, we propose several SNR estima-
tors and examine their effectiveness. To further improve the estimators performance,
we extend these schemes to a multiple hop scenario, resulting in less than 0.3 dB per-
formance degradation with respect.to the perfect.SNR estimator. Tables 8.1 and 8.2
summarize the worst case end-tg-end performanee of various receiver structures with
both bent-pipe and on-board processing eptions, where (ﬁ—g)u denotes the uplink SNR,
(%)0 and (ﬁ—z)dp are the required SJR and downlink SNR for a processing satellite

system, (%)b and (ﬁ—f})d’b are their counterparts for a bent-pipe satellite system.

Table 8.1: Worst case performance comparison of processing satellite systems and bent-
pipe satellite systems (100 bits/hop).

H | (&)u | (8o | (RB)ao | (52 | (R2)as |
turbo coded FH/DPSK 13 5.8 7.5 6.5 13
IIR filtered turbo coded FH/DPSK 13 4.4 7.5 5.2 13
IBP turbo coded FH/DPSK 13 5.4 7.5 6.05 |13
IIR filtered IBP turbo coded FH/DPSK | 13 4.6 7.5 5.15 |13
turbo coded FH/DPSK 18 5.2 7.5 5.5 18
IIR filtered turbo coded FH/DPSK 18 4 7.5 415 |18
IBP turbo coded FH/DPSK 18 5 7.5 5.1 18
IIR filtered IBP turbo coded FH/DPSK | 18 4.2 7.5 4.4 18

These results indicate that the IBPTC option does provide sufficient coding gain in
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Table 8.2: Worst case performance comparison of processing and bent-pipe satellite
systems. (1000 bits/hop).

H (@) [ (82)0 | (a0 | (32)e [ (F)as |
turbo coded FH/DPSK 13 875 |75 9.3 13
IBP turbo coded FH/DPSK | 13 8.0 7.5 875 |13
turbo coded FH/DPSK 18 8.3 7.5 8.5 18
IBP turbo coded FH/DPSK | 18 775 | 7.5 8.0 18

the low hopping rate region. Note that although a lower hopping rate causes a jammed
hop to contain more contaminated samples, the decoder, through IBP interleaving, is
able to import information from adjacent unjammed blocks so that the reliability of the
jammed block increases. For a regenerative link, 0.55 dB to 0.8 dB gain is obtained
in low uplink SNR region while only 0.1 dB to 0.3 dB is obtained in high uplink SNR
region. Finally, the downlink convolutional code gives a 5.5 (10.5) dB downlink gain

when (£2),, = 13(18) dB.

0
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