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Abstract

There are more and more virtual-reality applications in the modern multimedia
systems. Therefore, the 3D sound technigue becomes more important. We will use a
loudspeaker pair to generate the ‘3D sound."However, the most critical problem is the
crosstalk disturbance. To overcome this"problem, we investigate both FIR and IIR
forms of crosstalk cancellers. In both forms, we propose matrix inverse and direct
LSE methods to implement the filters. In matrix-inverse method, to avoid the
un-stability, we propose to minimize the ratio error. In direct LSE IIR design, to avoid
the nonlinearity, the common-pole structure is proposed. Then, we consider another
problem, the robustness of the crosstalk canceller. We know that if the crosstalk
canceller is fixed, and the received signals may be very different to the signals we
want when the head moves. Therefore, we propose a method by using the
region-equalized concept to reduce the effect of head movements. Finally, Error
energy (EN), crosstalk suppression factor (CSF) and equalization improvement factor

(EIF) are used to quantify the performance of crosstalk cancellers.
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Chapter 1

Introduction

As we know, virtual reality technique can-be used to render virtual sound sources
in three-dimensional (3-D) space around a listener [1]. Applications for this technique
include entertainments, communications, and simulations. For example, a traditional
5-channel system requires five speakers (Left, Center, Right, Surround Left, and
Surround Right). However, the measure of the room must be large enough to position
each speaker properly. Besides, the system costs a lot of money. By using the virtual
reality technique, we can use only two loudspeakers to realize the effect of the
5-channel system. Therefore, a lot of money can be saved, and the measure of the
room where the speakers are placed will not be limited. Figure 1.1 shows virtual
5-channel system, where the five loudspeakers are not real and created by virtual

reality technique.



Physical Loudspeakers

Center A

Surround Left Surround Right

Figure 1.1: Virtual 5-channel system

To realize the 3-D sound system, we must have the sufficient database of the

directional cues. It is well known that the principal cues for sound localization, are

Interaural Time Difference (ITD) and Interaural Intensity Difference (11D), which

represent the time and intensity differences between right and left ears [2]. However it
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has some problem to localize using only the two interaural cues, so called cone of
confusion [2]. Therefore, we use the head related transfer functions (HRTFs) from a
database, based on MIT Media Lab. [3]. HRTFs have the spectral cues, so we can
know the sound from any direction [4]. Based on these transfer functions, a virtual
sound can be synthesized at any 3-D direction.

The thesis is organized as follows. Chapter 2 will explain the directional cues
and how to create a 3-D sound system. Besides, the problems of sound reproduction
over headphones and loudspeakers are considered in details. Chapter 3, Chapter 4 and
Chapter 5 are the main parts of this thesis, and they focus on the structures and
robustness of crosstalk cancellers. In Chapter 6, we will use computer simulations to
compare performance of different crosstalk cancellers. In Chapter 7, we will make a

conclusion to summarize the results-of simulations.



Chapter 2
3-D Sound System

In Chapter 1, we mentioned-that as3+<D.sound, system can be realized by using
HRTFs. Therefore, the localization cues of HRTFs will be introduced in Section 2.1
first. We will show the ITD, 11D, and spectral-cues-in a pair of measured HRTFs. In
Section 2.2, the synthesis of a directional “sound is presented. Section 2.3 will
investigate the problems of the 3-D sound system over loudspeakers and the

robustness of crosstalk cancellers.

2.1 Sound Localization Cues

HRTFs are frequency-domain functions which have corresponding time-domain
functions called head-related impulse responses (HRIRs). HRIRs are the impulse

responses measured from some specific position to left and right ears.



Figure 2.1: A listener with a sound source oriented on azimuth 30° and elevation 0°

A pair of HRTFs are measured in Figure 2.1, where H, is the transfer function
of source S to right ear and H, is the transfer function to left ear, and their impulse

and frequency responses are plotted’in Figure 2.2:and Figure 2.3.

0.5 \

1 1 1 1 1 1 1
0 50 100 150 200 250 300 350 400 450 500

| | | | |
0 50 100 150 200 250 300 350 400 450 500

Figure 2.2: Impulse responses of two HRTFs
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Figure 2.3: Magnitude responses of two HRTFs

In Figure 2.2, we can find the amplitude of vibration in H, is much larger than
that in H_ and H,_ has more delays'than “H, because of the length difference of

two transmission paths. In other words, the observations in Figure 2.2 are the
interaural cues of IID and ITD. In Figure 2.3, the high frequency at 8-10 kHz
responses have notches caused by the concha reflection [5], and the peaks at 2-3 kHz
are caused by the ear canal resonance [6]. These notched and peaks are dependent on
the location of the sound source. This result suggests that spectral notches and peaks

in HRTFs determine the location of sounds.



2.2 Creation of Virtual Sounds

We can create a virtual loudspeaker by using a pair of HRTFs. The binaural
synthesis process is diagrammed in Figure 2.4. When a sound signal S is processed

by the digital filters (H,, and H, , a pair of HRTFs) and played over headphones,

gL
the sound localization cues are reproduced and the listener should perceive the sound

at the location specified by the pair of HRTFs.

S

Virtual
Loudspeaker

Headphone

Figure 2.4: Binaural synthesis using headphones
Headphones are often used for 3-D sound audio because they have good channel
separation. The directional signals (s; and s ) can be received directly. However,

there are some drawbacks by using headphone reproduction. It often suffers from

in-head localization, and is also cumbersome and inconvenient.



2.3 Virtual Sounds over Loudspeakers

2.3.1 Crosstalk Phenomenon

To avoid the drawbacks of headphones, we would replace the headphones with a
pair of loudspeakers. However, the left and right loudspeakers are not coupled directly
to the left and right ears. The emitted sound from the right loudspeaker goes to the left
ear as well as to the right ear of a listener, and vice versa. This phenomenon is called
crosstalk. If two-channel binaural sound is reproduced through a pair of loudspeakers,
sound received by the listener can be severely changed from the original sound due to
the crosstalk effect.

The effect of crosstalk can be cancelled if binaural signals are filtered before they

are sent to the loudspeakers. The process is diagrammed is Figure 2.5.

o AR
o Se e
¢R
S Crosstalk
O Canceller , V4
C(Z) Virtual sound (‘x’/glr : eL
- H _ |
oL SL yL Channel
e/ G(2)

Figure 2.5: Binaural sound reproduced with crosstalk canceller

2.3.2 Crosstalk Cancellation

Crosstalk cancellation is a technique involving cancelling the crosstalk which

transits the head from each speaker to the opposite ear.



The goal of the crosstalk cancellation is that the ear signals e, and e_ should
be same as the binaural signals s, and s _. Essentially, the transfer functions from

the loudspeakers to the ears form a system transfer function matrix. Using the matrix

notations and refer to Figure 2.5, we can write:

@] [v:(2)
[eL(z)}G(Z){yL(z)] (3.1)

9.(2) 9,(2)

where G(z) :{
9.(2) 9,(2)

} is the system transfer function matrix and g,

represents the channel impulse response between the x side loudspeaker and y

side ear, and X,y e{r,l}; y;and y, are the input signals of loudspeakers, and

Bgﬂ ) C(Z)Egﬂ 232)
Therefore, combine Equation (2.3.2) into-Equation (2.3.1), we can get

o) e e
Obviously, the signals of ears are same as the binaural signals if:

G(z)-C(z)=1,,(2) (2.3.4)

Thus, our work is to find out the inverse of the system transfer function matrix G(z) .

C(z) can be found by inversing G(z) directly as follows:

C(2)=G*(2)
{g..(z) —g.r(z)} 1, (2:3.5)
_glr(z) grr(z) D(Z)

where  D(z)=9,(2)9,(2)-9,(2)9,(2)



From Equation (2.3.5), there are some problems. First, each element of C(z) is
in fractional form, and the denominator D(z) may be of non-minimum phase so that
some poles of each term may lie outside the unit circle in the z-plane. In other words,
the elements of C(z) may be unstable. Second, because of the transmission delay,
these elements would be non-causal; we should add some delay to make them causal.

There are many structures to implement the crosstalk canceller. The crosstalk
canceller was first put into practice by Schroeder and Atal in 1963 [7], and the

structure as follows:

Y

5(2) 9,(2)/D(2)—~

Yr(2)

A

—9,(2)/D(2)

Y

-9, (2)/D(2)

0, (2)/D(z) I

y

5.(2)

Figure 2.6: Crosstalk canceller described by Schroeder and Atal

When the listening condition is symmetry, i.e. g, =g,andg, =g, , Cooper and

Bauck in 1989 proposed the shuffler structure [2]. There are more structures and
detailed discussions in [7]. In next chapter, we will use the least square error method

to design the crosstalk canceller.

2.3.3 Robustness

So far in this chapter, the design of crosstalk canceller is discussed with single

set of the channel transfer function matrix; in other words that means the position of a

10



listener does not change. In practice, it is impossible. If the position of the listener’s
head moves, and the crosstalk canceller does not change, the signals to ears may be
very different to the original signals.

The question now is how to design a crosstalk canceller that can reduce the effect
of head movements. Before designing, there are some researches and analyses about
the robustness of the crosstalk cancellers. Ward and Elko et al. [9] show an evaluation
of the robustness of crosstalk cancellers for various loudspeaker spacing. They noted

a rule-of-thumb for the optimum loudspeaker spacing is given by d,=2-1-d,,
where d, is the distance of the head from the loudspeaker center-line (see Figure

2.7), and A is the wavelength of operation tone. Therefore, we know that optimum

loudspeaker spacing is varied with frequency. of sound.

Figure 2.7: Geometry of head and loudspeakers

Later, they show another method of analysis by using the condition number [10].
Because the difference of the transfer function matrix AG between the fixed head
and the moving head can be considered as perturbations of the matrix G . The result
indicates that a small incidence angle between two loudspeakers and the head is better
on the high frequency (above about 4 kHz) band, and lager incidence angle is better

on the lower frequency band. Because different incidence angles are robust to

11



different frequency band, they analyzed the asymmetric listening condition. A
crosstalk cancellation system with three loudspeakers was proposed [11]. An analysis
of three loudspeakers by using condition number also shows that the robustness of
three loudspeakers is better than that of two loudspeakers [12].

So far, the robustness was increased by increasing the number of loudspeakers.

We will propose a new method to increase the robustness with only two loudspeakers.

2.3.4 Crosstalk Canceller Structures

In this section, we will provide an overview for the design flow of the crosstalk

canceller in the thesis, and Figure 2.8 is the design flow chart.

§3.1.1841.1

.o - - E,=A-E,
Matrix-inverse| ydirect inverse error| |Filtered <v
/ C:G_l CrG —*+E,=C-G™* error E:A-E
r hX D
GC=1I §3.128412
\ FIR §32

GC~=Il—+E =GC-1
Direct LSE Filtered Common Pole

_— Q4.
error |~ IR Model 3*2

Figure 2.8: Design flow of the crosstalk canceller

Our starting point is Equation (2.3.4), and then the design can be separated into
two ways, matrix-inverse and direct LSE methods. In matrix-inverse design, we can
find it is hard to handle the direct error, so we handle the filtered error instead of the

direct error. In filtered error, we can separate two types filtered by A and filtered by

ratio term hé The type filtered by A is used in Section (3.1.1) and Section (4.1.1),

X

12



and the type filtered by ratio term hA is used in Section (3.1.2) and Section (4.1.2).

In direct LSE design, the FIR form is implemented in Section (3.2), and the 1IR form
is hard to handle. Therefore, we handle the filtered error instead of the direct LSE IIR

error and propose the structure, common pole model in Section (4.2).

13



Chapter 3
FIR Crosstalk: Canceller

As we have discussed in Chapter<2, in order.to generate 3-D sound, C(z) must
be the inverse of the channel transfer function matrix G(z). If G(z) is inversed

directly, the stability and causality must be considered.

To avoid these problems, we use the matrix inverse criterion and the direct least

square error (LSE) criterion to find the filter coefficients of the crosstalk canceller.

3.1 Matrix Inverse Design
3.1.1 Design in Time Domain

Referring to Equation (2.3.5) in Chapter 2, we know each theoretical element of

14



the crosstalk canceller is given as follows:

C11(Z) _ gll(z) : 021(2) _ _grl(z) :
9. (2)9:(2) - 9,4 (2)9, (2) 9. (2)9:(2) -9, (2)9, (2)
Clz(z) _ _glr(z) . sz(z) — grr(z)

9. (2)9,(2) -9, ()9, (2) 9,(2)9,(2)-9,(2)9,(2) /

Therefore, we want to find filters of the crosstalk canceller by using these theoretical

solutions, and the block diagram is expressed in Figure 3.1.

SR " C11(Z)
- C21(Z)
- C,(2)
S —+1Cxu(2)

Figure 3.1: Crosstalk canceller in FIR form

From Equation (2.3.5), we know each term is in the same form, so we can
estimate each term in FIR form by using the same algorithm. The following method is
proposed to find each filter. We want to find a FIR filter c(z) so that it can be

approximated to each theoretical solution of the crosstalk canceller, i.e.

o(2) ~ E_Z; -, (3.1.1)

Where hx(z) E{grl (Z)! glr(z)! gll (Z)! grr(z)} ’ and hy(z) = grr(z)gll (Z) - glr(z)grl (Z) ;

7 Is a delay to guarantee the causality. Therefore, the criterion is to minimize the

15



direct error error,,;(z) as follows:

_ oD@
error.; (z) =c(z) h (2) z (3.1.2)
¢(z) =arg min {||errorFIR (z)||2} (3.1.3)

The impulse response of h,(z)-z™"/h (z) is showed in upper Figure 3.2 and zoomed

in tap-20 to tap-40 in lower figure. From Figure 3.2, we know that it is hard to find a

FIR filter to approximate the IIR system h,(z)-z™"/h (z) because it diverges too

fast.

10

0 10 20 80 40 50 60 70 80 90

x 10'°

20 22 24 26 28 30 32 34 36 38 40
Taps

Figure 3.2: The impulse response of h (z)-z"/h, (z)
Therefore, Mochtaris proposes to minimize a filtered error error,; go.q(2)
expressed in Equation (3.1.4) and its block diagram is plotted in Figure 3.3 [13].

errOreg fierea (2) = W (2) - €rTON 0 (2) (3.1.4)

16



) J

- h (2) c(2)

— A IOl fijered (2)

- h (2) -7

Figure 3.3: Block diagram of the filtered error error.; ..eq (2)
According to Figure 3.3, the filtered error can be formulated is as follows:
IOl fierea (2) =C(2) D, (2) =N, (2)-2F (3.1.5)
Therefore, the criterion is as follows:
¢(z) = arg min {[j&Fror. . iua(2) I} (31.6)
Equation (3.1.5) can be written in convolution matrix-and vector forms, and expressed

in Equation (3.1.7).

Crrory g fiereq = Hy ’ c-hx ! (317)
where c=[c(0) c(@) --- c(N —1)]T is a FIR filter with N taps; H, is a
T
convolution matrix; h, =0 --- 0 h(@0) h@ -+ h(M-1) 0 .- 0| ,and
T M+N-7-2

M is the channel length.

We can write H, in detail as follows:

17



h, (0) 0 0
h, @) h© - 0
H,=|h (M -2) : =+ h,(0) (3.1.8)
0 h(eM-2) -  h()
L O O hV(ZM _2)_(2M+N—2)><N

One of the filters in the crosstalk canceller ¢ is found as follows:

¢=(H,H,) H,h, (3.1.9)
Referring to Equation (3.1.9) with differenth, (z), we can find each filter of the
crosstalk canceller. One point should be noted is that the delay in each term of the

crosstalk canceller must be the same:

3.1.2 Design in Frequency Domain

In the previous section, the direct error is designed in the time domain, and met a
divergence problem. Now we will propose a method designed in the frequency
domain to avoid the problem. Equation (3.1.1) is rewritten in frequency domain as
follows:

Hx(ej(u)

gl (3.1.10)
H, (")

error.. (o) =c(e'”) -

where c(e’”), H,(e’)and H,(e'”) are the Fourier transforms of c(n), h,(n)

and h, (n) .Therefore, the criterion is as follows:

18



c(n) =argmin {ir lerror,., (a))|2 da)} (3.1.11)
A
In order to find the filter coefficients, we can rewrite the Fourier transform of c(e'”)

in vector form as follows [14].

)= 3 (e

=c' -ex(w)

, (3.1.12)

Where ex(a)) — [e‘jOXw ' e—jlxw e e—j(N—l)xa)]T

Referring to Equation (3. 1.12), the error energy can be rewritten as follows:

1 r
Jem = 5'[_”|errorﬁR (o) do

. H (el 2 (3.1.13)
—c"c-2¢" b+— " X(eja)) ,
27 “#H (67)
(e w) —j~r-w #;
Whereb——J. Re{ex(w)- ( (,w) ) }o
0 i
In order to minimize J.;, let 8—=0 ~\We can get
C
c=b (3.1.14)

However, we find the performance is bad. The reason is that it is difficult to
approximate the high frequency band of (Hx(ej”’)/Hy(ej”)). We know that h, (n)
is the convolution of two HTRFs, so (Hx(ej”’)/Hy(ej”)) can be viewed as the
inverse of first order of HRTF. From Figure 2.3, we can know that the high frequency
of HRTF are decayed very much, so the high frequency magnitude responses of
(Hx(ej”)/Hy(eJ”’)) are very large. The frequency magnitude responses of

(Hx(ej”’)/ Hy(ej’”)) and c(e'”) are plotted in Figure 3.4.
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(ap) spniuben

Normalized Frequency (xm rad/sample)

Figure 3.4: Magnitude responses of (Hx(ej‘”)/ Hy(ej”’)) and c(e'”)

From Figure 3.4, we know that the filter c(e'):swould seek the high gain in the high

frequency band and sacrifice the low band in‘order te compromise the full band. The

following figure is the magnitude.response of the direct error.

Direct error

(gp) spniuben

Normalized Frequency (xrrad/sample)

Figure 3.5: Magnitude response of the direct error error, (@)
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From Figure 3.5, we can know that the error in high frequency band is large, so the

performance is bad. Therefore, we propose a method to minimize the ratio error

EIror,, . (@) instead of the direct error error.. (w). The ratio error is defined as

follows:
H,(e')
EITOlL g a0 (@) = H (e") -error.: (w)
- (3.1.15)
H (") o e
—L—~.c(e!”)—et"
H, (")

The block diagram of the ratio error is as follows:

L L I

errorFIR ratio (6())

e—jra)

Figure 3.6: Block diagram of the ratio error error. .., (®)
Therefore, the criterion is as follows:
e )
c(n) =argmin —J' |error.g i (@) |” do (3.1.16)
2 -7 -
In the same way, we change the expression of c(e!”) in the vector form as Equation

(3.1.12) and the error energy can be rewritten as follows:

= j |H C) e - do
o = H, (") , (3.1.17)

=c¢'-A-c-2¢"-b+1
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0. We can get

a ‘J FIR _ratio
oc

In order to minimize J .5 a0+ 1€t

(3.1.18)

Therefore, the filter can be found out as follows:

(3.1.19)

c=A"D

The frequency magnitude responses of (Hy(ej”’)/Hx(ej”)) and c(e'”) are plotted

in Figure 3.7.

(ap) spnuuben

Normalized Frequency (xgmrad/sample)

Figure 3.7: Magnitude responses of (Hy(ej‘”)/ Hx(ej”’)) and c(e')
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The high frequency band of (Hy(ej”)/ Hx(ej’”)) would be very small because it can
be approximate as first order of HRTF. Therefore, the high frequency band of c(e')
must be very large. From Figure 3.7, although the high frequency band of c(e'”) is
not large enough, the error is smaller than the direct error. Therefore, the errors in
high band are reduced, and the low frequency band can be done better. Figure 3.8

shows the magnitude response of the ratio error.

Magnitude (dB)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Normalized Frequency (xrx rad/sample)

Figure 3.8: Magnitude response of the ratio error error,, (o)

From Equation (3.1.15), we know the relation between the direct error and the ratio
error. Therefore, Figure 3.9 shows the results of the direct error and the ratio error

filtered by H,(e!)/H,(e*) in order to compare these two errors.
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Figure 3.9: Magnitude responses of - error.. () and error,, .. (®)-
From Figure 3.9, it is obvious that'the-ratio error filtered by H,(e’’)/H,(e!") is
smaller than the direct error.

From Equation (3.1.15), we can find it is the same as the direct LSE FIR method

which will be proposed in the next section.

3.2 Direct LSE FIR Design
3.2.1 Design in Time Domain

In this section, we design the crosstalk canceller by using the direct least square

error (LSE) method instead of the matrix-inverse design. The structure of the

24



crosstalk canceller is plotted in Figure 3.1, and C(z)can be represented in matrix

form as follows:

C(2) ={C11(Z) C12(Z)} (3.2.1)

Cu(2)  Cp(2)
In order to show how the crosstalk canceller works, s, isan impulse signal, and
s, sends the zero-signal. Because of causality, we want e, to be same as s, with
some extra delay, and e _ to be a zero-signal. The signals to ears can be expressed as
follows:
e;(2) =d(z2) (3.2.2)
e (2) =0, (3.2.3)
where d(z) is the desired signal which'is a delayed impulse signal. Therefore, the

LSE criterion to find the filters c,(z). and-¢,(z) can be rewritten as follows:

c.(2)] [d@]
G(Z)LM(Z)}{ . } } (3.2.4)

In the same way, if s is an impulse signal, and s; is a zero-signal such that:

@] [0
G(Z)Lzz(an(zJ } 529

Equation (3.2.4) and Equation (3.2.5) can be derived in convolution matrixes as

(cu(2) c21(z))=argmin{

(c(z) cyu(z))=arg min{

follows:

P e

25
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(¢, ¢,)=arg min{

I }
1 (..)

where G, , G,, G,, and G, are the convolution matrixes of g,(z), 9,(2).

m? Ir ! rl
9,(2), and g,(z) in the time domain; ¢, =[c,(0) c, (@) --- c,(N —1)]T and
¢ =[s(0) ¢, - c,(N-1)]; the desired signal d=[00 ---10 --- 0]' and

zero-vector 0 with L(=M +N-1) taps.

Rewrite Gy in detail ,where i, j e{r,1} as follows:

0jj (0) 0 0
g9; (D 9, (0) 0
Gij = gij(M _1) gij (0) (328)
0 i (M =1)-¢ g; (@
0 0 | g

Refer to Equation (3.2.6), and let

Grr Glr c11 d
G= , € = , q, = (3.2.9)
G, G, Cxn 0
we know the error as follows:
error =Gce, —q, (3.2.10)
The least square error criterion is such that:
¢, =arg min {|| error |’} (3.2.11)
The solution can be easily shown as

¢,=(G'G) G'q, (3.2.12)
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Therefore,
¢y =[¢,(0).¢, (@), (N -D] (3.2.13)
¢, =[C(N), ¢ (N +1),---,c,2N -] (3.2.14)

Refer to Equation (3.2.7), and let

c, {:j . 4 =m, (3.2.15)

where ¢, and ¢,, with N taps, too. In the same way, we can get

¢,=(G'G)" G'q, (3.2.16)
Therefore,

¢, =[,(0), W56 (NZ) ]! (3.2.17)

¢, =[C,(N),€, (N 1), 6, 2N =1)]' (3.2.18)

If the listening situation is symmetric, Equation (3.2.15) can be reduced. The other
two filters can be found in Equation (3.2.13) and Equation (3.2.14) such that:

c,=¢, and ¢,, =¢; (3.2.19)

3.2.2 Design in Frequency Domain

In this section, we will implement the system in the frequency domain. Equation
(3. 2.4) can be written in the frequency domain as follows:

| | 1 9.€") 9, (") |lc.E) | |e
¢, (") ¢y (")) =argminy — [ | 5" © U e
( ) {2”'[ |:ng (eJ[‘)) grr(ejw):||:C21(er):| |: O i|

-

da)} (3.2.20)
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As described in Section 3.1.1.2, we can rewrite c,,(e”) and c,(e')
c, (") =ex" ¢,

where ex, (o) =[e"/%, e 7 ... g IV DT
Cu('”) =ex," -¢yy,

where ex, (o) =[e />, e 7 ... g IV

Therefore, Equation (3.2.20) can be rewritten as follows:

. 2
P.%l_eww dw
c21 O ’

where P{gn(e%-exl(w): g.r(e{'”)-exz(w):]
94 (e")-ex,(w)" (@™ -ex, (@)

-

(e, ¢, )=argmin {[”

Theerror J -z can be calculated as follows:

1 ¢ G ma?’ .
J =— |P-[ }—{ }ldw
LSE_FIR =5 J._” e 0

In the same way, we can rewrite the above equation as follows:
Jise_eir =¢-0-¢,~2-¢] m+1,
:
where ¢, =[e;, ¢,]
o) :ij” (P"P)dw, and
2r o7
. el .g. (') ex, (@
m=_1 Re{| g”(' )-ex, (@) w.
27 I-n el .g,(e")-ex, ()
... 6‘] LSE _FIR
In order to minimize the error J o ¢, let ——=—=0 We can get

oe,

Oc, =m
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(3.2.21)

(3.2.22)

(3.2.23)

(3.2.24)

(3.2.25)

(3.2.26)



Therefore, the filter can be found out as follows:
¢, =0"'m (3.2.27)
We can find the filter coefficients as follows:
¢, =[6,(0),¢, M, ¢ (N-D] (3.2.28)
¢, =[C(N), 6 (N +1),--,¢,2N -] (3.2.29)

¢, and c,, can be found out by using the same method.

3.2.3 Comparison between FIR Designs in Time and

Frequency Domains

In Section (3.1.2.1) and Section (3.1.2.2), we can find out the crosstalk canceller
in LSE FIR model in the time demain' and in the frequency domain. The difference
between these two methods is to minimize the error in time and frequency domains.
According to Parseval theorem [14], they should be equal. Therefore, the results of
the two methods should be the same intuitionally. We will prove that two crosstalk
cancellers designed in the two methods are the same, and the process of the proof is as
follows:

First, let O'=G'G and m'=G'q,. Equation (3.2.12) can be rewritten as
follows:

¢,=(0)"'m' (3.2.30)
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We can write O' in more detail as follows:

0, 0,
o= "7 (3.2.31)
OSI O4l

where

0,'= GWTGHr +GHTGrI
02I=GrrTGIr +Gr|TG||
OSI:GIrTGrr +G,'G,
0,'= GIrTGIr +G||TG||

In order to compare O' with O in Equation (3.2.27), O is also written in

detail as follows:

o :[01 02] (3.2.32)
0, 10,
where
0, :ij‘_”” g. (ejw)r (exex,” )*da)+%fﬂ d (e"“’)‘2 (ex,ex,” ) do

02 - %J‘”” glr (ejw)grr* (ejw)(exleXZH )* da)+%]‘”” gll (ejw)grl*(ejw)(exlesz )* da)
03 - i."_ﬁﬂ(glr (ejw)grr*(ejw))* (exzele )* da)"'i-[j;(g" (ejw)grl*(ejw))* (exzeXlH )* da)

_ 1 jo
04_EJL” glr(e )

i (ex,ex,"” )* deo +%J.:‘g” (e"“’)‘2 (ex,ex,” )* do

Comparing the elements between in O and O', we can find they are the same and

the proof as follows:

Take O, and O,' for example, and other elements are proved in the same way.

From 0,'=G,'G, +G,'G,, the first right terms G, "G, is considered.
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> 0,000, X0, (gD 3 g, (K)g(k-N)
GG - | 20 kDa 0
Yo kNG ) o 3, k-N)g k-N)

From above equation, we can know each elementin G_,'G, as follows:

(hJG“(mq)=§:9wW—¢»%Ak—QX (3.2.33)

where p=0~N-1and gq=0~N-1

From O, the first right term ZLJ‘” g|r(ej”)grr*(ej”)(exleXzH)*da) is considered.
7[ /2

1 4 jo *rajo *
LetT:E_[_”glr(eJ )grr (eJ )(exleXZH) do

e iOa i ehi0a, | o i(O0-(NaD)o |
1 ex _ o oI s :
_ J J % *
T_Ej_ﬂglr(e w)grr (e w) . . - . do
e*j(Nlrl)w ol . e*j(Nu*Nn)w

T(p.0) == [ 8, ()9, (") iy
7z' s
1 er (L2 _ L1 N
:_'[ (Z O (n)ejnmj(z O (m)ejmwj ej(piq)mda)
27[ o n=0 m=0

_i (n)i (m) 1 (= i(prm-g-naoy
- O m=ogrr E‘[’” w

=0
1

(3.2.34)

- >

=) 9,(m-q)g,(m-p)

3
o

where p=0~N-1and gq=0~ N-1.
We can find that the results in Equation (3.2.33) and Equation (3.2.34) are the
same. Therefore, zij” g, (€")g, (6" (ex,ex," )*da) equals G,'G, . In the same
72' 7T
1 ¢x jo *rnjo HY T
way, we can prove that z—j g, ()9, (e")(exex,” ) dw equals G,'G,. In
72' 7T

other words, we can prove O, =0, ". In the same way, other termsin O and O' can
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be proved equals. Therefore, we can say
0=0' (3.2.35)

Now, we consider the terms m and m'. We know that

G,'d
ml:GT — rr
ql |:G|r‘|'d:|

We first consider the upper term G,,'d written as follows:

T

Grerz[grr(T) grr(z-_l) grr(T_(Nll_l)):I (3236)

The upper term in m is also considered first. Each term in upper term is as follows:

1

mUpper(S) =EL” Re{ejm Oy (ejw)'e_sz}da), s=0~N-1
. eia) .e—ja)(r—s)_l_ eja) 'e—ja)(‘[—s) *
L) (9,652 g (3.2.37)
27 2
=g,(r-s)

We can find that the results in Equation (3.2.36).and Equation (3.2.37) are the same.

In the same way, we can prove the lower terms in m and m' are the same.

Therefore, we can say that

m=m' (3.2.38)

From the results in Equation (3.2.37) and Equation (3.2.38), we can know the FIR

crosstalk cancellers designed directly in the time and frequency domains are the same.
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Chapter 4

IIR Crosstalk Canceller

In this chapter, the crosstalk canceller is deSigned in IR form. We also use these

two criteria, matrix inverse and-direct LSE R to design the filters.

4.1 Matrix Inverse Design
4.1.1 Design in Time Domain

Referring to Equation (2.3.5) and Equation (3.1.1), we have known the theoretical
solutions of the crosstalk canceller. We want that each term of G™ can be
approximated by using IR from as expressed in Equation (4.1.1) and the IIR structure

of the crosstalk canceller is diagramed in Figure 4.1.

b@ h@ - (4.1.1)
a(z) h,(2) o
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S - bu(z)
R a,(2)

b21(z)
a21(Z)

L)
a,(2)

by, (2)
SL ] a,(2)

Figure 4.1: The structure of the crosstalk canceller in IIR form

Now, the criterion to design the IIR filter is to minimize the error as follows:

error,;(z) = 22 hi@)

(4.1.2)

o0

(b(n),a(n)) = argmin {Z|error,,R (n)| } (4.1.3)

n=0
1
Let u(z)=——,and a(0)=1. We can get
a(z)
u(n) =o(n)— Za(k)u(n -k)
k
Therefore, error,;(n) can be rewritten as follows:
error,. (n) = > b(t) (é(n —t)+ > a(k)u(n-t- k)j -r(n), (4.1.4)
t=0 k=1
where r(n) is the impulse response of h,(z)-z*/h, (z).
Therefore, we can find that Equation (4.1.4) is a function of a(k) and b(t). We
may want to differentiate Equation (4.1.4) with respectto a(k) and b(t), and set the

derivatives to zeros to find a(k) and b(t). However, a lot of nonlinear equations
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will appear and it will be a very tough work. Therefore, we use the Prony’s Method
concept [15] to linearilize the problem by multiplication (filtering) of the denominator
a(z). Equation (4.1.2) can be rewritten as follows:

ErTON e fitereq _1(2) =a(z)-error,.(z)

_b(2)—a(z) @ 5 (4.1.5)
h,(2)
The filtered error error,; .. 1(z) can be expressed as follows:
errofe firered_1(N) =b(N) - Z a(k)r(n—k)—r(n) (4.1.6)

k=1

From the discussion in the previous section, we know that r(n) will diverge.
Therefore, we multiply h, (z)to further stabilize the problem and minimize the
following filtered error error, =g 2(2) -

error,,R_ filtered" 42 (Z) L hy (Z) ) ermruR_ filtered _1(2)

3 (4.1.7)
=a(z)-h(z):z" -b(z)-h,(2)

The block diagram of the filtered error is given in Figure 4.2.

b@) T -

elrrorllR_fItered_Z(Z)

v

v

h, (2)

) J

h(2)z”

) J

a(z)

Figure 4.2: Block diagram of the filtered error error,; .. »(2)

Our goal is to minimize the filtered error, error; ... .(2), and its expression

in convolution form is as follows:
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eIl fiered (M) =a(N)*h (n—7)—b(n)*h,(n) , (4.1.8)

where ' means convolution; b(n), and a(n) are FIR filters with nb, and na

taps. Let &(0)=1, and u(n)=h,(n—7). Equation (4.1.3) can be rewritten as

follows:
na-1 nb-1
error: fiereg »(N) =U(N) + Z u(n-Na,(l)+ z h,(n—m) (—bn(m)) (4.1.9)
1=1 m=0
The above equation can be rewritten in the matrix form as follows:
error,; fioeg o = U~ (U -(—a)+H, -b) : (4.1.10)

where vectors a, and b are the filter coefficients.
Jk
a=[a) a(2) - a(na=1)];

b=[b(0) b@® - bnb=Y];

5

u=|0,---,0,h(0),h (2),--“h (M -1),0,--<,0 | , L=2M +max(nb,na)—-2
T L-M -7

U,and H, are the convolution matrices given by

0 0 0 ]
u(0) 0 0
u() u(0) . :
U= E u@@ - u(0) (4.1.11)
. : U(l)
lu(L-2) u(L-3) --- u(L-na)]

Lx(na-1)
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h,(0) 0 0
h, (1) h, (0) 0
H, =|h (2M -2) : -+ hy(0) (4.1.12)
0 h(eM-2) -  h(Q)
- O 0 hy(ZM _2)_anb

Equation (4.1.5) can be rewritten as follows:

—a
CIYOr» fiered 2 :“_[U Hy:| b

Our goal is to minimize error,; q...q ». SO the criterion is as follows:

_a -
{ X } =argmin {|| eITOL fiereq » ||2}

— arg min {II u- U Hy}{_lj ”2}

Let W:[U Hy],and v:{ba

(4.1.13)

}. We-can get the filtered least squares solution as
follows:
T 1wt
v=(W'-W) W' .u (4.1.14)
From the above equation, we can get the filter coefficients as follows:
a(n)=[1 v(0) v@) - v(na-2)] (4.1.15)

b(n)=[v(na-1) v(na) --- v(na+nb-2)]' (4.1.16)

4.1.2 Design in Frequency Domain

Similarly, we will try to find the filters in the frequency domain. The direct error

is given by
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Be”) Hy ("),
AE™) H, (")

error,; (@) = (4.1.17)

In the previous section, we know that the ratio error can be used for stabilization,

so we would minimize the ratio error error

IR _ratio

(@) inlIR form as follows:

B(e!”)

eITON: 1o (@) = Ae®) - €rror; (@)
_ - (4.1.18)
— B(ejw) . Hy(ej )_e—j(ur
AE") H, (")
- 2
7 oy 'H (e .
Jir ratiozij‘ B(e- ). ¢ - )—eijm do (4.1.19)
- 27| A(e™) H (e')

In the same way, we will use the vector form to express the Fourier transforms of
B(e!”) and A(e'”) as follows;

B(e'”)=b" -ex, (@), where ex(w)=[e71%? e 1" L. el (4.1.20)
jo T 1 - jlxew —j(na-L)xwqT
AE)=[1 a']- , Where ex, (o) <[e/*,...,e”] ] (4.1.21)
ex, ()

However, we find it is difficult to solve Equation (4.1.19) because of the inherent
nonlinearity duo to A(e”). Therefore, error, .., (e*) is multiplied by A(e’*)to
¢ () as

linearize the problem, and modified into error,

IR _ratio _ filtere

err-OrIIR_ratio_filtered (CO) = A(ejw) : er-rorIIR_ratio (C()) (4122)

Figure 4.3 is its block diagram.
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H (e ' !
> ij) » B (e Jw)

H X (e ) - errorllR_ratio_ fitered (a))
> e_jw) >A(ejw)

Figure 4.3: Block diagram of the ratio filtered error error,g . fireres (@)

Therefore, our goal is to minimize the filtered error energy:

S

2

1
‘]IIR_ratio_fiItered :_J. dw (4123)

27

In the same way, B(e'”) and A(e’) can be rewritten in vector form as described in
Equation (4.1.20) and Equation.(4.1:21). . Combining Equation (4.1.20) and Equation
(4.1.21) into Equation (4.1.23);we can“rewrite Equation (4.1.23) in matrix form as

follows:

‘]IIR_ratio_fiItered =b' -Ql-b—2-bT 'Qz atal -Q3-a—2-bT 'Qa+2'aT 'Q5+1' (4-1-24)

ex,(w)" do

where Q, = 21 _ ex, (@ )‘H E jZ;

_i " (ejw) jr(u_ H
Q=5 j_ﬁRe{exmw) e @) }dw

Q= [ ex,(@)-ex,(0)" do

1 y(e"") o
Q4—27ZJ-_”RG{ 1( ) -€ }da)

Hx(e™)

1 ¢r
Q.= EL{ Re{ex,(»)}dw
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01J

In order to minimize the error J; o e » €t ”R—g‘;"—“'tered =0 and
0J -
IIR _ratio _ filtered — 0 SUCh that:
oa
0 ‘]IIR_ratio_fiItered _ _
= =2-(Q,-b-Q,-2a-Q,)=0 (4.1.24)
0 ‘]IIR_ratio_fiItered _ T _
. =2-(Q,-a-Q, -b+Q,)=0 (4.1.25)

Combine Equation (4.1.24) and Equation (4.1.25) into matrix form such that:

[QIT —QZMbHQq (4.1.26)
-Q, Q; J|a -Q;
Therefore, the solution a and b can be found by
[bH QlT —Qz} .{Qﬁ (4.1.27)
a _Qz Q3 _Qs

4.2 Common-pole-Structure
4.2.1 Design in Time Domain

In Section (4.1), the filters of the crosstalk canceller are found from the matrix

inverse G'. Similar to Section (3.2), we want to find the filters by using direct LSE

method. The discussion here is same as in Section (3.2). Let s, be an impulse signal,

and s, be a zero signal. The direct IIR error between the ear signals and desired

signals can be expressed as follows:

/ d
error,, 1o (2) = ﬁ::jfi?) } _ G(z){sﬂig / 2“((?)} —{ éz)} (4.2.1)

Therefore, the direct least square error criterion is such that:
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|:b11(z)/a11(z)

b21(z)/a21(z)} =argmin {” error; ¢ (2) ||2} , (4.2.2)

where h,, 1(2):{% b21(z)}
) a'll(z) a21(2)

Equation (4.2.2) can be rewritten as follows:

|:b11(z)/a11(z)

b21(z)/a21(z)} =argmin {§|errorl(n)| +|error,(n)| } (4.2.3)

Let q,(2) :L and q,(z) :L, and they can express in the time domain as
a,(2) 8y

follows:

na, -1

ql(n) = 5(”) - Z CH (k)ql(n - k)

na, -1

qz(n) =o(n)— Z azl(k)% (n—k)
k=1
Therefore, error(n) and error,(n). can-be written as follows:

error,(n) = g,, (n) *by, (n) * g, (n) + ;- ()b, (n) 0, (n) —d (n)
nby, -1 o Nag-1
- Z bll(t) (grr(n t)-}-Z(Z ail(k)ql(l k))'grr(n_t_l)j—l—

1=0 k=1

Z by, (t)- (g.,(n t)+i(naf 8, (K), (1 ~K))- gy (Nt - I)j d(n)

error,(n) =g, (n) *b, (n) *q,(n) + g, (n) *b,, (n) *q, (n)
nby, -1 o Nagy-1
= Z by, (t) - (grl(n )+>.(> a,(k)a,(1-k)-g,(n-t- |)]

1=0 k=1

50,0 .00+ 2(F 2,000,010 0,0-1- I)j

We can find Equation (4.2.3) is a function of a;,(k), a,;(k), b,(t),and b,(t).
To minimize it, we should differentiate it with respect to a,,(k), a,(k), b,(t) and
b,,(t), and set the derivatives to zeros to find a,(k), a,(k), b,(t) and b, (t).

Similarly, a lot of nonlinear equations will appear. It would be a very tough work to
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solve these equations. Therefore, minimization of a filtered error can be formulated as

Crror;; o fierea (2) = 8y, (2) - @, (2) - Crror;; o (2)
B b, (2)-a,,(2) d(z) (4.2.4)
_G(Z)'{bﬂ(z)-aﬂ(z)}aﬂ(z)'am(z)'[ 0 }

Equation (4.2.2) can be rewritten as follows:

. d
h..R_LSE_ﬁ.teredl(z)=argmin{nG(z)-[E“(é)),Zjlgﬂ—an(z)-an(zy{ ﬂnZ} @25)

However, it is also difficult to solve the solution of Equation (4.2.5) because of
nonlinearity due to multiplication of a,(z) and a,(z). Therefore, we propose a
new structure to linearize the problem. Our approach is to impose a common-pole
constraint:

a,(2) =a,(2) =a,(2) (4.2.6)
a,(z) =a,(z) =a,(2) (4.2.7)
The new structure is called common-pole model and its block diagram is plotted

in Figure 4.4.
Sz (2) ajl) t‘ b,(2)
b,,(2)

T blz(z)
SL(Z) : > bzz(z) "

2,(2)

Figure 4.4: Common-pole model of the crosstalk canceller
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After combining Equation (4.2.6), the error which we minimize is as follows:

EITON R fitered 2_1(2)}

€rror, ] =
IR L58Mlered2 erorlm_ filtered 2_2 (2)

(4.2.8)
SN R
Equation (4.2.3) can be rewritten as follows:
[21117(3 %} — arg min [l errore gz ()1} (4.29)
The above equation can be described as follows:
TN, sz +(2) = 0, (D03 (2) + 9, (B3,(2) ~ 2, (2)d (2) (42.10)
TNy, iz 2(2) = 00 (B ¥ @)D, (D) (4.2.11)

Then we rewrite the above twoequations<in time: domain. We modify Equation
(4.2.10) first as follows:

erron e fiereaz 1(M) =a(N)*d(n)—(g, (N)*b, (n)+g,(N)*b,(n) ,  (42.12)
where b,, b, ,and a are FIR filters with nb,, nb,,and na, taps.Let a (0)=1,

and Equation (4.2.10) can be rewritten as follows:

na—1 nby, -1 nb,; -1
ErroNg_fiereaz_1(N) = d(N) —( Z d(n=N(-a,®))+ > g, (n—m)by,(m)+ Z g, (n— Q)bm(Q)j

m=0
(4.2.13)
In the matrix form we have
eITOT g _fiterear 1 = A~ (D (-2,)+G, by +G, 'b21) , (4.2.14)

where vectors a,, b,,,and b, are the filter coefficients
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a, =[a1(1)

bll

b21:[b21(0) b21(1)

and d=[d(0) d() --

[bll(o) bll(l) o

a(2) - a(na -1)]

represents the desired signal.

T .
)

bu(nbu _1)]T ;

b,, (nb,, _1)] ;

D, G, ,and G, are the convolution matrices given by

r

Ir

0 0
d(0) 0
d@  d(0)

d()

d(L-2) d(ls=3) -

" 9,(0) 0
9.@ 9. (0)
9,(M-1)

0 9,(M-1) -

0 0

I glr(o) 0
glr(l) glr(o)
- glr(M _1)
0 g, M- -
0 0

44

d(L~na,) |

0
0

d (.0)
d@

0
0

9. (0)
9. @

- 9,(M-1) ]|

0
0

glr (O)
glr (1)

) glr(M _l)_anb21

Lx(na,-1)

Lxnby

d(L-1)] , where L =M +max(nb,,nb,,na)-1,

(4.2.15)

(4.2.16)

(4.2.17)



Equation (4.2.14) can be rewritten as

CITOY g0 g 217 d- [D Grr Glr ] bll

EITON e fierea2 2(2) 1N Equation (4.2.11) can be further modified as

b21

errorllR_fiIteredZ_z(n) =g, (n)*b,(n)+ g, (n)xb, (n)

In convolution matrix, it becomes

nby, -1
= g (-, (k)+

nb,,;-1

errorp ez 2 = Gy "Dy + Gy by

with G, and G, being the convelution matrices

g rl (0)
g rl (1)

=1 9y (M _l)

0

9, (0)
9, (D

= 9,(M -1)

0

0
g rl (O)

9n (M _1)

0

0
g, (0)

g, (M -1)

0

Equation (4.2.20) can be written as

45

g rl (0)
g rl (1)

9n (M _l)_

9,(0)
9, (D

9 (M =D ],

Z gy (N-9)b,,(0)

Lxnby;

(4.2.18)

(4.2.19)

(4.2.20)

(4.2.21)

(4.2.22)



errore queaz 2 =0 Gy Gyl by (4.2.23)
b21
Our goal is to minimize error; e, , and errorg g ., ,, SO the combined
criterion is given by
error )
[bn(z) b21(z)j=argmin{|| ..R_f..teredz_luz} (4.2.24)
a1(z) a1(z) errorIIR_fiItered2_2
Using Equation (4.2.18) and Equation (4.2.23), Equation (4.2.24) becomes
b a1 [p G, G, ™
[bll(z) Zl(Z)Jzal’gmin |||: :|_|: r Irj| bll ”2 (4225)
a(z) a2 0 0 G, G, b
21

Let G, = DG Gy and ‘v, =[-a/- b, b, ]
0 Grl GII

Equation (4.2.25) can be solved as follows:

Vi= (Gchl)_l G/ {z} (4.2.26)

We can get the filter coefficients in Equation (4.2.26) as follows:

a=[1 —v0 -v@ - -v(na-2)] (4.2.27)
b, =[v,(na,-1) vi(na) - vy(nby, +na -2)] (4.2.28)
b21 :[V1(nb11+na1_l) Vl(nb11+na1) Vl(nb21+nb11+na1_2)] (4-2-29)

In the same way, we can find out a,, b,,and b,, with na,, nb,,and nb,, taps.

v,=(G,G,) G, m (4.2.30)

0 GrrZ Glr2

where G, = and v.=[-a, b, b,] . The terms in G, can
2 |:D2 G,, G“j 2 [ 2 Dy 22] 2
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be found by using similar method obtaining G;.

a,=[1 —v,0) -v,@ - -v,(na,—2)] (4.2.31)
b12 = [Vz (naz _1) Vv, (naz) eV, (nblz +na, — 2)] (4-2-32)
b,, =[Vv,(nb, +na, -1) v,(nb,+na,) --- Vv,(nb,, +nb,+na,-2)] (4.2.33)

From Equation (4.2.24), if the order of the common pole a, is zero, we can find

it is the same as the LSE FIR design. The LSE FIR is the special case of the

common-pole IR model.

4.2.2 Design in Frequency Domain

Because of nonlinearity,= it-is also“difficult to handle error,, . and
EITON e st fiereay 1N the frequency domain.“We minimize the error error. o iereq2
in the frequency. We replace Equation (4.2.8) in the frequency domain, and the error

is expressed as follows:

€rTON e sk filtered2 (w) = {

g, (") g.,(ei"’)}{sn(ejw)
grl(ejw) gn(ejm) 521(ejw)

}_Ai(ejw){eo"“}’ (4.2.34)

where B,(e'”), B, (") and A(e') are the Fourier transforms of by, (n),
b,,(n) and a(n). Our goal is to minimize the error norm and its formulation is as

follows:

1 e 19,6") g,€")| B.(") N -
J . =— T T = 1o d 4.2.35
IR_LSE_fitered2 — ) J””|:gr| ) g, (e‘”)}[Bﬂ(e’“’)} Ale ){ 0 :||| 2 ( )
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In the same way, the filters of Fourier transforms are replaced with vector forms as

follows:
B.(e'”) =b,, -ex, (@), where ex,(w)=[e"1"", e ", ... el (4.2.36)
B,.(e")=b,,' -ex,(w), where ex,(w)=[e"1"" e ", ... g ]l (4.2.37)

Here, the first coefficient of filter a(n) is also set to 1, and its Fourier transform

expressed in vector form is as follows:
jo T l —jlxw —j(na-L)xwqT
Al(e ):[1 a, ] ex, () , Where ex,(w) =[e"",..., g7/ Ma7] (4.2.38)
3

Combining Equation (4.2.36) to Equation (4.2.38) into Equation (4.2.35), the error
norm can be rewritten as follows:

JIIR_LSE _ fitierea2 =a, -M,-a,-2-by" -M,-a,=2:b,' M, -a, +b,, -M, b, + (4.2.39)
2-b,," -M; b, +b,, -M;-b,+2-a" -M,-2:b; -M;-2-b,' -M,+1

Where

1 3 H
M, = EL’ ex,ex, do

1

MZ _ 1 7 Re{exl*'e_j‘”a 'grr*(ejw)'exsT}da)
277
1 ¢~ R [ 2Y0) * (Ao T
M,=— Re{ex2 ‘e -0, (e')-ex, }da)
2 -7
1 ¢= . ion |2 o |2
M, =——[" ex/ (|9, (") +|9.(e")])-ex/dw
277
1 4 * * (Ao jo *rjo jo
Mszg 7”Re{exl '(grr €)-9,(")+g, (') g,(¢’ ))~eX2T}da)

M, = %J-;;ex; '(‘gn (") 2 "“gn (ejw)r)'eszda)

M, =% :Re{exs}da)
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M, = %j”ﬁ Re{e‘j’“’ -9, (&') -exl*} dew

M, =%j”” Re{e‘j’“’ -g, (') ~ex2*} do

a ‘]IIR_LSE_fiIteredZ _ 0

In order to minimize the error J; \se fiereaz » €t '
-k ob,,
0 \]”R_LSE_f“teredz —0 and 0 ‘]uR_LSE_fiIteredZ =0 SUCh that:
ob,, oa,
6 ‘]IIR_LSE_fiIteredZ _2 M M T b M T b M _0 4 2 40
oa _'( 1A =My by =My Dy, + 7)_ (4.2.40)
1
0J '
lIR_LSE_filtered2 _ 2-(—M2 -a,+M, b, +M,-b,, _Ms) =0 (4.2.41)
ob,,
0J '
IR _LSE_filtered2 _ 2-(—M3 -a,+ M, b, + M, 'b21_Mg) =0 (4.2.42)

ob,,
Combining the above three equations, we can write them as follows:
M, MzT MaT —4 M,
M, M, =M. b [=M; (4.2.43)
M3 MST MB b21 M9

Therefore, the coefficients of theHIR filters can besolved as the following equation.

M. M MM

—a, 1 2 3 7

v,=|b, |=|M, M, M| |M, (4.2.44)
b21 M3 MST MG M9

We can find each filter as follows:

a=[1 —-v0) -v@ - -v(na-2)] (4.2.45)
b, =[v,(na,-1) vi(na) - vy(nby,+na -2)] (4.2.46)
b21 = [V1(nb11 +Nna, _l) Vl(nbll + nai) Vl(nbll + anl +na, — 2)] (4-2-47)
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4.2.3 Comparison between IIR Designs in Time and
Frequency Domain
In the same way, the error is minimized just in different domains. Therefore, the
results of these two methods are the same. The proof is as follows:
First, Equation (4.2.26) can be decomposed two parts, G'G and G’ [ﬂ and they
are rewritten as follows:
M, M," M," M,

d
G'G=M,” M," M.'|and G"| |=/M,'|, (4.2.48)
2 4 5 0 8
M3| M5|T M6| Mgl

where

M,'=D'D; M,'=G,"-Dy M;'=G,':D; "M, =G,,'G,+G G,
M.'=G,'G,+G,'G,; M,'=G;"G,+G,'G,; M,'=D'd
M,'=G,'d; M,'=G,'d
We can find Equation (4.2.44) is similar to Equation (4.2.48), so we will compare
each term in the two equations. First, M,' is considered, and each element is

calculated as follows:

M, G, j) = ZD(I k)D(k, j)

H

§(k (r+i41)-0(k—(r+ j+1)

{é: »

O
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(4.2.49)

(nay—1)x(na,-1)
We can find that M, ' is the identity matrix. Similarly, M, is calculated as follows:
1 3 H
M, = Ejlﬂexse)% do

e—jlxw
1 ¢ jixe j(nay—1)xw
= [er™,...,e ™ d e
7Z' =T

e—j(nal—l)xa;

(4.2.50)

(nay—1)x(na, 1)
We can find M,' and M, are identity matrixes with same dimension. Then, M,
is considered, and each term of M, "is'calculated as follows:
L-1
M, (i, j) =) G, (k,i)-D(k, j), i=0~nb,-1and j =0~ na, -2
k=0

=3 g, (k-0)- (k- j-r-1)

k=

o

=0, (J+7+1-1)
g,(r+1) g,(c+2) - g,(r+na -1
m,=| 90O 9 (7 +D) : (4.2.51)
g, (r+2-nb,) -+ g, (r+na —nb, -1)

M, is calculated as follows:
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M2 = i j; Re{exl* . e—j-rm . grr*(ejru) 'eX3T } do
ejO(u
=L " Re el g, @) 1 [[e o el lde
2= ej(nblrl)w
e*j(1+r)w e—j(2+r)m . e—j(na1+r—l)w
T . e*jm’ e*j(1+‘r)w .
:i Reqg, (e')- . . ' . do
271- - : . . .
e*j(r—nbquZ)(u . . e—j(na1+r—nbufl)m
9.(z+)  9,(z+2) - g, (r+na-1)
+1) --.
= grr.(T) O (T ) . . (4252)
grr(z-+2_nb11) grr(T+na1_nb11_1)

From Equation (4.2.51) andyEquation (4.2.52); it is proved that M,"' equals
M,. We can find that M,"' and M have the same forms as M,"' and M,, so
they can also be proved to be equal in the same way. Next, the forms of M,"', M.",
M;', M,, M; and M, are the same as those expressed in Section (4.2.3).
Therefore, the same technique can be applied to prove that they are equal. We
consider M,' and M., and each element is expressed as follows:
L1 L1

M, (i)=Y D(k,i)sk-7)=> 6k-r-i-1)5(k-7)=0, i=0~na -2 (4.2.53)
k=0 k=0

We can know that M, " is a zero vector with dimension na, —1.

e 0
M, = [* Refex,}do=—[" Re : do=| (4.2.54)

(nay—1)x1
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From Equation (4.2.53) and Equation (4.2.54), M,"' and M, are the same. The
forms of M,', M,', M, and M, are the same as those expressed in Section
(4.2.3). We can prove that they are the same. Because all the elements in Equation
(4.2.26) are the same as those in Equation (4.2.44), the IIR crosstalk cancellers

designed in the time and frequency domains are the same.
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Chapter 5

Robust Crosstalk Canceller

As we know, we must consider the robustness of the crosstalk canceller. So far,
only single one set of system “transfer functions:'is used to design the crosstalk
canceller. We propose a new method to design a robust crosstalk canceller. A
region-based concept [16] is considered instead of single one point. The new crosstalk
canceller is designed by using the transfer function matrices in the region. In the
previous section, we only want one set of ear signals to approach the desired signals.
However, when the head moves, we get another set of ear signals. Figure 5.1 shows
that when the head rotates around right to left, the transfer function matrix also

changes accordingly.
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4

Cl1(z)

Yr

A

C21(z)

A

Cl12(z)

C22(2) 4>@

Y

Figure 5.1: Head movements

Now, we want other sets of ear signals with head movements to approach the

desired signals. We can express the.concept as follows:

d(Z)}

0 (5.1)

(G(z) + AG(z))+C(2) z[
Referring to the concept in Equation (5:1), the problem can be formulated as

G,(2)-h(2) ~q,(2)

G,(2)-h(2)=q,(2), (5.2)

G.(2)-h(2)=q.(2)
where hl(z)=[cll(z) 021(2)]T is the filters of the crosstalk canceller; G,(z) is the
transfer function matrix of fixed head, G,(z) is the one which head rotates to right,
and G_(z) is the one head rotates to left. q,(z)=|[d,(z) 0]T .0, (2) =[d, (2) O]T,
and qf(z):[df(z) 0]T where d, (z), d (z), and d (z) are the desired signals

dependent on the head positions. Because of different head positions, the desired

signals must add delay compensation. We will propose the method to find the
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compensation by using a head-centered coordinate model in the next section.

5.1 Delay Compensations

We have known that when the head moves, the distance between the source and
the ears changes. Therefore, the time and the amplitude of the sound source arrived to

the ear change. We will calculate the changes by the following figure.

Figure 5.2: Head=centered coordinate model

From Figure 5.2, any source can be presented in the head-centered coordinate
model, where the radius of the head is r. A source can be presented in three elements,
distance R, azimuth angle &, and elevation angle ¢. The source and the fixed right
ear can be written in vector forms as follows:

Rs=R(cosgcosd,cosgsind,sing) and re, =r(0,1,0), (5.3)
where Rs represents the source and re, represents the fixed right ear.

If the head rotates A@ and Ag¢, the rotated right ear can be written as follows:

re, =r(—cosAgsin AG,cos AgcosAB,sin Ag) (5.4)
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If the distance from the source to the head center R is much larger than the radius of
the head r. The compensated delay can be calculated by using the difference of two

transmission paths such that:

delay _comp(AQ,Ag) = (‘ Rs—re,

re ——‘R§—r§‘)- fs/S 55)
~r-<s,e,—e, >-fs/§,

where fs is the sampling frequency and S is the sound velocity; <,> means
vector inner product. Then the delay _comp(A&,A¢) can be rounded off to get the
integer. The amplitude compensation will be omitted if R>r.

According to Equation (5.5), the compensated desired signals can be expressed. For

example, the desired signal to the fixed:head is. d (z) and then the head rotates right
side about A6, and Ag,. The-desired signal to the rotated-right head becomes

d.(2) = d, () g et ) (5.6)
In the same way, if the head turn left side about A& and Ag , the desired signal to
the rotated-left head becomes

d_(z) =d,(z)-z *-com(as.ae) (5.7)
Therefore, the desired signals dependent on the head positions in Equation (5.2) can

be found from Equation (5.6) and Equation (5.7).
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5.2 Robust Common Pole Design

When the compensated delay has been found, it can be incorporated to

implement the region-equalized concept. The LSE criterion is as follows:

G,(2) q,(2)
h(z) =argmin{||| G, (2) |-h(2)—| a..(2) |IF (5.7)
G (z) 9, (2)

If h(z) isdesigned in FIR form, the solution is easy to find out.

We continue use the same concept by using IIR filters. The LSE criterion can be

written as follows:

b, (2) I 2)
N o(z) . N qo(z)

?8 _argmin ||| 6 (@) 218 @ (5.9)
Du(2) e 12 |4 )

a,(2) a,,(2)

From the discussions in the previous segtion, we will meet the non-linearity because

of the denominators a,,(z) and a,,(z). Therefore, the concept of the common pole

model is used, and let

a,(2) =a,(z) =a,(2) (5.9)

Equation (5.8) can be written as

b,(2)

a,(2) | &@D @) %]

b,,(2) =argmin- ||| G, (2) -{b21(z):|_al(z). q. () || (5.10)
a,(2) G.(2) q.(2)

The above equation can be written as
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[ @] ]
G . _ )
bll(z) O(Z) _b21(Z)_ ai(z) qo(z)
ai(Z) _ . '_bll(z)__ ' ;
() |9 8.2 e @-a @I (5.11)
a,(2) =
C.() 28 ~a,(2)-9.(2)

We can find that the right term in Equation (5.11) is composed by three common pole

models. Therefore, we can express the above equation in matrix and vector forms by

using the Equation (4.2.25).

Do Grro GIro b
0 Grlo Gllo bll qO
21
bll(z) F_a £l
z D, GG, |l
al( ) :arg min || + m+ Ir+ bll _q+ ||2
b,,(2) 10 G Gy Lb
21|
a,(z) s
- £ —al
D— Grr— Glr— b
L 0 Grl— GII—_ bll 3
. e 21 .
I Do Grro Glro ]
0 Grlo Gllo
D G G —a, q,
H + m+ Ir+ 2
=argmin b, |- : 5.12
g [ 0 G, G, b11 3+ I ( )
D— Grr— Glr— “ )
L 0 Grl— GII—_

where G,, is the convolution matrix of channel g,,; D, is the convolution

z
matrix of the desired signal; q, is the vectors composed with desired signal and zero

signal. From above equation, we can find out the filters, b,,, b, and a, by using

the LSE method.
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Chapter 6

Computer Simulations

In this chapter, we will simulate differént crosstalk cancellers to see their
performance. Besides, we will compare the results of single point method and
region-based method. Here, our channels used in.the simulations are the HRTFs from

the database of MIT Media Lab.

6.1 Figure of Merit

Perfect crosstalk cancellation would make the listener to receive no crosstalk and
desired signal without distortion. Our simulation is that an impulse signal J[n] is
inputted at s, and a zero signal is inputted at s, in Figure 2.5. Figure 6.1 and
Figure 6.2 show the signals received at both ears without the crosstalk canceller. The

loudspeakers are placed at +30°.
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Figure 6.1: The impulse response at :#30°" without the crosstalk canceller
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Figure 6.2: The frequency response at +30° without the crosstalk canceller
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The received impulses in Figure 6.1 we want should be a delayed impulse signal
and the crosstalk signal should be zero. In the same way, the magnitude response of
the received impulse in Figure 6.2 should be flat and the crosstalk signal should be
negative infinite dB. Therefore, we define two indexes to evaluate the difference of
channel attenuations and the flatness of the magnitude response. First, differential
attenuation (DA) is to evaluate the difference of channel attenuations and defined as

follows:

k=K-1

> |Ea(k)f

DA=10log 20—, (6.1)
DM ):
k=0

where E;(k) and E (k) are the K-point DFT of e,(n) and e (n). Second,

equalization index (El) is to evaluate the flatness of the received impulse signal and

defined as follows:

El = (%k_H(ZOIog |E.(K)] —AV)ZJ | 6.2)

k=0

k=K -1
where AV =% Z 20log| E; (k) |. It indicates the average deviation and AV is the

k=0
average of the magnitude of E_ (k).
In order to see the performance of the crosstalk canceller, we define three FOM

(Figure of Merit) to quantify it. The crosstalk suppression factor (CSF) [16] is to

evaluate how much the crosstalk canceller reduces crosstalk and defined as follows:

CSF = DANith c(z) — DANithout C(2) (6.3)
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The first term of the CSF indicates the DA after crosstalk cancellation, and the second
term indicates the one without crosstalk cancellation.

The equalization improvement factor (EIF) is to see the equalization
performance in the frequency domain and defined as follows:

EIF =El El

without C(z) ~ =" with C(z) (44)
We also want to see the total performance including the crosstalk suppression
and spectral flatness of the crosstalk canceller. Therefore, we see the total energy of

the error (EN) between the desired signals and the era signals, which is defined as

EN = i| s(n—delay) —e.(n)] +|e (n) [ (4.5)
n=0

In the simulation, the larger the CSF and EIF-are; the more important in crosstalk
suppression and spectral flatness-the erosstalk cancellation achieve. The smaller the
EN is, the smaller difference to desired signals achieves. In the next paragraph, we
will use these factors, CSF, EIF, and EN to justify or compare the performance of
different implements of crosstalk cancellers. From the definitions, we can calculate
DA = 8.45 dB, and El = 12 dB® at +30° without the crosstalk canceller. We also
use the small angle at +5° to simulate the 3-D mobile phone environment. These

results at +5° are DA = 1.85 dB, and El= 11.69dB?. Figure 6.3 and Figure 6.4 show

the signals received at both ears at +5° without the crosstalk canceller.
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Figure 6.3: The impulse response at: +£5°. without the crosstalk canceller
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Figure 6.4: The frequency response at +5° without the crosstalk canceller
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Comparing Figure 6.2 and Figure 6.4, the DA at +30° is larger than the DA at
+5° because there is small difference of transmission distances to the both ears at

small incidence angle.

6.2 FIR Form

In this section, we will first simulate the matrix-inverse designs in both time and
frequency domains. Next, the direct LSE design is also implemented in both time and
frequency domains. We will test different lengths of the filters to show how it affects

the performance.

6.2.1 Matrix-Inverse ’FIR Design

The first step to design the FIR filter is to calculate the denominator of G,
D(z)=g9,(2)9,(z)-9,(2)9,(z), and uses the solutions from Equation (3.1.9) and
Equation (3.1.19) to design the crosstalk canceller. Besides, we must add delay for
causality. In [8], we know that the extra delay can determine the performance of the
crosstalk canceller. Here for comparison, we have taken the optimum delay for each

FIR order in our simulations.

6.2.1.1 Design in Time Domain

The HRTFs we used are of 512-point. In the simulation, we will try different

numbers of filter lengths to see how it affects the crosstalk cancellation.
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Figure 6.5 and Figure 6.6 show the results of crosstalk cancellation over a pair of
loudspeakers at +5° with the crosstalk canceller of 50-tap and an extra 67 sample
delay. The results of DA and El are 13.78 dB and 19.08 dB?, so the FOM are CSF =

11.93 dB, EIF = 7.39 dB?, and EN = 0.1223.
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Figure 6.5: The time response at+5° with-50-tap FIR designed from G™
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Figure 6.7 and Figure 6.8 are the impulse responses of ¢, and c,,.
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Figure 6.7: Impulse response of“e;; ‘at +5° designed from G
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Figure 6.8: Impulse response of ¢,, at £5° designed from Gt
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Because the denomination of the theoretical formulation in Equation (2.3.5) is often

of non-minimum phase, the impulses have oscillations in the above two figures.

Next, Figure 6.9 and Figure 6.10 show the results that ¢, and ¢, are used
with 200 taps and an extra 114 sample delay. In this simulation, DA and EI are 21.68
dB and 21.75 dB?, in other words, the performance of crosstalk cancellation can
reach CSF = 19.83 dB, EIF = 10.06 dB?, and EN = 0.0287. We can find that the CSF
and EIF become larger and the EN becomes smaller because the FIR filter length is

increased.
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Figure 6.9: The impulse response at+5° with 200-tap FIR designed from G™

68



0 VWWWWWW WWWWW“MW |
It
-10¢ N, )
| Tl |
| o ‘Ar‘f::\:\ J‘ ‘}w
L ) b Sl v
2000 ! g it ol
[ p I oy e I .
IS | B e b ! . 3 )
[ \ NIRRT . I | il !
N ! ‘\ RN I A ol ) ity
o IR | el Ay Dot e ! ! U LM
ke] i Iy R Y N NPV o0 Y il
= =30} by " [N I g ey [ g e
| | | | |
5] Wyl o R R U TN ] o [ I PRI L
[ W el ‘”\”\”J”u”‘\”‘r W L O T S A LT T
° ] ) | I ]
I ) I | Wt U | ¢
[ 1 b ety IR A T | Al "y ,
| \ by | Lo 1 | [
=) [ | oy m ! SN R Y PR TR T fot o b
= ! 1 e fv“ 'y \:" u:: | r‘m\ | iy u\‘ B ‘\H N fy g Aoty ‘HHH’W‘\\ § Um‘\‘\“q‘\\ [y }
| I ' ! R IR ol |
5 -40f. ::‘Y:'u‘:f | :‘:‘(‘u:‘r:"jy i H\: ! w i :: f ‘w h:" :ﬂ\w H: WN lll«‘ J‘MV ‘F‘H"‘Nl [
© ' i D o | Py L [T
= R I e e M‘
1y o ! ol T | e ‘”‘ 1 |
| L b [ | , [ | ‘ [ B
0 L bl | "ol i |l
| [ | ‘} | ‘ 1 | ‘ } ‘
ol | i |
|
60+ :\ | i | _
1
) I R
i ! Received Impulse
Y .
70k A I Crosstalk Signal 4

_80 | | | 1
0 5 10 15 20

Frequency (kHz)
Figure 6.10: The frequency response at5%with 200-tap FIR designed from G™

Figure 6.11 and Figure 6.12 are‘the:impulse responses of ¢, and c,,.
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Figure 6.11: Impulse response of ¢,; at +5° designed from Gt
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Figure 6.12: Impulse resporise of ¢,, at. +5° designed from Gt

Next, let the filter length N equal 25, 50; 100 and200 taps successively, and the

results are listed in Table 6.1.

Filter Order EN CSF (dB) | EIF (dB?Y)
25 0.1977 13.31 6.11
50 0.1223 11.93 7.39
100 0.0502 21.92 8.36
200 0.0287 19.83 10.06

Table 6.1: FOM at +5° of FIR form designed from G
in the time domain

From Table 6.1, as the order increases, the EN decreases, and CSF and EIF increase.

In other words, as the length of the filters increases, the performance also gets better.

Next, we will test the situation of the loudspeaker pair set at +30°. Figure 6.13
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and Figure 6.14 show the results of crosstalk cancellation with 50 taps and an extra 60

sample delay. DA and El are 16.99 dB and 20.71 dB?, so the performance can reach

CSF =8.54dB, EIF=8.71 dB?, and EN = 0.1344.
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Figure 6.15 and Figure 6.16 are the impulse responses of ¢, and ¢,,.

C

11

10

15

20

2

5 30 35 40 45

Taps

Figure 6.15: Impulse response of C;l at +30° designed from G*
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Figure 6.17 and Figure 6.18 show the results of the crosstalk cancellation with
200 taps and an extra 133 sample delay. In this simulation, DA and El are 21.43 dB

and 21.61 dB?, so the performance of crosstalk cancellation can reach CSF = 12.98

dB, EIF =9.61 dB?, and EN =0.03.
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Figure 6.17: The impulse response ‘at-+30%with 200-tap FIR designed from G™

10
0 TM\‘WMWW orsentirnn . MHJT
1l
|
-10 ‘ oo
i W
! ! I\ T
i , i Py
200 0 i N
My 40 b \:‘ ol N il T
~ oo uh‘” I Voo g Ay N
% :‘ (/‘h[ PRI :‘H( : \“r l MH’ /“u:w‘ J ‘“L‘” : : ‘U A \“v\ !
1 [t T g i ) N Wl R
\CDI '30‘* | ) ‘H,‘ hor ‘\“‘w:uuﬂ\ h { “H:“U 0 H‘ H N \"M:M‘w["\ \::L h N Jw |
3 | " :” | u :\ I [0 | HM o i fyan, ; N\uu\”u‘ lﬂ/u :r‘””"ﬂ :‘VM |
=) K oy A ot M Nt e
= I ) s | | 1l | ! [ | (TR Tk
= ] (R EIE I m‘ﬁ [RTRat " TR L L T ‘JW‘\‘\‘
%’) -40 ;7 “ ! i U‘ n H‘\” ‘\‘H\ ‘\\““: [ I ;\w 1” ) h [ \: ‘\ I \:‘ I -
| Il by | 1 AT / |
g | R R 1 Y U,
I | [
| ‘ i ‘\ | | R \: :: :‘ 1 r :‘ M’s\: H | } I ‘: |
-50 + \ | | ! b R | i ‘,} |
| | | [
| o Pl
! " \‘ ! ;’ l\ ‘ | § I
60 I I | | I il
60 | IR
R |
Receieved Impulse } } }
: |
-0 |~~~ Crosstalk Signal ! | -
-80 ‘ ! L !
0 5 10 15 20

Frequency (kHz)

Figure 6.18: The frequency response at+30° with 200-tap FIR designed from G™
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The following two figures are the impulse responses of the filters ¢, and c,, .
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Figure 6.19: Impulse rééponse ‘af'l ¢, at £30°designed from G*
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Figure 6.20: Impulse response of ¢,, at +30° designed from Gt
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We can find that the CSF and EIF also become larger and EN becomes smaller.

Next, we use N = 25, 50, 100, 200 taps successively, and the results are listed in Table

6.2.
Filter Order EN CSF (dB) | EIF (dB?%)
25 0.2425 5.89 5.82
50 0.1344 8.54 8.71
100 0.0578 10.43 9.55
200 0.0322 12.98 9.61

Table 6.2: FOM at +30°of FIR form designed from G™
in the time domain

6.2.1.2 Design in Frequency Domain

We also use different lengths to:see the'effectto the performance of the crosstalk
cancellation. Table 6.3 lists the results‘of the Toudspeaker pair at +5° and Table 6.4

lists the results of the loudspeaker pair at +30°.

Filter Order EN CSF (dB) | EIF (dB?
25 0.1631 13.98 6.53
50 0.0843 17.21 8.12
100 0.0441 19.62 9.10
200 0.0274 21.73 9.87

Table 6.3: FOM at+5° of FIR form from G™ in the frequency domain
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Filter Order EN CSF (dB) | EIF (dB%
25 0.2059 7.09 5.88
50 0.089 10.71 8.42
100 0.0512 13.00 8.51
200 0.0307 13.08 9.66

Table 6.4: FOM at+30° of FIR form designed from G in the frequency domain

We will compare design in the time domain and design in the frequency domain.

Figure 6.21 and Figure 6.22 are plotted the EN of designs in the time and frequency

domain with different taps.
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Figure 6.22: Comparison of designfrom G " at+30° in time and frequency domains

From Figure 6.21 and Figure 6.22, the performance of design in the frequency

domain is better than design in the time domain.

6.2.2 Direct LSE FIR Designed

6.2.2.1 Design in Time Domain

In this section, we will design the crosstalk canceller filters by using the direct
LSE method. Similarly in this section, we will test different filter lengths of crosstalk
cancellers to see the how it affects the crosstalk cancellation. Figure 6.23 is the results
of the EN with different filter order at +5°. We plot the EN with respect to the tap

number from 1 to 200.
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Figure 6.23: EN with different taps at “+5°. ‘using-direct LSE in time domain

From the figure, it is obvious that the order of filters is increased and the
performance of the crosstalk cancellation‘gets better. Similarly, we take four orders,

25, 50, 100 and 200 to see the FOM and the results are listed in Table 6.5.

Filter Order EN CSF (dB) | EIF (dBY
25 0.1506 15.69 6.49
50 0.0782 18.22 8.03
100 0.0408 20.01 9.20
200 0.0244 21.18 10.16

Table 6.5: FOM at +5° of FIR form designed using direct LSE
in the time domain
Next, we simulate the situation the loudspeaker pair placed at +30° and also
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plot the EN with respect to the tap number from 1 to 200 in Figure 6.24.
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Figure 4.24: EN with diffefent/taps at - £30° 'Using LSE in time domain

We also simulate four orders, 25, 50,“100-and 200, to see the FOM at +30°, and

the results are listed in Table 6.6.

Filter Order EN CSF (dB) | EIF (dB?%)
25 0.1964 7.86 5.79
50 0.0843 11.43 8.59
100 0.0451 12.27 8.80
200 0.0253 11.99 10.11

Table 6.6: FOM at +30° of FIR form designed using LSE
in the time domain

Next, we will compare the direct FIR LSE with the matrix-inverse design, and the EN

of the two methods at +5° and +30° is plotted in Figure 6.25 and Figure 6.26.
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Figure 6.25: Comparison between the direct FIR LSE and matrix-inverse at +5°
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Figure 6.26: Comparison between the direct FIR LSE and matrix-inverse at+30°

From the above figures, the performance of the direct LSE FIR method is better

than design from matrix-inverse.
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6.2.2.2 Design in Frequency Domain

In this section, we will simulate the crosstalk canceller designed in the

frequency domain and the results of the loudspeaker pair placed at +5° and +30°

are listed in Table 6.7 and Table 6.8.

Filter Order EN CSF (dB) | EIF (dBY
25 0.1506 15.69 6.49
50 0.0782 18.22 8.03
100 0.0408 20.01 9.20
200 0,0244 21.18 10.16

Table 6.7: FOM at= +30° of FIR form designed using LSE
in the frequency domain

Filter Order EN CSF (dB) | EIF (dBY)
25 0.1964 7.86 5.79
50 0.0843 11.43 8.59
100 0.0451 12.27 8.80
200 0.0253 11.99 10.11

Table 6.8: FOM at +30° of FIR form designed using LSE
in the frequency domain

Comparing Table 6.7 and Table 6.8 with Table 6.5 and Table 6.6, the results are
the same. In other words, the performance designed in the frequency domain is the

same as that designed in the time domain.
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6.3 IIR Form
6.3.1 Filters Designed from Matrix-Inverse
6.3.1.1 Design in Time Domain

So far, we have found the crosstalk canceller in FIR forms. We want to design
the filters in IIR form instead of FIR form. In Section (4.1.1), we will use IIR to
approximate the theoretical solutions. We use different total taps (the sum of one
denominator and one numerator) to simulate the performance and the results of the

loudspeakers pair placed at £5° and +30° at are listed in Table 6.9 and Table 6.10.

Filter Order EN CSF (dB) | EIF (dBY
25 0.1947 14.63 5.59
50 0.1068 18:10 6.86
100 0.0462 20.79 8.84
200 0.0271 20.86 9.95

Table 6.9: FOM at +5° of IIR form G™ in the time domain

Filter Order EN CSF (dB) | EIF (dBY
25 0.2338 3.9 7.52
50 0.1089 9.82 8.05
100 0.0578 11.66 9.24
200 0.0318 12.28 9.62

Table 6.10: FOM at +30° of IR form G™ in the time domain
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6.3.1.2 Design in Frequency Domain
In this section, we will design the filters from matrix inverse G™ in the

frequency domain and we also use different total taps to see the performance. The

results of the loudspeaker pair placed at +5° and +30° are listed in Table 6.11 and

Table 6.12.
Filter Order EN CSF (dB) | EIF (dB%
25 0.1631 13.99 6.54
50 0.0833 16.01 8.29
100 010349 20.05 9.78
200 0.0244 21.44 10.36

Table 6.11: FOM at +5% ‘of- IR form- G -in the frequency domain

Filter Order EN CSF (dB) | EIF (dBY
25 0.2059 7.09 5.90
50 0.089 10.634 8.45
100 0.0457 11.3141 9.34
200 0.0301 11.85 0.8

Table 6.12: FOM at +30° of IIR form G™ in the frequency domain

We will compare the IR design between in the time and frequency domains and

also compare IIR and FIR designs from matrix-inverse. The results of loudspeaker
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pair placed at +5° and +30° are in Figure 6.27 and Figure 6.28.
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Figure 6.27: Comparison with FIR'and IIR designs from G™ at +5°in the time
and frequency domains
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Figure 6.28: Comparison with FIR and IIR designs from G™ at +30°in the time
and frequency domains

In Figure 6.27 and Figure 6.28, blue and red lines represent designs in the time
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and frequency domains, and solid and dotted lines represent designs in IIR and FIR.
We can find that the performance of IIR is better than FIR and design in the frequency

domain is better than design in the time domain.

6.3.2 Common-Pole IIR Design
6.3.2.1 Design in Time Domain

In this section, we will simulate the performance of the common-pole IIR model.
We simulate different total combined taps (the sum of two numerators and one
denominator) and the results of loudspeaker pairplaced at +5° and +30° are listed

in Table 6.13 and Table 6.14.

Filter Order EN CSF (dB) | EIF (dB?)
50 0.1437 13.89 75
100 0.0614 15.43 9.09
200 0.0336 18.26 9.85
400 0.0222 21.47 10.39

Table 6.13: FOM at +5° of common pole model
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Filter Order EN CSF (dB) | EIF (dB?%)
50 0.1964 7.86 5.79
100 0.0756 6.79 10.19
200 0.0369 11.02 9.38
400 0.0224 11.706 10.54

Table 6.14: FOM at +30° of common pole model

We compare the common-pole model with IR design from matrix-inverse, and
the EN of common-pole model and matrix-inverse at +5° and +30° are plotted in

Figure 6.29 and Figure 6.30.
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Figure 6.29: comparison between common-pole and IIR design form G™ at +5°
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Figure 6.30: comparison betweernt common=pole and IIR design form G'at +30°

In Figure 6.29 and Figure 6.30, the Dblue “lines represent the EN from
matrix-inverse design in the both domains and the red line represents the common
pole model. We can find the performance of common is better than the design from

matrix-inverse.

We compare the common pole model with LSE FIR form which is the best
performance in FIR designs. The EN results which loudspeaker pair placed at+5° and
+30° with different total combined taps of the common pole model and direct LSE

FIR model are plotted in Figure 6.31 and Figure 6.32.
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Figure 6.31: Comparison of EN:with direct LSE FIR and Common-pole IIR at +5°
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Figure 6.32: Comparison with direct LSE FIR and Common-pole IIR at +30°
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From these above two figures, the performance of the common pole model is

better than the direct LSE FIR model. However, we want to know that the

improvement performance of the common pole model is from the IIR structure or the

common part, so we compare the performance between common pole model and

direct LSE FIR model with same total taps instead of combined taps. The EN results

loudspeaker pair placed at +5° and +30° are plotted in Figure 6.33 and Figure

6.34.
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N —+— direct LSE FIR (5)
0.12 l
0.1 i
prd
w 0.08 l

0.06

0.04

0.02 ! ! ~®
31 (19/12) 67 (33/34) 124 (76/48) 213 (187/26)
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Figure 6.33: Comparison between common pole and direct LSE FIR using same
total taps at +5°
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Figure 6.34: Comparison between common poleand direct LSE FIR using same
total taps at' +30°

From Figure 6.33 and Figure 6.34;“the EN of 'the direct LSE FIR is better than
common pole model with small taps.“In"ether'words, we can know the performance of

the common pole model is from the common part and not from the IIR.

6.3.2.1 Design in Frequency Domain
In this section, we will simulate the common pole model in the frequency
domain, and find EN of difference total taps. The results loudspeaker pair placed at

+5° and +30° are shown in Table 6.15 and Table 6.16.
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Total tap
Category

50 100 200 400

Time Domain 0.1437 | 0.0614 | 0.0336 | 0.0222

Frequency Domain | 0.1437 | 0.0614 | 0.0336 | 0.0222

Table 6.15: Comparison Common-pole IIR at £5° in time and frequency domains

Taps
Category

50 100 200 400

Time Domain 0.1964 | 0.0756 | 0.0369 | 0.0224

Frequency Domain | 0.1964 | 0.0756 | 0.0369 | 0.0224

Table 6.16: Comparison Common-pole IIR at +30° in time and frequency domains

From the above tables, the performance of .design in the time domain is the same as

design in the frequency domain.

6.4 Robust Crosstalk'Canceller

As we know, the head movement will eliminate the performance of the crosstalk
cancellation. We first design a crosstalk canceller with the loudspeakers placed at
+30°. We design the crosstalk canceller by using the direct LSE FIR method. Each
filter length is 200 and the result is plotted in Figure 6.35. Figure 6.36 and Figure 6.37
show that the received signals in the frequency domain at both ears after the head
rotating around +5°. We can find that the received signals at rotated head compare
poorly with that the received signals at the fixed head. The flatness of these two
figures in the high frequency band is bad, and the crosstalk suppression is, either. The
FOM in Figure 4.37 are EN = 0.3237, CSF = 4.486 dB and EIF = 9.249 dB?. Those in

Figure 6.38 are EN = 0.3325, CSF = 5.747 dB and EIF = 9.785 dB%
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Figure 6.36: The frequency response with head rotated +5°at +30°
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Figure 6.37: The frequency response with head rotated —5° at +30°

Compared with the FOM of the-fixed head, we can find the EN and CSF are
worse very much. Therefore, we should ‘take the robust crosstalk canceller to
eliminate the effect of the head movement.

When we design the robust crosstalk canceller, the delay compensation has to be
considered. Figure 6.38 and Figure 6.39 show the frequency response of the received
signals using robust design without delay compensations. The received signals in
Figure 6.38 are at the fixed head and these in Figure 6.39 are at rotated head.

Obviously, we can find the equalization is very bad in these two figures.
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Referring to from Equation (5.5), the delay compensation is calculated, and their
value are +1. The desired compensated signal can be rewritten referring to Equation
(5.6). Figure 6.40, Figure 6.41 and Figure 6.42 are the frequency responses with
compensations. We can find the equalization is improved very much. The
performance of the robust crosstalk canceller will be listed in Table 6.13 to compare

with and without considering robustness.
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Figure 6.41: The frequency response at rotated +5° head with compensation
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In Table 6.17, 0°, +5° and -5° represent the places of the head. 0° is the

fixed, +5° is rotated rightaround 5° and -5° is rotated left around 5°.

FOM Total EN CSF (dB) EIF (dB?)
Category 0° +5° | —§° 0° 4+5° | —5° 0° 45° | _5°
0.6814
Non-robust 1199 | 4.49 | 5.75|10.11 | 9.25| 9.79

0.025 | 0.32 | 0.33

Robust 0.5541
942 |540(654 | 9.76 | 9.18 | 9.45

131 0.055|0.22 | 0.28

Table 6.17: FOM at +30° of nonsfobust-and robust FIR crosstalk cancellers

0.35—

o - -G — non-robust
\ )
\ [ —
03& N “ — robust e
\\ ,
N N /
025 . /
. AN /
N \ /
\\\ *
0.2+ O\ o
R
zZ /
Lu \i\ 7
0.15F “\\
\\
\\
\\
\
0.1+ N Z
N /
N 7
0.05|- . i ,
N 7
Nz
O | | |
-5 0 5

Head positoin

Figure 6.43: EN between robust design and non-robust design at +30°
We list the each EN, CSF, and EIF at different places. Besides, we also list the

total EN to compare the performance of the robust crosstalk cancellation. From Table

6.17 and Figure 6.43, we can find that the total EN becomes smaller with the robust
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crosstalk canceller than the one with non-robust crosstalk canceller. Therefore, the

performance gets better. The EN of the fixed head becomes bad, but those of the

rotated heads become better. Because our method is to strike a balance in a region, we

do not handle a specific place. Our goal is to minimize the total error in the region.

The next table is to show that the performance gets better as the filter length increases.

Total EN

1.05

0.95

0.9

0.85

0.8

0.75

0.7

0.65

0.6

0.55

Taps
25 50 100 200
Category
Non-robust | 1.019 | 0.7768 | 0.6926 | 0.6814
Robust 0.9593 | 0.6863 | 0.5904 | 0.5541

Table 6.18: Total EN with different length at +30°

‘ —O— non-robust 4
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\ I ——
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Figure 6.44: Total EN between robust design and non-robust design at +30°

From Table 6.18 and Figure 6.44, it is obvious that the performance with robust

crosstalk cancellers is better than that with non-robust crosstalk cancellers.

Next, we will try the small angle at +5°.Figure 4.45 is the result at the fixed
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head, and Figure 4.46 and Figure 4.47 show the received signals at rotated-head
places with non-robust crosstalk canceller designed by LSE 200-tap FIR. Similarly,
we must calculate the delay compensation first. From the delay-compensated equation,
we can find the compensated delay is +1. Then, we can design the robust crosstalk
canceller. Here, we use the crosstalk canceller with 200 taps and extra 121 sample

delay.

0 ?WW’\’\MX\MW\WWW‘\W% WWVMWWWWWWM
|
\
-10 B “l al
Pl b i
iy [
o et i
: ‘ | ‘”‘u““ :“:\‘H”"\ ; \H\‘
20+ i bt L‘H\“ Ih 0 H“ b
I ) :‘ |kt “m‘q” il (:u\, i I ':\‘ ' i
I Tl " e [ ] g
~ | H‘” | ‘”‘H‘”r‘ H‘H ‘\ Vo H\‘\ | N ‘\“W‘W,‘
gc] :\‘:H":‘ | : i “L‘/‘\H h‘(‘(“u | \" :n‘ \J;‘ | w} ) N” wJ:H“‘w‘\“V‘k\W :‘11 ‘ ‘)‘ J , D \:‘J‘MU\J }\
< 30, J g by I L N T A A R
] IR Co ot A ey o ol
3 U R “U\ ‘: b \: \H\ “\ | Mu“\ ‘\:\w‘\ it H‘\“ (AT KA :\ P \‘: | :M\ | M [
5 L T R TR T M Bl e Tl
I | | | ) |
= I [ «‘M‘ W wr ‘h: b ; Iy 1 “\“‘ K i o M U “\‘ ! M‘ P I
S 40L" b Ny P ‘u I L BT [ B TR AT ! -
jo)] I I T I H R T U T Cot e g
g | ool oo ! IR i i) o ) } }
= 1y T L b } T N [ ) m\ | |
sol R AR A
50+ [ I I " LA
o | | [ | i
! [ |
I ! f I
I } I } } } !
'60 r } } } } -
i
| —
70t — Received Impulse | -
fffff Crosstalk Signal
-80 ‘ ‘ ! !

0 5 10 15 20
Frequency (kHz)

Figure 6.45: The frequency response at+5° with 200-tap FIR designed using LSE
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Figure 6.47: The frequency response with head rotated -5°
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Figure 6.48, Figure 6.49 and Figure 6.50 are the received signals at three

locations where the head moved.
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Figure 6.48: The frequency responseat fixed head with compensation
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Figure 6.50: The frequency response at rotated ~5° head with compensation
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Frequency: (kHz)

The FOM of the three locations is listed in detail in Table 6.19.

20

FOM

Total EN

CSF (dB)

EIF (dB?)

Category

00

+5°

00

+5°

00

+5°

0.3002

21.18

Non-robust

0.0244

0.1395

0.1364

9.85

16.57

10.16

10.05

9.40

Robust

0.2579

18.54

121

0.0348

0.1301

0.093

12.86

15.29

9.97

9.79

9.50

Table 6.19: FOM at +5° of non-robust and robust FIR crosstalk cancellers
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From Table 6.19 and Figure 6.51, the total EN with robust crosstalk canceller is
smaller than the one with non-robusticrasstalk canceller. Similarly, the origin becomes
worse but other places are improved. Table 6:20 is listed the results compared total
EN with different taps. From Figure 6.52 and Table 6.20, we can know that the robust

crosstalk canceller can reduce the total EN.

Taps
Category

25 50 100 200

Non-robust | 0.6172 | 0.4140 | 0.3281 | 0.3002

Robust | 0.5991 | 0.3908 | 0.2959 | 0.2579

Table 6.20: Total EN with different length at +5°
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Figure 6.52: Total EN between rohust design and non-robust design at +5°

Next, we will test the common-pole madel in‘robust method. We test different
combined tap number of the robust common pole model and compare with design in
robust direct LSE FIR model. The results of total EN with the loudspeaker pair at

+5°%are listed in Table 6.21.

Taps
Category

50 100 200 400

Direct LSE FIR | 0.5991 | 0.3908 | 0.2959 | 0.2579

Common pole IR | 0.5991 | 0.383 | 0.2879 | 0.2574

Table 6.21: Comparison between robust direct LSE FIR and
robust common pole IIR at +5°

We also test the loudspeaker pair at +30° and the results are the same as the

robust direct LSE FIR model.
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Chapter 7

Conclusions

In the thesis, we investigate two methods, matrix-inverse and LSE to design
crosstalk cancellers and each method can be implemented in FIR or IIR forms.
Matrix- inverse design in the frequency: domain. is better than in the time domain. In
FIR form, we can find that the-performance of LSE-FIR is better than that designed
from matrix-inverse. In IR form, the common-pole model is also better than that
designed from matrix-inverse. Compare LSE FIR with common-pole model, the
common pole model is better because the LSE FIR model can be seen as the special
case of common-pole model.

Then we propose the region-equalized method to eliminate the effect of the head
movements. In the simulations, we can find that the performance at the origin place is
worse than that designed with single one place, but the performance of other places
are improved. It is proved that the region-equalized method can reduce the total

difference between the received signals and the desired signals.
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