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Abstract
For Quality of Service (QoS) requirements of real-time traffic, IEEE 802.11

working group introduces a QoS-aware channel access mechanism, called Hybrid
Coordination Function (HCF), which consists of contention-based Enhanced
Distributed Channel Access (EDCA) and contention-free HCF Controlled Channel
Access (HCCA). The TXOP allocation and the admission control units of the HCCA
reference scheduler are only appropriate for constant bit rate (CBR) flows. It may

result in serious packet loss for variable bit rate (VBR) flows.

In this thesis, we propose a simple admission control algorithm which adopts
Gaussian distribution to approximate VBR traffic. Numerical results obtained from
computer simulations show that our proposed algorithm can effectively and efficiently
allocate Transmission Opportunity (TXOP) durations to QoS-enhanced stations
(QSTAS) to guarantee a predefined packet loss probability. Moreover, our proposed
scheme can easily handle multiple VBR flows of the same QSTA to get the advantage

of multiplexing gain.
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Chapter 1

Introduction

In recent years, real-time services have become popular Internet applications. To
satisfy the Quality of Service (QoS) requirements such as guaranteed packet delay and
packet loss probability has, therefore, become more and more important for the design
of Medium Access Control (MAC) Protocol. The original IEEE 802.11 MAC protocol,
unfortunately, does not possess any mechanism for satisfying QoS requirements of
real-time applications. Therefore, a new standard, i.e., IEEE 802.11e, is proposed to

enhance the QoS support in Wireless:-lLANS.

IEEE 802.11e introduces a new coerdination function which is called Hybrid
Coordination Function (HCF). This function defines two channel access mechanisms:
one is contention-based Enhanced Distributed Channel Access (EDCA) and the other

is contention-free HCF Controlled Channel Access (HCCA).

The HCCA mechanism requires a QoS-aware Hybrid Coordinator (HC), which
usually is equipped in the Access Point (AP) of infrastructure WLANS and is able to
gain control of the channel after sensing the medium idle for a PCF inter-frame space
(PIFS) interval. In other words, HC has a higher priority to access the medium than

normal QoS-enhanced stations (QSTAS).

After gaining control of the transmission medium, HC will poll QSTAs on its

polling list. In order to be included in HC’s polling list, each QSTA needs to make a
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separate QoS service reservation, which is achieved by sending Add Traffic Stream
(ADDTS) frame to HC. In this frame, QSTAs can give their service requirements a
detailed description in”Traffic Specification” (TSPEC) field. To support the QoS
requirement specified in TSPEC, HC calculates a common service interval and

Transmission Opportunity (TXOP) for each flow.

Upon receiving a poll, the polled QSTA either responds with a QoS-Null frame if
it has no packet to send or responds with QoS-Data frame if it has packets to send.
When the TXOP duration of some QSTA ends, HC gains the control of channel again
and either sends a QoS poll to the next station on its polling list or releases the

medium if there is no more QSTA to be polled.

The TXOP calculation provided by the-reference scheduler in IEEE 802.11e
standard document is based on-mean.data-rate-and nominal MSDU size. It only fits
the characteristics of CBR traffic. For-\VVBR traffic, it may cause serious packet loss.
Therefore, previous research tried to modify the TXOP computation and the
admission control unit so that the packet loss probability can be controlled under a
predetermined threshold. In [3], an expression of packet loss probability was defined
and derived in terms of allocated TXOP duration. The bisection method is adopted to
calculate the Effective TXOP duration with guaranteed packet loss probability. Since
the exact probability distribution function of packet arrival is used in the expression,
the TXOP calculation was shown to be accurate. However, the computational
complexity of the bisection method could make the scheme infeasible in practice.
Moreover, the expression is only for a single traffic flow, meaning that the algorithm
does not take advantage of multiplexing gain when there are multiple VBR flows in

the same QSTA.
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In this thesis, we use Gaussian distribution to approximate the behavior of VBR
traffic. As a result, it is much easier to calculate the Effective TXOP durations than
using the bisection method. The proposed algorithm requires only the first two
moments of packet arrival, instead of the exact distributions. Besides, multiplexing
gain can be easily obtained because the calculation is basically the same when there

are multiple VBR traffic flows in the same QSTA.

The remainder of this paper is organized as follows. In Chapter 2, the legacy
MAC mechanism in IEEE 802.11 and the enhanced one in IEEE 802.1le are
described. After a survey of related work about admission control for IEEE 802.11¢ in
Chapter 3. Chapter 4 and Chapter 5 respectively present our proposed algorithm and
analysis of packet loss probability:while input is:Gaussian process. Chapter 6 shows
the performance evaluation of .our proposed algorithm. Finally, we draw our

conclusions and future work in Chapter 7.
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Backgrounds

As the name suggests, Wireless LAN is one that exploits the wireless medium for
transmission. Compared to traditional wired systems, this technology extends the area
that people can access Internet or some other information. As a result, it was deployed

rapidly and widely in our life.

In 1999, IEEE working group defines a standard of Wireless LANs, named IEEE

802.11. The following sections will give a clear description of IEEE 802.11.

2.1 Overview of IEEE 802.11°Protocol Architecture

IEEE 802.11 includes the specification of Physical layer and Medium Access
Control (MAC) layer of Wireless LANs. Nowadays, there are various versions of
IEEE 802.11, which adopts different modulation schemes and operates in different
bands. Such as IEEE 802.11b, it adopts complementary code keying (CCK) and direct
sequence spread spectrum (DSSS) as transmission scheme and operates in 2.4GHz
industrial, scientific, and medical (ISM) band with the data rate provided up to
11Mbps. As for IEEE 802.11a, it can support the data rate up to 54Mbps with
orthogonal frequency-division multiplexing (OFDM) applied and 5GHz unlicensed
national information infrastructure operated. There still are other versions, which are

summarized in Figure 2.1 and thus are not repeated.
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Logical Link Control

Contention-free
service
Contention
A service
Point
Coordination
Function (DCF)
MAC A J
Layer
Distributed Coordination Function
(DCF)
\j
2.4-Ghz 2.4-Ghz Infrared 5-Ghz 24-Ghz 2.4-Ghz
frequency- direct- 1 Mbps orthogonal direct DS-SS
hopping sequence 2 Mbps FDM sequence 6,9,12,
spread spread 6,9,12, spread 18, 24, 36,
spectrum spectrum 18, 24, 36, spectrum 48, 54 Mbps

1 Mbps 1 Mbps 48, 54 Mbps 5.5 Mbps

2 Mbps 2 Mbps 11 Mbps

= —~— e Y
IEEE 802.11 IEEE 802.11a IEEE 802.11b  IEEE 802.11g

Figure 2.1: IEEE 802.11 Protocol Architecture [10]

The MAC mechanism shown in Figure 2.1 consists of Distributed Coordination
Function (DCF) and Point Coordinated Function (PCF). The design concepts of these
functions are suitable for best-effort traffic. As for real time traffic which needs some
service guarantees, these functions can not provide the Quality of Service (QoS). For
satisfying these QoS requirements, IEEE working group defines a new specification
called IEEE 802.11e. In this specification, a new coordination function is proposed,
which is called Hybrid Coordination Function (HCF). This function is composed of
two mechanisms: one is contention based Enhanced Distributed Coordination

Function (EDCA), and the other is Hybrid Controlled Channel Access (HCCA). The

relationship among the above described mechanisms is shown in Figure 2.2.
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Hybrid Ceoordination Function (HCF)

/\\
T ™
- Point | HCF HCF
i Coordination Contention Controlled
Function | Access Access
(PCF) (EDCA) (HCCA)

Distributed Coordination Function (DCF)

Figure 2.2: MAC Architecture [2]

The following sections focus .,en the ‘individual MAC mechanism shown in

Figure2.2 and give a detailed survey.

2.2 Distributed Coordination Function [1]

Distributed Coordinated Function (DCF) is the basic medium access mechanism
in IEEE 802.11 MAC layer. The basic concept of DCF is CSMA/CA (Carrier Sense
Multiple Access with collision voidance) algorithm. It works as a “listen before talk”
scheme. If the station has packets to send and senses the medium is free, it will still
wait for one time duration, called DIFS (DCF Inter-frame Space). After that, the
station will either deliver the packets or initiate a back-off counter, depends on
whether the channel is still free or not. When a back-off counter is initiated, a station
will wait for the end of transmission and once the channel is free for DIFS again, the

station will start the back-off procedure which refers to the decrementing of back-off

6
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counter. The value of back-off counter is uniformly selected between zero and
contention window (CW) which initially equals to CWpin, (minimum value of
contention window). If the back-off counter reduced to zero and the channel is still
free, the station will transmit its packets. However, if the channel becomes busy in the
middle of the back-off procedure, the station will freeze the back-off counter, and
resumes to countdown after deferring a period, called Network Allocation Vector
(NAV), which is indicated in the winning station’s packet header. The basic logic of
IEEE 802.11 MAC and basic access method of DCF are shown in Figure 2.3 and

Figure 2.4 respectively.

. Wait for frame
to transmit

Medium
idle?

Wait IFS

)

Wait until current
transmission ends

Transmit frame

Exponential backoff
while medinm idle

A\
II Transmit frame I

Figure 2.3: IEEE 802.11 Medium Access Logic [10]
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Immediate access

when medium is free . . " )
longer than DIFS < DIFS >l Contention \undov«b
DIFS T7
Busy Medium / / Backoff window Next frame
L] P time
— |<— Slot time
l—Defer access -

1elecr slot using binary exponential backoff

Figure 2.4: Basic access method of DCF [10]

It is possible that two or more stations transmit their packets at the same time
which leads the occurrence of collision. Collisions are inferred by no
Acknowledgement (ACK) from the +eceiver. Callision resolution process is handled
by the exponential back-off procedure, which. refers that whenever collisions occur,
the current CW will be doubled and a valued between zero and the doubled CW will
be chosen for decrement. If collisions still oceur, this procedure will be executed
again until CW up to CWnax (maximum value of contention window). When a station

succeeds to transmit their packets, its CW will be reset to CW .

Figure 2.5: Example of hidden node problem
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There still is one problem that the basic DCF mechanism and exponential back-off
procedure can not solve, called “Hidden Terminal Problem”, an example of which is
cleared shown in Figure 2.5. In this figure, STA 1 and STA2 can not detect the
existence of each other. Therefore, they may be cause serious interference for AP
(Access Point) to receive data. Thus, CTS/RTS mechanism is proposed to resolve this

problem.

New random
backoff
Station 1 — I:).lrlgg# i ol (10 slots)
tation _,_—ﬂ '.-"1(7 slots) |7 CTS @ |ACK i | _— (
. o Station [T }f
Station 2 — RTS el Data = || defers />
5 @
Rand Remaining
andom | | backoff
. NAV backoff e (2 slots)
Station 3 reset (9 slots) D — ACK
T f
Station 4 — | - N S e
J 5 H,H ‘ T = & ||| o= |2
Stations set NAV
‘ — upon receiving RTS
0 7
] = | ——— =
Station 5 & |ACK ‘I I I | — — ff
L
[ L L
i Station 3 e \
Station & Data defers, but __7__7———7——*___;-; L—
keeps backoff B
counter (= 2) Station 5 sets NAV upon receiving CTS; NdA\;’ NAVs
— NAV {timer) this station is kst
~ issi i i E—
s hidden to station 1
Time

Figure 2.6: DCF enhanced with CTS/RTS mechanism [9]

The CTS/RTS mechanism works as follows. When a station decides to transmit
packets, it will send RTS (Request to Send) to AP instead of delivering packet directly.
After receiving RTS packet, the designated receiver will reply a CTS packet to inform
the sender within its reception range to set NAV. With this mechanism, STA 1 in
Figure 2.5 can sense the medium is occupied by STA 2 through CTS packet delivered

by AP. Thus, “Hidden Terminal Problem*“can be solved.
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2.3 Point Coordination Function [1]

Compared to distributed style as DCF shown in previous section, Point
Coordinate Function (PCF) introduces a centralized coordinator, called Point
Coordinator (PC). Each station in PCF mode can transmit packet only when received
a poll from PC. Thus, the problems in DCF such as collision, Hidden terminal, do not

occur. The basic operating procedure is presented in Figure 2.7

Data
Station 1 (PC) 2 £ Dataand | and | | CF-
} & | Beacon |G| CF-poll |@ CF-poll |7  ix|end
Station 2 l | Data | CF-
« — | and | ACK —>
CP CFP i CF-ACK cp
. THTT i Station 3 sets NAV at TBTT, NAV |
. v i ; te after beacon reception reset |
Station 3 EE ACK .
[} !
i 4— DCF data Station 4 is hidden to the PC, it does not set >
Station 4 transmission during its NAV. This station should not be part of e
contention period the BSS coordinated by the PC (station 1).
(= NAV (timer)
Transmission

Figure 2.7: PCF basic operating procedure [9]

With the PCF, the contention period (CP) and contention free period (CFP)
alternate periodically overtime. Within CP, stations in the basic service set (BSS) will
follow DCF mechanism. After a Beacon frame initiates, CFP starts and the stations in
the BSS will set their NAV to the end of CFP. During CFP, there is no contention
among stations; instead, stations are polled. PC will poll the stations for transmitting
packets. If a polled station has packets to send, it will deliver its packets and ACK of

the poll after SIFS period. When a poll packet is sent for longer than Point Inter-frame

10
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Space without any reply, PC will send poll to another station or end CFP.

There are still some problems in PCF which motivates the working group to
enhance the protocol. Among most of others, we can list two problems that is most
obvious.

® Unpredictable Beacon Delay

® Unknown transmission durations of polled stations

For resolving these problems, IEEE 802.11e is proposed, and the following will
give a clear description of its mechanisms.

2.4 Hybrid Coordination Function[2]

To support QoS, IEEE 802.11 working group introduces a new coordination
function, called Hybrid Coordination Function (HCF). This function defines two
channel access mechanisms: one is contention-based Enhanced Distributed Channel
Access (EDCA) and the other is contention-free HCF Controlled Channel Access
(HCCA). The following will give detailed surveys of EDCA and HCCA.

11
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2.5 Enhanced Distributed Channel Access [2]

Enhanced Distributed Channel Access (EDCA) adopts a differentiated,
distributed way to coordinate the channel access. The differentiated services are
realized by classifying the packets into four access categories shown in Figure 2.8.
Each access category has its own arbitration interframe space (4/FS[ACJ]) and
minimum size of contention window. The AIFS/AC] is at least equal to DIFS and can
be enlarged with the arbitration interframe space number, AIFSNJAC]. The AIFS[AC]

can be defined as

AIFS[AC) = SIFS + AIFSN[AC]- aSlotTime, AIFSN[AC]=2. ()

n 2l n
‘\ o
Prio User priority Access category Designation
onty |, 802.1D (AC) (informative)

Lowest AC[0] Background
2 AC[O] Background
0 AC[1] Best effort
Bl AC[1] Video
< AC[2] Video
5 AC[2] Video
6 AC[3] Voice
Highest | 7 ACI3] Voice

Table 2.1: The mapping between the user priorities in 802.1D and the access

categories in IEEE 802.11e [7]

12
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The basic access mechanism of EDCA is basically the same as DCF. The
differences are that stations enhanced with EDCA will start to count down after
sensing the channel busy for AIFS[AC], and the backoff process will choose a random
number between zero and the size of contention window, which has minimum size,
CWhin[AC] and maximum size, CWnma[AC] summarized in Figure 2.8. The values of

AIFS[AC], CWmIn[AC], CWmax[AC] for each AC are shown in Table 2.1.

Based on the basic channel access mechanism, we can say that the smaller
AIFS[AC] and CWhp,, will lead to the higher probability to occupy the channel. In
other words, one access category with higher priority will be assigned smaller

AIFS[AC] and CWpj,. More clear comparison will be presented on Figure 2.9.

L E IEEE 802.11e station with four backoff entities:
Eight priorities, 0—7 according to 802.1D, are
mapped to four access categories (ACs)
7 6 5 4 3 0 2 1
| | | |
=
\J v v v
One Four access categories (ACs) representing four
priority priorities, with four independent backoff entities
Backoff ngher priority Lower prlonly
i AC Vo AC VI AC_BE
/ Backoff
/ enllty
/ \\
/ \
[ |
\ |
| | Backoff: | |
\ DIFS / AIFS[AC VO AIFS[AC VI] AIFS[AC BE] AIFS[AC BK]
15 CWmin[AT VO] CWmin[AC V1] CWmin[AT BE] CWmin[AT BK]
1023 CWmax[ACVO] CWmax[ACVI] CWmax[ACBE] CWmax[ACBK]
\ ‘ Upon parallel access at the same slot, the higher-priority AC
1\ | backoff entity transmits; the other backoff entity/entities act as
‘I | if a collision occurred.
‘ \
I L AIFS = 2, 3, ... (for stations) \ L
\ Transmission AIFS = SIFS + aSlotTime x AIFSN v Transmission

Figure 2.8: Comparison of backoff etities between 802.11 and 802.11e [3]

13
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ACVO ACVI ACBE ACBK High Medium Low
(ACH) (ACM) (ACL)
AIFSN: 2 2 3 7 2 4 7
CWmin: 2 7 15 15 7 10 15
CWmax: 7 15 1023 1023 7 EY 255

{Usedl for throughput evaluation,
EDCA parameters from [2])

{Used for delay evaluation
of QQBSS [1])

Table 2.2: Values for the EDCA parameter sets[3]

. CWmin[AC_BK] ,
& -
[ 11

i AIFSIAC_BK] AC_BK Backoff
: [ ||
| AIFS[AC_BE] | | | -
«——»
| AIFSIAC VI] AC_BE Backing off

AIFSIAC] = | AIFS[ACTVO] | || afterone slat

+ ! _ |
aSlotTime * :‘ (=DIFS) H — - = =
AIFSN[AC] i e " Timing with 802.11a:
aslotTime :

' ACWI Backing off glsgtsn}'glénei;g us
| 2 fter t lot: 16
| | RS R PIFS: 25 s
' i : DIFS: 34 us

: 1 PIFS [T -

| SIFS . > —[ !

' ACK SIFS ! AC_VO RTS

[ i | i Backoff parameters
I i ; for stations:
[ = i AIFSN:
1 1 SIFS TS 2...10[slots]
Busy CWmin[AC_VO] -~ AIFS: > PIFS
channel - i
Earliest channel access
for high priority AC )
Time

Figure 2.9: Correlations between AC and EDCA parameters [3]

2.6 HCF Controlled Channel Access [2]

The HCCA mechanism requires a QoS-aware Hybrid Coordinator (HC), which

usually is equipped in the Access Point (AP) of infrastructure WLANS and is able to

14
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gain control of the channel after sensing the medium idle for a PCF inter-frame space
(PIFS) interval. In other words, HC has a higher priority to access the medium than

normal QoS-enhanced stations (QSTAS).

After gaining control of the transmission medium, HC will poll QSTAs on its
polling list. In order to be included in HC’s polling list, each QSTA needs to make a
separate QoS service reservation, which is achieved by sending Add Traffic Stream
(ADDTS) frame to HC. In this frame, QSTASs can give their service requirements a
detailed description in the "Traffic Specification” (TSPEC) field. To support the QoS
requirement specified in TSPEC, HC calculates a common service interval and

Transmission Opportunity (TXOP) for each flow.

Upon receiving a poll, the polled QSTA either responds with a QoS-Null frame if
it has no packet to send or responds.with-QoS-Data frame if it has packets to send.
When the TXOP duration of some ‘QSTA ends; HC gains the control of channel again
and either sends a QoS poll to the next station on its polling list or releases the

medium if there is no more QSTA to be polled.

The detailed HCCA scheduler and reference admission control unit are shown in

the next section.

|
Nominal Maximum Minimum Maximum L .
Element ID Length TS Info MSDU MSDU Service Service Inactivity | Suspension |
(13) (55) - . Interval Interval
Size Size Interval Interval 1
! . - . - Surplus .
1 Service Minimum | Mean Data | Peak Data | Maximum Delay Minimum Bandwidh Medium
1 Start Time Data Rate Rate Rate Burst Size Bound PHY Rate Time
: Allowance
Table 2.3: TSPEC element fields [2] [ |
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2.7 The Reference HCCA Scheduler

In the reference scheduler provided in IEEE 802.11e standard document, a
mandatory set of TSPEC parameters are required for QoS negotiation. This parameter
set includes Mean Data Rate (p), Nominal MSDU size (L) and Maximum Service

Interval (SZ,q).

In order not to violate the packet delay bounds of all admitted flows, HC chooses
a number, which is lower than the minimum of maximum service interval (SZ,..) for
all admitted traffic flows which is also a sub-multiple of the beacon interval as the
Scheduled Service Interval (S7). In.addition,'HC calculates TXOP duration for each
flow by the following steps. First of all, HC:decides the average number of packets »;

that arrives at the mean data rate during one S for a specific flow i:

ST
N, = {pT] @

1

Secondly, the TXOP duration is obtained for flow i as follows:

D, = max{Ni x££+ 0], M, + 0} (3)
R R

1 1

where R; is the Minimum Physical Transmission Rate, L; and M; are, respectively, the
Nominal Packet Size and Maximum MSDU size of flow i, and O denotes the
per-packet overhead in time units. This overhead O includes the transmission time for
ACK frame, inter-frame space, MAC header, CRC field and PHY PLCP Preamble and

Header.
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Finally, the total TXOP duration of station j with » traffic flows is
i=1

TXOP, = (Z D, j +SIFS +tpy, 4)

where SIFS and Tpor, are, respectively, the short inter-frame space and the

transmission time of CF-Poll frame.

After calculating TXOP;, the admission control unit will admit this newly arrived

flow when the following inequality is satisfied:

TXOP, 21: rxor, _T,-T,

< ©)
ST ST T,

where T} and 7, are the length-of beacon interval.and contention period, respectively.
If the new flow is admitted with a Maximum.service interval smaller than the current
S1, the scheduler will update a new- SE-which-can satisfy the requirement of this new
flow. Of course, the TXOP durations for all the admitted flows in the polling list need

to be recalculated according to the new S7.
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Chapter 3
Related Work

As described in Chapter 2, the method for allocating TXOP durations in the
reference scheduler is based on the mean data rate and nominal MSDU size. It is
effective for CBR traffic. For VBR flow, however, it may cause serious packet loss
due to fluctuation of data rate and packet size. This chapter describes the scheme

proposed in [3] which tried to provide QoS guarantee for VBR traffic.

In [3], VBR traffic is classified into two cases: constant packet size and
variable packet size. The packet-loss probability is. defined in terms of TXOP duration
(TD) for both cases. For every admitted-flow-of a QSTA, the allocated TXOP is fixed

in each SI.

In the definition of packet loss probability, each TXOP is assumed only to serve
the packets which arrived during the time interval between the beginning of the
previous and current TXOP which is equal to one SI. If the allocated TXOP is not
enough to transmit all the packets arrived during previous SI, the remaining packets in
the queue will not be delayed to next SI. Therefore, the maximum delay is guaranteed
to be lower than SI. The packet loss probability analysis and the method to calculate

Effective TXOP are shown in the following.
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3.1 VBR Traffic with Constant Packet Size

In the case of constant packet size, only the packet arrival rate is varying and the
packet loss probability can be defined as mean packet loss over mean packet arrival

during one SI. It can be represented as:

Nmax

E(N, N > (n=N)Pr(Ng =n)

_ n>N

E(Ng) [%)9

D
where N = {m—l

P =

(6)

Note that Ng, is the number of packets-arrived during one SI and N is the number
of packets that can be transmitted inone Sk-The numerator is the average of (Ns; —N)
for Ns; > N. Npax is the maximum number of‘packets arrived during one SI which is
related to the peak rate of this flow shown in its TSPEC field. The other parameters

are summarized in Table 3.1.

The Effective TXOP duration given the packet loss probability (P.) of a single
VBR flow with constant packet size can be obtained by applying bisection method to

equation (6).
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PL Packet Loss Rate
D Available TXOP duration for a single VBR flow
N Number of packets can be transmitted in TD
Ns Number of packets arrived during one Sl
_ Probability distribution of number of packet arrived during
Pr(Nsi=k) one Sl
Nmax Maximum number of packets arrived during Sl
@) Per-packet overhead (tpLcp + thpr + tcre T2SIFSH tack)
Transmission time for PLCP Preamble and Header of Data
tpe frame
thor Transmission time for MAC Header of Data frame
tcre Transmission time for CRC of Data frame
tack Transmission time forACK frame

Table 3.1: Definition ‘of parameters shown in equation (6)

3.2 VBR Traffic with Variable Packet Size

In the case of variable packet size, both packet arrival rate and packet size are
varying. The packet loss probability is expressed in terms of transmission time of
packets rather than the number of packets. That is, the definition is average
transmission time required to transmit the lost packets over the average transmission

time of packets arrived during one Sl. It can be represented as the following.
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E(T, -TD) (X
P :—( > ) where T :Z(—'+Oj

] E (TSI ) i=1 R
N n

o < i ~(a+4R(TD-n0))
[*(t-D) 1, (1)t Zl: e “'h,(TD)

CE(N,)-E(X4+0) 7 a(1+0) ?

AR

(7)

“(TD-no)’

(n-1)!
+(i+ nO —TD)ZH: [4R(TD —nO)]"

AR - n—i)!

where h (TD) = (R)

Definitions of the parameters in‘equations:(7) and (8) are summarized in Table
3.2. Detailed derivation can be found in [3]. Again, the Effective TXOP duration can
be obtained by using the bisection method to ‘equation (8) given the packet loss

probability (Py).

Tsi Transmission time required for transmitting Ns; packets
D Allocated TXOP duration
Packet Size is modeled by Exponential Distribution with
& mean equal to Nominal packet size (L)
A A=1/L
a Mean packet arrival rate

Table 3.2: Definition of parameters shown in equation (7) and (8)
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Chapter 4
Gaussian Approximation Based Admission Control

Algorithm

4.1 Motivation

The TXOP calculation provided by the reference scheduler in IEEE 802.11e
standard document is based on mean‘’data raté.and nominal MSDU size. It only fits
the characteristics of CBR traffic. For VBR traffic, it may cause serious packet loss.
Figure 4.1 shows the relationship between data rate; of VBR traffic and time. It is
obvious that if average rate is Considered, ioacket loss probability may out of our

control.

“Bil rate
- Peakrate - ik
S TR
©Bverage rate fid i

Fig 4.1: Instantaneous rate of one VBR flow [11]
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Therefore, the research described in Chapter 3 tried to modify the TXOP
computation and the admission control unit so that the packet loss probability can be
controlled under a predetermined threshold. In section 3.1 and 3.2, an expression of
packet loss probability was defined and derived in terms of allocated TXOP duration.
The bisection method is adopted to calculate the Effective TXOP duration with
guaranteed packet loss probability. Since the exact probability distribution function of
packet arrival is used in the expression, the TXOP calculation was shown to be
accurate. However, the computational complexity of the bisection method could make
the scheme infeasible in practice. Moreover, the expression is only for a single traffic
flow, meaning that the algorithm does not take advantage of multiplexing gain when

there are multiple VBR flows in the same QSTA.

We are motivated by data‘rate distribution of VBR traffic shown in Figure 4.2.
The shape of its probability density function is simtlar to that of Gaussian distribution.
In addition, central limit theorem shows that sum of general random variables will
converge to Gaussian distribution as the number of these approaches to infinity.
Therefore, using Gaussian distribution to approximate data rate distribution of VBR

traffic seems to be feasible.

When this approximation is adopted, it is much easier to calculate the Effective
TXOP durations than using the bisection method. Our proposed algorithm requires
only the first two moments of packet arrival, instead of the exact distributions. As a
result, it can be realized under low computation load. Besides, multiplexing gain can

be easily obtained because the calculation is basically the same when there are

23



Chapter 4 Gaussian Based Admission Control Algorithm

multiple VBR traffic flows in the same QSTA.

Data rate distribution for a VIC frace file
:DB T T T T T T T T

0.07 -

0.06 -

0.05 —

Density of probablity
(=]
[=1
Y
T
1

0.02 -

0.01 -

0 1 I 1 1 1 1 1
30 100 130 200 250 300 330 400 450 500

Data rate (kivs)

Figure 4.2: Data rate distribution for.one VBR flow

4.2 Gaussian Approximation of VBR Traffic

In our proposed algorithm, the behavior of every single VBR traffic is
approximated by Gaussian distribution. Let Y denotes the total amount of traffic

arrived for a single VBR flow in one SI. We have

Y=2 X ©)

where K is the number of packets arrived in one SI and X; is the size of the i packet.

We assume that X;, X5, ... are i.1..d. random variables.
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According to Chapter 5 of [5], we can conclude that

M, (0) =Gy (M, (0)) (1o
where M, (0) is moment generating function of ¥
M, (6) is moment generating function of X
G, (z) is probability generating function of K

Since
MU0)=E(y") ,n=123,... (an
dn
here M " (0) = MO
where (6) 10 @)

we get £(Y) by letting n=1,
E(Y)=E(K) E(X) (12)
Similarly, by letting n=2, we can obtain £(Y°). After some simple derivations, we have

VAR(Y)=E(K) - VAR(X)+ (E(X)) -VAR(K) (13)

4.3 VBR Traffic with Constant Packet Size

In this case, we assume K is Poisson distributed with E(K)= A and X, is a
constant L for all i. Therefore, according to equations (12) and (13), the mean and

variance of this traffic are given by

E(Y)=4-L (14)
VAR(Y)=2*-L (15)
u
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4.4 VBR Traffic with Variable Packet Size

In this case, we assume K is Poisson distributed with E(K) =\ and X; are i.i.d.
exponential random variables with £(X;)=L for all i. Similarly, mean and variance of

this traffic can be calculated as follows.

EY)=A-L (16)
VAR(Y)=24"-L (17)
u

4.5 Gaussian Approximation Based Admission Control

Algorithm

After obtaining mean and variance of Y, we can get the cumulative distribution

function under the assumption that the traffic amount, Y, is Gaussian (uy oy’)

=)
F, =Py <y)=— [le > ax
2o °7” (17)
= I—Q(ij where Q(x)zJ. ! e_x;a’x
o * «/Z

Given a packet loss probability P, we can get a number x by looking up the standard

normal table [4] such that

26



Chapter 4 Gaussian Based Admission Control Algorithm

(18)
x=07'(P)

The approximate traffic amount y can then be computed by the following equation.
Y=0y X+ Uy (19)

To add per-packet overhead, we need to estimate the number of packet arrivals N

given total traffic amount y. Since the nominal MSDU size is L, we estimate N by

N=2 (20)
L

Finally, the Effective TXOP is calculated by

..
TXOP,, .. = r i + per _packet _overhead x N (21)
h
phy
where R, 1s the physical transmission rate'in TSPEC. It is clear that our proposed
algorithm requires only a few additions and multiplications in computing the effective
TXOP. Compared with the bisection method adopted in the algorithm presented in [3],

our algorithm is much simpler and thus is more feasible.
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4.6 Aggregate Effective TXOP Duration

In this section, we consider the case that a QSTA requires multiple VBR
services. In this case, much of allocated TXOP durations might be wasted if each
VBR flow is considered individually. To save scarce resource, we should allocate an
aggregate TXOP duration for these multiple VBR flows. Let Y denotes the total

amount of traffic generated by all the M VBR flows in a QSTA. We have

e

i

M
Y= Z X (22)

i=1

~

~.
Il

—_

For a specific VBR flow i, K; isithe number of packet arrived in one SI and Xj is
the j” size of the packet. Similatly, we can derive E(¥) and VAR(Y) from equations (12)

and (13).

- i E(K,) E(x,) (23)

i=1
M 2
VAR(Y)=) E(K,)-VAR(X,)+(E(X,)) -VAR(K,) (@4
i=1
By plugging in the parameters of each VBR flow into equations (23) and (24), one
can obtain the mean and variance of aggregate traffic Y. The remaining steps for

getting effective TXOP are the same as that shown in Section 4.4 and thus are not

repeated.
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Chapter 5
Analysis of Packet Loss Probability

5.1 Analysis of Packet Loss Probability

In the definition of packet loss probability, each TXOP is assumed to serve the
packets arrived during the time interval between the beginning of the previous and
current TXOPs which is equal to one SI. If allocated TXOP is not enough to deliver
the packets arrived during previous, Sl, the remaining packets will not be delayed to

next Sl. As a result, the maximum delay is guaranteed to be lower than SI.

Based on the above packet 16ss probability, we can model our system during one
Sl as an equivalent zero buffer system as shown in Figure 5.1. Our mission is to

provide an effective bandwidth, e, for guaranteed packet loss probability.

Zero Buffer System

v

Li= (e-Yi)’
where a’= max (a, 0)

4----------1

Figure 5.1: Equivalent system model
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In Figure 5.1, Y; is the arrival process while e and L; are our desired effective
bandwidth and packet loss respectively. Based on the definition of our predefined

packet loss probability, we can derive packet loss L, as the following.
L=(e-Y,) (25)
where a* = max(a,0)

If Y; is approximated as one Gaussian process with mean zand variance o, our

predefined packet loss probability, P., can be derived as

Y7,
. N
j (e—y)- e 20" dy
_ e 2no
7,
—Q(e_ﬂ}r = e(ezfz)z—i'Q(e_—ﬂ)
o )z 2\ o (29)
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5.2 Approximation of Packet Loss Probability

Based on the result of equation (26), we can represent the packet loss probability

as
P. =Q(a)+R(a) (27)
where
g H (28)
o
Q(a):]gie_xzzdx (29)
* N2
o o e
R(a)= g 2-—0(a (30)
(@) e 3 (@)

Apply the lower bound of Q function.shown in [12]

1 X —
. e ? (31)
N2 1+ N

Q(x)>

We can find an upper bound of R(e )as the following

I T S -
Vor l+a’ U (32)
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Therefore, we can say if

—<a (33)

and

~0
Q) (39

we can use Q(a) to approximate the packet loss probability with an acceptable
negative approximation deviation. In other words, when the condition in (33) and (34)
are satisfied, packet loss probability during one Sl in zero buffer system can be

approximated closely by

p(vi>e)=|m%g|(vi>e) 5)
S oo
where
1(A)=1 if Aistrue (36)
u
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Chapter 6

Simulation Results

The PHY and MAC parameters in our simulations are shown in Table 7.1. Note
that the sizes of QoS ACK and QoS-Poll in the table only include the sizes of MAC
header and CRC overhead. We assume the minimum physical rate is 2Mbps and tp cp

is reduced to 96us. All related information is presented in Table 7.2.

Same as in [6], the bit rate of ordinary streaming video is chosen from 300kbps
to 1Mbps. In our simulations, we consider three kinds of data rate: 300kbps, 600kbps
and 1Mbps. As for nominal MSDUW.size,-750bytes, 1000bytes and 1250bytes are
studied for each data rate. The behavior of packet arrival is modeled by Poisson
process. For constant packet size, the video source is assumed to have the fixed packet
size equal to nominal MSDU size. For variable packet size, the packet length varies
according to exponential distribution with mean packet size equal to nominal MSDU
size. All related parameters are summarized in Table 7.3. Simulations are performed

for 100,000 Sls.

We assume the traffic is delivered from QSTAs to AP and the contention free
period occupies half of service interval, i.e., 50ms. The TXOP duration (TD) of the
reference scheduler is calculated by plugging in the simulation parameters to

equations (2) and (3) shown in Chapter 2. The TXOP duration for the scheme of [3] is
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borrowed from the data given in [3] and the TXOP duration of our proposed scheme is

calculated by the method shown in Chapter 4.

SIFS 10 us

MAC Header size 32 bytes
CRC size 4 bytes
Qo0S-ACK frame size 16 bytes
QoS CF-Poll frame size 36 bytes
PLCP Header Length 4 bytes
PLCP Preamble length 20 bytes
PHY rate(R) 11 Mbps
Minimum PHY rate (Rain) 2 Mbps

Table 6:1:PHY and MAC parameters

PLCP Preamble and Header (tp_cp) 96us
Data MAC Header (tupr) 23.2727us
Data CRC (tcre) 2.90909us
ACK frame (tack) 107.63636us
QoS-CFPoll (tpoLL) 122.1818us
Per-packet overhead (0) 249.81818us

Table 6.2: Transmission time for different header and per-packet overhead
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Mean Data Rate (p) 300k, 600k ,1M (bps)
Nominal MSDU Size (L) 750, 1000,1250 (bytes)
Maximum Service Interval (Slyax) 100ms

Packet Loss Rate Requirement (Pyreq) 0.01

Table 6.3: QoS parameter of different traffic

The numerical results for constant and variable packet size are shown in Table
7.4 and Table 7.5, respectively. In these tables, N means the average number of
packets that can be sent during one SI while n means the number of VBR flows that
can be accommodated. It is clear that the packet loss probability (P.) increases as the
allocated TXOP duration decreases. On the.otherhand, the medium waste rate (Py),
which is defined as the ratio of the'wasted transmission time over the allocated TXOP
duration, increases as the allocated TXOP duration increases. A good algorithm should
allocate TXOP duration as small as ‘passible without violating the predefined packet
loss probability. One can see from Table 7.4 and Table 7.5 that, for the single flow
case, the TXOP durations allocated by our proposed algorithm is close to (only
slightly greater than) those allocated by the algorithm of [3], which uses exact
probability distribution functions in calculation. Moreover, both our proposed
algorithm and the algorithm of [3] yield packet loss probability under the expected

level, 0.01.

35



Chapter6 _Simulation Results

Reference Scheme

Scheme of [3]

Our Scheme

P L TD Fr, Py n TD Pr, Py N TD FPr, Py

(bps) | (bytes) (ms) (ms) (ms)
750 5 3.976 0.1760 | 0.1755 | 12 7.953 0.0043 | 0.5028 | 6 10 7.953 0.0043 | 0.5028 | ©

300k 1000 4 3.908 0.1944 | 0.1958 | 12 7.817 0.0084 | 0.5043 6 8 7.817 0.0084 | 0.5043 | ©
1250 3 3.477 0.2232 | 0.2254 3 8.112 0.0057 | 0.5743 6 7 8.112 0.0057 | 0.5743 | ©
750 10 7.953 0.1252 | 0.1251 6 1 12.724 | 0.0054 | 0.3783 3 17 | 13.520 | 0.0027 | 04138 | 3

600k 1000 8 7.818 0.1406 | 0.1389 6 1 12.702 | 0.0080 | 0.3904 | 3 14 | 13.679 | 0.0040 | 0.4305 | 3
1250 6 6.953 0.1611 | 0.1608 7 11 12.748 | 0.0058 | 0.4573 3 11 12.748 | 0.0057 | 04570 | 3
750 17 | 13.520 | 0.0966 | 0.0972 3 23 18291 | 0.0096 | 0.2675 2 | 26 | 20677 | 0.0021 | 0.3478 | 2

1M 1000 13 | 12.702 | 0.1099 | 0.1096 3 18 17588 | 0.0129 | 02869 | 2 | 21 | 20.519 | 0.0023 | 0.3825 | 2
1250 10 | 11.589 | 0.1248 | 0.1252 4 16 | 18.543 | 0.0055 | 0.3783 2 17 | 19.701 | 0.0027 | 0.4130 | 2

Table 6.4: Simulation result for constant packet size
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Reference Scheme

Scheme of [3]

Our Scheme

) L TD Py, Py n N TD Py, Py TD Py, Py

(bps) | (bytes) (ms) (ms) (ms)
750 5 3.976 0.2158 | 0.2152 | 12 | 10.870 8.045 0.0104 | 0.5449 | 5 12.356 9.827 0.0038 | 0.5971 5

300k 1000 4 3.908 0.2470 | 0.2463 12 9.490 9.273 0.0127 | 0.5840 | 5 10.580 | 10.337 | 0.0060 | 0.6251 4
1250 3 3.477 0.2884 | 0.2880 | 13 8.642 10.015 | 0.0099 | 0.6571 4 8.698 10.080 | 0.0093 | 0.6581 4
750 10 7.953 0.1506 | 0.1532 6 17.032 | 13.545 | 0.0098 | 04198 | 3 20404 | 16.226 | 0.0020 | 05122 | 3

600k 1000 8 7.818 0.1723 | 0.1770 6 14314 | 13.986 | 0.0129 | 04494 | 3 17.305 16.909 | 0.0027 | 0.5420 | 2
1250 6 6.953 0.2042 | 0.2067 7 12.643 14.652 | 0.0092 | 0.5313 3 14.059 16.293 | 0.0046 | 0.5738 | 3
750 17 | 13.520 | 0.1171 | 0.1171 3 24742 | 19.677 | 0.0113 | 0.3204 | 2 | 30.565 | 24.307 | 0.0011 | 0.4445 | 2

M 1000 13 12.702 | 0.1377 | 0.1367 3 20.300 | 19.835 | 0.0126 | 0.3663 2 | 24862 | 24.292 | 0.0020 | 04764 | 2
1250 10 | 11.589 | 0.1582 | 0.1603 4 17.575 | 20.368 | 0.0094 | 0.4381 2 | 20404 | 23.646 | 0.0026 | 0.5129 | 2

Table 6.5: Simulation result for variable packet size
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Table 7.6 shows the result when one QSTA requests multiple VBR flows. For M
= 2 (i.e., two flows), the allocated aggregate TXOP is about 20% less than two times
the TXOP allocated to an individual flow. The percentage of reduction increases as the
number of concurrent flows increases, as illustrated in Figure 7.1. Table 7.6 and
Figure 7.1 are both for VBR traffic with following characteristics: variable packet size,

mean data rate = 300kbps, and nominal MSDU size = 1250 bytes.

Reference Scheme Our Scheme Our Scheme
( no Multiplexing ) ( Multiplexing )
Multiplex | T'Dyiotar | TDavg Py, TDiptar | TDavg | TDiotar | TDavg Py, Py
number (ms) (ms) (ms) (ms) (ms) (ms)
2 6.954 3.477 0.2059 20.160 10.080 16.293 8.1463 0.0042 | 0.5744
3 10.431 3.477 0.1658 30.240 10.080 21.868 7.2894 0.0028 0.5268
4 13.908 3.477 0.1449 40.320 10.080 27.114 6.7786 0.0024 0.4885
5 17.385 3.477 0.1303 50.400 10.080 32.150 6.4300 0.0018 | 0.4594
Table 6.6: Simulation result for variable packet size on multiplexing gain
Data Rate = 300kbps & Nominal MSDU=1250 bytes
60 T T T T
: : —©- Reference
: : Our Scheme Without Multiplexing
| | —&— Our Scheme With Multiplexing
| | T T
e e
| | | |
| | | |
| | | |
l l l l
| | | 1
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Number of VBR flows

Figure 6.1: TXOP duration vs. Number of VBR connections
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Chapter 7

Conclusions

In this paper, we present a simple admission control algorithm for IEEE 802.11e
WLANS which uses Gaussian distribution to approximate the behavior of VBR traffic.
Both constant packet size and variable packet size VBR traffic are studied. The effect
of multiplexing gain is also investigated. As verified with computer simulations, our
proposed algorithm is effective in the sense of guaranteeing packet loss probability
under a predefined threshold. Moreover, it is efficient because the allocated TXOP
durations are close to those allocated by an-algorithm which uses exact probability
distribution functions. An important advantage of our proposed algorithm is its
simplicity which makes it suitable for implementation in a real system. An interesting
further research topic which is currently under study is to allow packets to stay in

buffer for more than one service interval to reduce the packet loss probability.
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