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The Design and Implementation of Low Power Third-Order

Continuous-Time Sigma-Delta Modulator

Student : Cheng-Han Lin Advisor : Prof. Chung-Chih Hung

Department of Communication Engineering
National Chiao Tung University

Hsinchu, Taiwan

Abstract

Along with rapid growth of battery-powered portable devices, such as laptop,
cellular phones, and MP3 player, system‘on a chip (SOC) is an important issue to help
devices become smaller and lighter. ‘Moreover, batteries almost dominate portable
devices’ sizes and weight. Therefore, reducing the power dissipation in chip is
desirable so as reduce the number of battery cells and extend the battery lifetime as
much as possible. Furthermore, the raising complexity on a chip results in an increase
of power density, which leads to even higher demand for power reduction techniques.
In today’s device application, digital circuits dominate the whole chip function.
However, analog-to-digital converter (ADC) is also indispensable. Under these
conditions, sigma-delta (XA) ADCs are very suitable for the application because they
can achieve high accuracy for narrow band signals with few analog components and

insensitivity to process and component variation.

Typically, there are two kinds of XA ADCs. The first one is discrete-time (DT) A
ADC and another is continuous-time (CT) ZA ADC. The DT ZA ADC also called the
switched-capacitor (SC) XA ADC because of using switched capacitors. Generally, in
order to charge and discharge the capacitors in one clock time, the specification of an
OPAMP , such as gain-bandwidth, slew rate and settling time, will be increased. But
for CT XA ADC, it doesn’t need to process signals within a clock time, so the

requirement of integrator will be reduced. This results in further power decreasing.

III



In order to combine the advantages of the CT XA ADC system with low-frequency
low-power applications, this research focuses on ultra low power audio CT XA ADC.
The power consumption and area will be reduced compared with DT £A ADC. The
chip has been fabricated by TSMC 0.18-um CMOS process.
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1.1 Motivation

The demand for battery-powered electronic equipments in many applications,
such as wireless communications or portable electronic systems, has increased the
need for low-power circuit techniques. And the trend is forwards to move the VLSI
circuits from the analog domain to the digital domain over the last several years due to
some attractive advantages, such as high level resolution, power consumption
reduction, noise robustness and less-chip area. Thus, this is desirable to integrate more
and more systems in digital domains, and of-course: digital circuits nearly dominate
the whole chip functions. However, lin“real-world, 'we human only can sense analog
signals. Whether how advanced the digital eircuit technique become, we still need
some units to process and convert the analog signals to digital signals. Also, some

units to convert digital signals to analog signals in real world are needed after the

Chapter 1

Introduction

digital system processing (Figure 1.1).

Analog Analog
Circuit DSP and Digital Circuit
—— and ADC M gystem [ DAC and [—
Analog Input Output Analog
Input Device Device Output
Signal | " I 1 Signal
f 1

Analog Circuit

Digital Circuit

Analog Circuit

Figure 1.1 Battery-Powered System Block Diagram



The above means that a low power analog-to-digital interfaces are becoming more
and more important between analog region and digital signal processing system. As
the digital signal processing units (DSP) become much more powerful than before,
high resolution and low power analog-to-digital converters which can be integrated in

single system chip are needed for battery-powered devices.

Oversampling techniques with noise shaping strategy are widely used to
implement the analog-to-digital interface between analog and digital domain in digital
systems. This type of systems require high resolution or low power consumption.
Sigma-delta data converters have meaningful advantages over traditional Nyquist-rate
counterparts. In most cases, the linearity and accuracy of Nyquist-rate data converters
are determined by the matchingsaccuracy of the analog components used in the
implementation. Thus, the Nyquist-rate 'data converters need to implement with
calibration to guarantee an integral nonlinearity,INL-less than 0.5 LSB. However, the
sigma-delta data converters are insensitive to’ circuit mismatch and provide higher
resolution for digital system operation. In other words, they don’t need precise
matching for analog components. This advantage would reduce the systems and

circuits complexity and save more power dissipation.

In this thesis, a 198uW, 10-bits, and 2.5MS/s continuous-time sigma-delta
modulator (SDM) with the 1.8V supply voltage has been designed and implemented
with the standard TSMC 0.18um CMOS 1P6M process. By the way, no special

process or multiplied voltage is needed in this research.



1.2 Thesis Organization

In Chapter 1, this thesis is briefly introduced.

Chapter 2 is the overview of sigma-delta data converters and other
analog-to-digital data converters. It consists of classification and characteristics of
performance and speed. Then, the oversampling technique and noise-shaping strategy
are introduced and described mathematically. Finally, the various architectures of

sigma-delta modulators will be introduced and compared.

Chapter 3 discusses the basic concept of continuous-time SDM which consisting
the power consumption, clock jitter effect, and excess loop delay issues. Then, the
advantages and disadvantages of.eontinuous-time and discrete-time SDMs will be
discussed. We will use the continuous-time.technique to apply in audio-frequency

domain in order to obtain the advantage of very-low power consumption.

Chapter 4 presents the system level design consideration. After building the
behavior model, we continue the circuit level design, including the operation amplifier,
comparator, and feedback digital-to-analog converter (DAC). The circuits and

simulation results will be shown in this chapter.

Chapter 5 presents the testing environment, including the instruments and external
circuits on the printed circuit board (PCB). Measured results for the continuous-time
SDM, which is fabricated in a standard TSMC 0.18um CMOS mixed-signal process,

will be plotted and summarized

Finally, the conclusions of this thesis are summarized in Chapter 6.
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Chapter 2

An Overview of Sigma-Delta
Data Converters

2.1 Introduction

This chapter reviews the basic concept of design the sigma-delta data converter.
The discussion begins with a brief overview of data converter in the aspects of speed,
resolution, and architecture. After this issue, the theories of how sigma-delta
modulators work including sampling, quantization, oversampling, and noise shaping
will be discussed. Following the  introduction, tradeoffs of various sigma-delta

modulator architectures will be.discussed.

2.2 Overview of Analog-to-Digital Data Converters

The operations of analog-to-digital data converters can be roughly separated into
two steps: sampling and quantization. The process of sampling transforms continuous
time analog signals into discrete time step-like signals. The process of quantization
converts the step-like signals to a set of discrete levels. Then, these discrete levels

signals can be coded and be transmitted into DSP units or digital systems.
2.2.1 Categories of Analog-to-Digital Data Converters

According to operation, speed, and accuracy, there are three categories of analog-



to-digital converter shown in Table 2.1. Each category is applied in different field. But

the demarcation for some structures nowadays is a little blurred.

TABLE 2.1 Various Kinds of Analog-to-Digital Data Converters

Resolution Structure

) Integrating
High )
Oversampling

Successive approximation
Medium Medium Algorithmic

Single-bit pipeline
Flash
Multiple-bit pipeline
Folding
Interpolating

Time-Interleaved

2.2.2 Oversampling Ratio (OSR)

The oversampling ratio (OSR) of a data converter is defined as

f
OSR = —= 2.1
5 2.1

where f, is the sampling frequency and f, is the signal bandwidth. When the OSR
is equal to 1 ( f, =2f,), it means the data converter is the Nyqist-rate data converter,
however, when the OSR 1is great than 1, it means the data converter is the

oversampling data converter. The OSR is the important parameter for oversampling

data converters. The OSR increases the SNR by (2n+1)-3dB or by 2n+1 per

octave, where n is the order of loop-filter.



The larger the OSR, the larger the sampling frequency when the signal
bandwidth is fixed. Thus, it will need faster circuit and consume more power
consumption. But the OSR need to keep as low as possible for high signal
bandwidth consideration. In order to obtain the advantages of using noise-

shaping strategy, the OSR should be at least 4 [01].

2.2.3 Signal to Noise Ratio (SNR)

The signal-to-noise ratio (SNR) of a data converter is the ratio of the signal power
to the noise power, which measured at the output of the data converter. The maximum
SNR that a converter can achieve is called the peak signal-to-noise ratio. Generally,

the theoretical value of SNR for an'N-bit Nyquist-tate ADC is given by

SNR =16.02-N.+1.76/ B (2.2)

But for oversampling ADC, the theoretical value of SNR is

SNR =6.02- N +1.76 +101og(OSR) dB (2.3)

2.2.4 Signal to Noise and Distortion Ratio (SNDR)

The signal to noise and distortion ratio (SNDR) of a data converter is the ratio of
the signal power to the power of the noise plus the harmonic distortion components,
which measured at the output of the data converter. The maximum SNDR that a
converter can achieve is called the peak signal to noise and distortion ratio. Generally,

SNDR is lower than SNR.



2.2.5 Spurious Free Dynamic Range (SFDR)

The spurious free dynamic range (SFDR) is defined as the ratio of rms value of
amplitude of the fundamental signal to the rms value of the largest harmonic
distortion component in a specified frequency range. SFDR may be much larger than

SNDR of a data converter.
2.2.6 Dynamic Range at the input (DR)

The dynamic range is defined as the ratio between the power of the largest input
signal which didn’t significantly degrade the performance and the power of the

smallest detectable input signal whieh 1s determined by the noise floor of converters.
2.2.7 Effective Number of Bits(ENOB)

For data converter, a specification often used in place of the SNR or SNDR is
ENOB, which is a global indication of how many bits would be required to get the

same performance as the converter. ENOB can be defined as follows:

ENOB = SNDR-1.76 bits . (2.4)
6.02

2.2.8 Overload Level (OL)

OL is defined as the relative input amplitude where the SNR is decreased by 6dB

compared to peak SNR value.



2.3 Sampling Theorem

Naturally, signals transmitted in the air are analog whether they originate from.
The analog signals need to be sampled to become the digital signals for suitability in
processing in the digital system. Thus, sampling is a very important procedure in the
front end of the overall system. How much information can be preserve from the
original signals depend on how fine to sample the signals and deal. It is crucial to
choose the sampling frequency with a fixed signal bandwidth. And the relationship

between the sampling frequency, f,, and the signal bandwidth, f,, is shown as

follows :

f>2f, (2.5)

At least the sampling frequency-must,be.greater,than-twice the input signal bandwidth

to avoid aliasing. If f, is smaller than twice the signal bandwidth, aliasing will occur

at the output signal spectrum as shown in Figure 2.1.

Convolution
Input Signal
Spectrum —» ®—>
-f o f, T —4f, -3f —2f —-f. 0 f 2f 3f 4f
Output Signal
Spectrum

[ R

—4f, -3f —2f, —f_ 0 f  2f 3f 4f

S S S S

Sampling Clock Spectrum
(Impulse Function)

Figure 2.1 Illustration of the aliasing of the sampling process ( f, <2f,)



There are two ways to deal with these problems. One is to cut the input signal
bandwidth to f, tomake f, greater than twice the input signal bandwidth. But the
disadvantage is that some high frequency information from the original signal will be
loss (Figure 2.2). Another is to increase f, to new sampling frequency f . in order
to match the equation. This is more popular to deal with aliasing problems because
there is no information of original input signal loss as shown in Figure 2.3. And just a

low pass filter at the output is needed to recover the original signal.

Convolution
Input Signal
s /T — @ —_ AT
—f—f,0 f f T ~4f -3f -2f —f, 0 f 2f 3f 4f,

Output Signal
Spectrum

| [ ] [ frmefe ...,

—4f, -3f, 2f, —f, 0 T ORI BT |
and f,>2f
Sampling Clock Spectrum

(Impulse Function)

Figure 2.2 Illustration of the aliasing of the sampling process (2, < f, <2f,)

Convolution

Input Signal
Spectrum . ® . /\/\ /\/\ /\/\ /\/\
- fb 0 fb T -2 fns - fns 0 fns 2 fns

Output Signal
Spectrum

when f >2f,
—2f ~f 0 f 2f

ns ns ns ns

Sampling Clock Spectrum
(Impulse Function)

Figure 2.3 Illustration of the aliasing of the sampling process (2f, < f )



2.7 Quantization Noise

The quantizer is the interface between analog and digital domain. Once the analog
signals pass through the quantizer, the signals will be digitized and separated into
several different levels. The space between two adjacent levels is called a step size, A.
There are two types of quantizer. One is uniform, and another is nonuniform. In a
uniform quantizer, the distance between two adjacent levels is uniform; otherwise it is

a nonuniform quantizer.

The process of quantization introduces an error, q(n). The error is defined as the
difference between the input signal, x(n), and the output signal, y(n). And it is called
the quantization error. Figure 2.4.and Figure 2.5 show the quantization process and

assume the quantizer is uniforne

original signal and quantized signal
08 T T T | T
— original signal
— quantized signal ||

0.6

0.4

0.2

amplitude
o

time X 108

Figure 2.4 Quantized signal

10



quantization error
0.1 . ! .

Zﬁi\l\, ‘h Hith

0.02

amplitude
o

-0.02

o

-0.06 ,

-0.08} i

-01 1 | I 1
0 2 4 6 8 10 12

time X 108

Figure 2.5 Quantization error

Many of the original results andnsights into.the behavior of quantization error are
due to Bennett [02]. Bennett first developed conditions under which quantization
noise could be reasonably modeled as additive white noise. A common statement of
the approximation is that the quantization error has the following properties, which we

call it the “input-independent additive white-noise approximation” [03]:

Property 1. q[n] is statistically independent of the input signal
Property 2. q[n] is uniformly distributed in [-A/2, A/2]
Property 3. q[n] is an independent identically distributed sequence or q[n] has a flat

power spectral density (white).

11



Since the quantization noise, q(n), is equal to y(n)-x(n), a quantizer can be
modeled as shown in Figure 2.6 [04] . For a uniform quantizer, if the input
signal does not overload, the quantization error will be bounded by +A/2. If the
A is very small, it i1s convenient and reasonable to assume the quantization
noise is zero mean and uniform distribution (Figure 2.7). The probability

density function (pdf) of the quantization noise can be express as

A, -A2<qg(n)<A/2
fQ @= {0, otherwise (2.6)
q(n)
x(n)—> —>y(n) <]:[> x(n)a{—lé—» y(n)
Quantizer Model

Figure 2.6 Quantizer and it§ linear model

 fo()

1
A

[
-

—A/2 AJ2

Figure 2.7 The pdf of quantization noise
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From Figure 2.7, the power of quantization noise can be shown as follows:

g, o A
F)Q,noise _XI—A/Zq dq —E (27)

The power spectrum density of q(n), S, (f), within the range of + f_ calculated using

the equation (2.8) is

AZ f,/2
PQ,noise = E = J‘ SQ( f )df (28)

1,2
And we obtain the final result of S, (f)as

SQ(f)=% (2.9)

From equation (2.9) we show that power spectrum density is inversely proportional to
sampling frequency shown in Figure 2.8.“The larger the sampling frequency is, the

less the noise amplitude is.

—f,/2 f,/2

Figure 2.8 Power spectrum density of q(n)
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Assume the quantization signal is uniformly distributed over the rangetV, , and N is

the bits per sample. The step size can be write as

A= % (2.10)
2
According to the equations above, the SNR can be shown as
P 2
SNR=101ogL”a'=101og(V§l)=6.ozN £1.76 @.11)
Q,noise A /12

Equation (2.11) shows that increasing the number of bits per sample in the qunatizer

increases the accuracy of the converter by 6dB for each extra bit.

2.7 Oversampling Technique

Oversampling is an important technique for sigma-delta ADCs. It can release the
requirement of anti-aliasing filter. lAnd-it-also can improve the resolution of a
sigma-delta ADC. This improvement is.achieved by oversampling the signal. In other
words, the sampling rate is much greater than Nyquist-rate. The definition of

oversampling ratio (OSR) is

OSR === (2.12)

where f, is the sampling frequency and f, is the input signal bandwidth.

Assuming the quantization noise is white noise. It means that noise power is
uniformly distributed between —f,/2 and f /2. It had shown that total amount of
noise power injected into the quantized signals are the same whether they are
oversampling or Nyquist-rate conversions. But the distributions are different due to
different sampling frequencies. Figure 2.9 shows the power spectrum density of
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quantization noise S,(f) for conversion of Nyquist-rate (dotted line) sampling with
sampling frequency, f, .. , and oversampling (solid line) sampling with sampling

frequency, f; o, which is much greater than input signal bandwidth, f,. The power

spectrum density of input signal bandwidth for Nyquist rate is much greater than

oversampling.

A SQ(f)

N R B o

| | .

| | 121,

| |

l |

| | > f
- fs,os /2 - fs,NR/2 fs,NR/z fs,os /2

Figure 2.9 Quantization noise power spectrum density for Nyquist-rate (dotted line)

and oversampling (solid line) conversion

The area of the both two rectangles meaning the total amount of noise power are the

same and equal to A2/12. From Figure 2.9, it shows that the quantization noise
power has spread to f, . /2 and only a small fraction of quantization noise fall into

the range of —f, and f,. And the quantization noise outside the signal band will be

attenuated by a digital low-pass filter as shown in Figure 2.10. Recollecting the
quantization noise power spectrum density in equation (2.9) then we can show that the

quantization noise is becoming
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q(n)

Digital low-
x(n) pass filter — y(n)

H(f)

(a)

4 He()

1
| | >
—f, —f, f, f,
(b)

Figure 2.10 (a) Oversampling conversion with digital low-pass filter (b) magnitude of

frequency response of digital'low-pass filter

Pocoss = | - Sa( PefHERFdE =" So(Faf

A* A2 F, (2.13)
- .OTiEEnD
12fs( =T f
then we obtain
2 2
P ) P (2.14)
’ 12 f 12 OSR

S

According equation (2.7), (2.10), (2.12) and (2.14), the SNR of oversampling

conversion is

Va
SNR =101log Foar =10log 2
P A1

Q,noise

=6.02N +1.76+101og(OSR) (2.15)

12 OSR

The first term of equation (2.15) denotes the contribution of N-bit quantizer and the
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last term is the enhancement of oversampling technique. For every doubling the OSR,

the SNR improve by 3dB corresponding to improve the resolution by 0.5 bit. Besides,

since the resolution of N-bit quantizer is lower than overall resolution of system, it

could reduce the complexity of analog circuit and power of overall system.

2.7 Noise Shaping Strategy

A general noise-shaped sigma-delta modulator and its linear model have been

shown in Figure 2.11.

y(m)

x(n) - A/D
> Integrator " | Converter
D/A =
Converter |-
(a)
x(n)
H(z)
+

(b)

Figure 2.11 Block diagram of a noise-shaped SDM and its linear model

We can show that

y(n)=x(n-1)+q(n)-q(n-1

17
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After transforming equation (2.16) by Z-transform, we obtain

alCI RV

YO=THo 1+H(2)

Q(2)

Then we can derive signal transfer function ( S;- (2)) by setting Q(z)=0

Y(z) _ H(®
X(z) 1+H(2)

Sie(2)=

The same, we can derive noise transfer function ( N (2) ) by setting X(z)=0

Y@ 1

N (2) 5 O(z) A+ H(2)

The equation (2.17) will become

Y(2) = S (DX@A N, (2)-Y (2)

(2.17)

(2.18)

(2.19)

(2.20)

The STF generally have all-pass or low-pass frequency response and the NTF have

high-pass frequency response. In other words, the STF will be approximately unity

over the signal band and the NTF will be approximately zero over the same

frequency band. The quantization noise will be removed to high frequency band

when using noise-shaping strategy [05]. The quantization noise over the frequency

band of interest will be reduced and do not affect the input signal. This would

improve the SNR significantly for overall system.
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2.6.1 First-Order Sigma-Delta Modulator

z .
Integrator Q@) Quantizer

— ==
-1 |
+ z | +
|

X(2) Y(2)

>

Figure 2.12 The First-Order SDM

In Figure 2.12, it is a simple block diagram of the first-order SDM [06]. It

includes an integrator and 1-bit quantizer, The noise-transfer function, N;-(2),
should have a zero at DC. And zeros of Nwz(2). are equal to poles of the H(z) (ie.,
has a pole at z=1). Therefore, the quantization noise will be high-pass filtered. In
other words, the H(z) will be small-and the-"N,-(z) will large over the frequency

band of interest. Thus, the discrete” time integrator with a pole at DC can be

expressed as

H(z)=i= 2.21)

According to equation (2.18) and (2.19) we obtain

_ H@ _ z'1-7'
S (2)= 1+H(z) 1+z2'/1-z27" ‘ (2:22)

1 1
1+H(z) 1+z'/1-2"

Ny (2) = =1-7" (2.23)
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The total transfer function of system is

Y(2)=X(2)-2'+Q(z2)-(1-z7") (2.24)

From equation (2.24) we know the STF is just a delay and NTF is a high-pass filter.
In another word, the output signal comprises the delayed input signal and high-pass

filtered quantization noise. Now, we may consider the amplitude of the noise transfer

function,

Nie(2)|. Let z=e’T =e**"'" equation (2.23) will becomes

N (2)=1-z" =1—e T —1_g 27

iy,
= o .ZJ.eJ”f/fs
J

= sin[ﬂ;—fJQj vg 17 (s

Then we obtain

[N ()] =2sin L”f—fJ (2.25)

S

The quantization noise power over the signal band is shown as follows:

2
fo 2 A% 1 | xf
Py noe = Lb So(F)- [Ny (2)[" df ZIbef_jzsm(f_sH df (2.26)

Because OSR>>1for oversampling conversion, f, would be much larger than f, .
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Thus, sin(zf/f;) canbe approximated to 7 f/f . Equation (2.26) will become

2 2 2 2 3 2 2 3
I:)Q noise A _[fb 2 ﬂ = A_ﬂ_ 2 fb = Az ( 1 j (227)
ot =0 f dn| Lt 12 3 | f 36 | OSR

S

Using the equation (2.10) and (2.27), we obtain the SNR of first-order SDM

V: A222N
P —&
SNRlelog[L”a']:mlog ——2 —— |=10log %
i ANY/4 1 AT 1
Q,noise
36 (OSR) 36 (OSRJ

(2.28)
=6.02b+1.76-5.17+301log(OSR) dB

For every doubling the OSR, «the.SNR will improve by 9dB (ie., resolution will
increase 1.5 bits). This result can be‘Ccompared with equation (2.15), the SNR only
can improve by 3dB when oversampling conversion do not use noise-shaping strategy.

It will be much efficiency when using noise-shaping technique.

2.6.2 Second-Order Sigma-Delta Modulator

z .
Integrator 1 Integrator 2 Q) Quantizer

X(z)

-1 -1
- Z AN Z

Figure 2.13 The Second-Order SDM
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In Figure 2.13, it is a block diagram of a second-order SDM. It is popular and
widely used in SDM designing. It includes two integrators and a 1-bit quantizer. Its
fundamental theorem is the same as the first-order SDM. Thus, the transfer function

can be expressed as
Y(2)=X(2)-27+Q(z2)-(1-27") (2.29)

And we can show the S;-(z) and N;-(2)

S (2)=2" (2.30)

N @)=z ') 2.31)

Thus we obtain the magnitude of N

NG (F)] = {2 sin (’Tf—fﬂ (2.32)

The quantization noise power over the signal band is shown as following
f W A* 1 A
b 2 b . T
Py nose = Lb So(f)-|N(2)] df = jfbﬁf—s{zsm[f—sﬂ df

L& e [(x)] a2 (24, A( Ly
12F 96 7 f, 12 5 | f, 60 | OSR

(2.33)
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With the same method, we can obtain the SNR of the second-order SDM as

P \LAZ A222N
SNR =10log| = | =101log % =101log #5
I:)Q,noise A2ﬂ4 1 A27Z'4 L
60 \ OSR 60 \ OSR

(2.34)
=6.02b+1.76-12.9+501og (OSR) dB

For every doubling the OSR, the SNR will improve by 15dB (ie., resolution will
increase 2.5 bits). This result can be compared with equation (2.15) and (2.28), the
second-order SDM can provide more suppression over the same band, and thus more
noise power outside the signal band! Figure 2:14 shows the phenomenon of using
noise-shaping technique or not. For a fixed:signal band, the case of no noise-shaping

has the largest quantization power over the signal band. The second and the third are

S(F)
A

2-order SDM
— — — 1l-order SDM
........... No Noise-Shaping

| | - f
~f./2 —f, f, f./2

Figure 2.14 Power spectrum density of 1% order, 2™ order noise-shaping and non
ping

noise-shaping strategy
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the first-order SDM and the second-order SDM respectively. As the number of order
increasing, the quantization noise power will decrease over the same signal band. The

simulation result can show as Figure 2.15.

Magnitude of NTF
4 T T T
8.5¢ —&— no noise shaping |
—o— 1-order noise shaping
3r —&— 2-order noise shaping 7
251 7
o)
e
=
S 2r - 6e0006060
[@)] - O
® o6
=
1.5 ]
T o o o ot T T o T o Tt T T o[t o Tt ot o o o T T o T T T T e T |

0.2 0.3 0.4 0.5
Normalized Frequency (f/fs)

Figure 2.15 Magnitude of NTF

2.6.3 Higher-Order Sigma-Delta Modulator

Integrator 1 Integrator L Q@) Quantizer
el e
Y(2)
-1 -1 I I
> —»
- z Ra O
) L

Figure 2.16 The Higher-Order SDM
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Higher-order SDMs are divided into single-stage and multi-stage structures [07].
Figure 2.16 is the system block diagram of single-stage Lth-order SDM. Here, we
will discuss the change of quantization noise and SNR when the number of order

increases. With the same approach, we obtain the noise-transfer function, N, ,of the

Lth-order SDM as follows:

Ny =(1-2) (2.35)

In a similar manner, the quantization-noise power over the signal band of the

single-stage Lth-order SDM with N-bits quantizer is

2L
o 2 W A1 | xf
PQ,noise :I—fb Sq(f)'|NTF (Z)| df :I‘anI{ZSIHK_j} df

2 2L 2 L 2L+1
SLL .~ <A SEN (2.36)
PIR 12 2L+1 | f

A272’_2|_ 1 2L+1
- 12(2L+1)(OSR)

Then the SNR of the single-stage Lth-order SDM is

; Vi
signal 2
SNRZIOIOg(QLJZIOIOg AZﬂ-ZL 1 2L+1
12(2L+1)(OSR)
A222N
=10log 8

A27Z'2L 1 2L+1
12(2L+1)(OSR)
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Finally, we get the result

2L

SNR = 6.02b +1.76 + 10log| -~
2L+1

j+(20L+1oﬁog(OSR) dB  (2.37)

From equation (2.37), we know that for every doubling the OSR, the SNR will
improve by (6L+3) dB (ie., resolution will increase L+0.5 bits). There are three ways
to increase the SNR of a SDM. First, we can increase the bits of quantizer. The
disadvantage is that multi-bit quantizer would induce harmonic distortion because of
mismatch. Second, we can increase the number of order of a SDM. But it may have
stability problem when the order is greater than 2. Third, increasing the OSR is the

most popular way to improve the.performance But for low power design, increasing

OSRvs SNR
200 5 ‘

180

160

140

.-A;;:'
O >

= <
~ =

0]
(@]
T

6014/ : e —8— 1-order noise shaping
: | —o— 2-order noise shaping

AO Db ] —f— 3-order noise shaping
; —— 4-order noise shaping

| : |
16 32 64 128 256

Oversampling Ratio (OSR)

Figure 2.17 Plot of SNR versus SDM
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the OSR 1is not suitable because the requirement of the integrators, such as
settling time, bandwidth, and slew rate will be increased. Beside, the power of
decimation filter will also be increased because of high sampling frequency.
Figure 2.17 1s the SNR of SDM. This plot provides a tradeoff between order,

OSR and the power dissipation.

2.6.4 Multi-Stage Sigma-Delta Modulator (MASH) (Cascaded)

According the discussion above, we know that increasing the order of the
SDM results in stability problems. There are many solutions to resolve the
stability problem but may degrade the SNR of the system. This would
significantly limit the benefitsiof increasing. the order of the SDM. This
problem can be overcome= by employing. cascaded-type structure. The
cascaded SDM consists of several stages-of first-order or second-order SDM
and each stage converts the quantization ertor of the previous stage. Since the
lower order SDMs are more stable, the system should remain stable [08] [09].
It is attenuated by the noise-shaping function of order equal to overall of

cascaded [10]-[12].

Yi e |
X1—>+®—> a,H () a,H(2) :_rr'_ l ! !
i - {7 | Lma)
|
DAC— | | |
| y
C b |
S T |
|
y l : er(Z) :
% L@slana— T L !
- Noise-
| Cancellation
DAC | Logic block

Figure 2.18 Block diagram of Multi-Stage SDM
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Figure 2.18 is the block diagram of a third-order cascaded 2-1 SDM [01] [13].
The first stage is a second-order SDM and the second stage is a first-order SDM. The
input of the second stage is the quantization noise from the first stage. The digital
output of the second stage may contains both shaped and unshaped quantization
noise of the first stage and also first-order shaped quantization noise form the second
stage. The outputs of both the first stage and second stage will be combined and
processed by the noise-cancellation logic which is shown in the right of Figure 2.18
(dashed line block) to cancel the shaped and unshaped quantization noise of the first

stage. The operation will be discussed. For the first stage, the output of second-order

SDM is

(=25 X @i(l-21) -E ) (2.38)

And for the second stage, the output of first-order SDM is

V(=2 X@)+(1-2")E,(2) (2.39)

Here, the E (z) and E,(z) represent the quantization error of the first stage and

second stage. And the output of the cascaded 2-1 structure can be written as

Y(2)=Y,(2)-H,(2)+Y,(2)-H,(2) (2.40)

We can choose that
H (z)=2" (2.41)
H2(2)=(1—Z‘1)2 (2.42)
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And the resulting output of the cascaded 2-1 topology is calculated by combining
(2.38)-(2.42)

Y@) =27 X(@)+(1-2") -E,(2) (2.43)

So the output of the overall system will only contain a delayed version of the input
signal and the quantization noise of the second stage to achieve third-order
noise-shaping. Unfortunately, the cascaded topology is not so perfect. If non-idealities
appear in the SDM, the quantization error of the first stage will not be perfectly
removed by the digital noise-cancellation logic and can become visible at the output
of the converter. The degree of the cancellation depends on how well analog
implementation of the H(z) match the inverse of the digital implementation of
H™'(z) . If there are some mismatches between analog and digital circuit,

noise-leakage will occur and degrade the performance of the system.

In a similar way, the cascaded topology-can be used to generate fourth-order
noise shaping converters. We can choose 2-2 cascaded topology consisting of two
second-order stages or a 2-1-1 cascaded topology consisting of a second-order stage
followed by two first-order stages. The output of two kinds of cascaded topology for

fourth-order can be shown as
Y(2)=7*X(2)+(1-2" )4 -E,(z) for 2-2 cascaded (2.44)

Y(2)=2* X(2)+(1-2" )4 ‘E,(z) for 2-1-1 cascaded (2.45)

They have the similar properties for noise-shaping. And the principle of cascaded

converters can also be applied to generate fifth and higher-order converters.
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2.6.5 Multi-bit Sigma-Delta Modulator

O Loop Filter N-bit lj Y(2>)
+ L(z) Quantizer 7

N-bit
Internal [«
DAC

Figure 2.19 Block diagram of multi-bit SDM

The feedback of the SDM can be implemented in different ways. From previous
chapters, we had introduced several N-ordet single-bit SDMs. Here, we will discuss
the multi-bit SDM. Figure 2.19%is theblock: diagram of multi-bit SDM, and the
single-bit quantizer and DAC -were replaced with multi-bit quantizer and internal
DAC. Single-bit SDM has good-linearity-but-have problems such as easy to induce
idle tone, sensitive to clock jitter, and poor to improve the performance. The primary
advantage of multi-bit SDM 1is that the signal to total quantization noise power is
effectively increased compared with that just employing single-bit quanitzer.
Generally, increasing each bit improve the performance by 6dB. It means that we can
improve the performance just employing multi-bit topology without increasing the
order or OSR. In other words, the lower-order multi-bit, low-OSR multi-bit, and
higher-OSR single-bit SDMs may have nearly the same performance. But the power
dissipation will be the lowest due to relaxing the requirement of SDM such as digital
decimation filter or integrator for only using multi-bit technique. The major
disadvantage of multi-bit quantizer is its lack of linearity and resulting in increasing

the total harmonic distortion due to the component mismatch of quantizer and internal
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DAC. Therefore, it needs a high precise calibration circuit to achieve high linearity

and low total harmonic distortion.

There are a lot of methods to compensate the non-ideal internal DAC to improve
the overall performance. The most common approach to reduce the linearity
requirements of the internal DAC is offered by dynamic element matching (DEM)
technique. Originally, this technique was proposed to improve the accuracy of DACs.
But it is very suitable to improve the accuracy of the internal DAC in multi-bit SDM.
The operation principle is illustrated in Figure 2.20. The binary input-code of the
DAC is transformed into a thermometer-code of 2" —1 bit lines. Then the element
selection logic will select different unit elements to represent a certain input code. For
a traditional DAC without DEM, the errors due to some process variations are fixed
for the same input codes. But for DAC with DEM, the unit elements selected by the
element selection logic may have pesitive-contribution or negative contribution in

each clock period. Therefore, a time-vary error.signal results. The errors introduced

X(2) O Loop Filter N-bit N Y(2)
+ L(z) Quantizer

-A

Themometer

decoder
<¢— Unit Element |«— $ N 1

«— Unit Element }|-«— Element

_|_ R Selection

Logic

[ )
<«— Unit Element |«—

Figure 2.20 Block diagram of multi-bit SDM with DEM
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by the internal DAC average to zero over multiple time instances. The errors due to
component mismatch are moved to higher frequencies and can be removed by

filtering.

2.6.6 System Analysis of Sigma-Delta Analog-to-Digital Converters

The system architecture for a typical oversampling ADC is shown in Figure 2.21.
The anti-aliasing filter is used to filter the out-of-band noise of original input signal to
avoid noise folding into signal band. Then, the signal is sampled and held and applied
to a SDM and output a 1-bit digital signal. Usually, the sample-and-hold usually
combines with the SDM. These three blocks are belonging to analog domain. A
decimation filter which contains a-digital low-pass filter and a down-sampling not
only suppresses the out-of-band..quantization noise but also down-sample the
sampling frequency from f, to Nyquist-rate [14]- Note that the digital low-pass
filter here is like an anti-aliasing filter to.limit signals to one-half the output sampling
rate. The decimation filters generally are implemented using digital circuit technique
in order to reduce the power dissipation and are easy to implement. Figure 2.22 shows

the signal and spectra of each stage of oversampling ADC [15].

><in (t) Xc (t) Xsh (t) dem (n) le (n) Xs (n)
r-—-——=>—=—"=—=—"—=—"——=—"—=— |
' !

Anti- Sample- | £ fs [ Digital fs Down- | 2fo

— aliasing —»{ and- » SDM b Jow-pass > Sampline [T
filter hold l filter PR
' !
l Decimation Filter |
H e — —_ =

< >ie >

Analog : Digital

Figure 2.21 Block diagram of an oversampling A/D converter
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Figure 2.22 Signal and spectra in an oversampling ADC

2.6.7 System Analysis of Sigma-Delta Digital-to-Analog Converters

The system architecture for a typical oversampling DAC is shown in Figure 2.23.

The input signal is a multi-bit signal and has an equivalent sample rate of

Nyquist-rate and is sent into the interpolation filter. The interpolation filter is a digital

brick-wall-type filter that passes 0 to 2z f,/f, and rejects all other image signals.

The interpolation filter also rise the sampling rate of input signal frequency from
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Figure 2.23 Block diagram of an oversampling D/A converter
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Figure 2.24 Signal and spectra in an oversampling DAC
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Nyquist-rate to f,. Then the output signal is applied to a fully digital SDM and a 1-bit
output signal is generated by the digital SDM. The 1-bit output signal contains not
only the original signal but also include a large amount of shaped quantization noise.
After processing by the 1-bit DAC, the signal has good linearity but still has a large
amount of out-of-band quantization noise. Finally, the desired output signal can be
obtained by using an analog filter to filter out this out-of-band quantization noise to
recover the original signal. The analog filter is also called the smooth-filter and its
specification can be relaxed by the properties of using the oversampling. Figure 2.24

shows the signal and spectra of each stage of oversampling DAC

2.7 Summary

In this chapter, we have introduced the basic prineiples of sigma-delta modulator.
Among these, the most important is the properties of shaped quantization error. Here,
various architectures of SDM such as single-loop and cascaded was introduced and
compared. And then, the advantages and disadvantages of multi-bit quantizer was
described and analyzed. In the final part of this chapter, we discuss how the signal
and spectra change in different section of the oversampling ADC and DAC. This

would make us much clear about the operation of oversampling system.
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Chapter 3

Basic Concept of Continuous-Time
SDM Techniques

3.1 Introduction

Most of the SDMs are implemented with loop filters using discrete-time circuit
techniques. The most popular techniques are switched-capacitor (SC) technique and
switched-current (SI) technique. It is easy to map the mathematics of modulators onto
the implementation. Beside, the discrete-time_techniques are compatible with modern
digital CMOS processing since high-quality €apacitors are usually capable whereas
high quality resistor are not. But the discrete-time techniques have some limitation for
high-speed implementation du€-to settling-time Constrains in typical discrete-time
implementation and maximum clock rate is limited by the operation amplifiers used
as integrators. For ideally consideration, resolution of SDM is determined only by the
loop filter and the oversampling ratio. But if we overcome the clock rate restrictions, a
high resolution converter with wider bandwidth for a given oversampling ratio and
loop filter could be built. Continuous-time (CT) modulators have lower thermal noise
levels than switched-capacitor modulators. Achieving the same in-band noise level as
a low-valued resistor may require an unrealistically large value of a switched
capacitor. Also, continuous-time modulators have inherent anti-aliasing filter and may

have less power consumption and aliasing problems than switched capacitor design.

For continuous-time technique, another consideration is the property of low power
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dissipation. Continuous-time modulators have received increasing attentions over the
last several years due to meaningful and attractive advantages for power-saving over
switched-capacitor discrete-time (DT) counterparts. First, the restrictions on the
amplifier gain-bandwidth product (GBW) are relaxed for a fixed sampling frequency
compared with the DT counterparts [16]. Second, CT loop filters have free
anti-aliasing, and thus the use of a high order anti-alias filter at the front of the system
is not necessary [17]. This results in further area decreasing and power-saving
(Otherwise, a CT ZA ADC can operate at higher frequencies). On the other hand, the
CT XA ADCs are more sensitive to clock-jitter, extra loop delay, and nonlinearity of

the integrators. These drawbacks will decrease the performance of the XA ADCs.

3.2 Discrete-Time versus Continuous-Time SDM

We have discussed some  different properties between discrete-time and
continuous-time SDMs. Now, we will. discuss. more about the differentia of using

continuous-time and discrete-time SDMs.

The first important difference is the location of the sampling operation. For a
discrete-time SDM, the input signals are sampled at the input of the SDM. Therefore,
any non-linear effect introduced by the sampling operation directly infects the input
signal especially when the supply voltage is reduced in deep sub-micron CMOS
technologies. In a continuous-time SDM, the sampling operation is performed by the
quantizer and the non-idealities of the sampling operation are subject to the same
shaping as the quantization error. Therefore, the errors due to the sampling operation
are less importance. The operation of sampling for both discrete-time and continuous-
time are shown in Figure 3.1.
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Figure 3.1 Different’operation-of'sampling for continuous-time
and discrete-time SDMs

The second difference is the implementation of the feedback DAC signal. For
discrete-time SDMs, the feedback DAC is applied by sampling the reference voltage
on a capacitance and integrating this charge. For continuous-time SDM, a continuous-
time feedback DAC waveform is integrated and the SDM is sensitive to the exact
waveform of the feedback DAC pulse. So the continuous-time SDMs are more

sensitive to clock jitter since it affects the edges of the feedback pulses.

The third difference is the implementation of the integrators. The gain of the

discrete-time integrators is determined by the ratio of the capacitors C; and C,
which was shown in Figure 3.2. The relative matching of capacitors is accurately

controlled and accuracies of 0.1% or better can be achieved in present technologies.
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Figure 3.2 Discrete-time switched-capacitor integrator

In contrast to this, the gain of the two continuous-time integrators shown in Figure 3.3
is determined by the inverse of R,C, for the active RC implementation and the ratio
of G, to C, forthe G,C implementation. The gain is now sensitive to the absolute
variations of elements, errors up:to 20% can occur due to process variations and

temperature effects.

C
VREF_/ Re | i
Noer | |
RS
v, /' —— Ly
_Vout
(a)
Vln Gm Vout
C,—_— lpacY
(b)

Figure 3.3 Continuous-time implementation of an integrator
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3.3 ldeal Continuous-Time SDM Design

Up to now, there is a large amount of literatures to talk about the discrete-time
SDM design. And it is easy to find a lot of software to help us choose the parameters
for a given resolution and speed requirement. Although we have no tool to simulate
the continuous-time SDM directly, there are still some ways to help us design the
continuous-time loop filter with no extra work. Schreier presents a state-space method
to design ideal CT SDMs [03]. Here, we will discuss the method of the

impulse-invariant transform which is proposed by Cherry [17].

3.3.1 The Impulse-Invariant Transform

In a CT implementation, there is no sampling operation at the input of the
converter. Instead, the sampling-s performed-by, the quantizer. For this reason, the DT
open loop filter H(z) can be replaceby a.CT equivalent H(S) with respect to the DAC
feedback impulse response. Thus, design and simulation of the CT XA ADCs can be
done by calculating the function of the DT XA ADCs with the method of impulse
invariant transformation. The discrete-time modulator has a continuous-time
equivalent which can be found through a transformation between the discrete-time
and continuous-time domains. It will be shown that impulse responses of the
continuous-time and discrete-time SDMs are the same. We can see the Figure 3.1
again, assume the inputs of two modulators are the same and both two modulators are
operated in the time-domain. If the outputs of them are the same sequences, then we
can guarantee that they are likely to be equivalent modulators. In others words, if we
confirm the inputs of their quantizers are the same at a given sampling instant, each
quantizer would then make the same decision and thus outputs will be produced the
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same bits. And then the same bits would be operated with the same input voltage to

produce the same input voltage of the quantizer at the next sampling instant.

X(N) = X(1) oy, (3.1

This would be satisfied if the impulse response of the continuous-time and discrete-

time SDMs are equal at sampling times.

ZH{H@} =" [Ry($)H ()] | (3.2)

t=nT;

or in the time domain
h =] < || = @nc-ndr | (3.3)

Where f,(t) is the impulse response of the feedback DAC. This transformation

between continuous-time and discrete-time is called the impulse-invariant

transformation. Thus, suppose we have a discrete-time modulator with a filter H(z)

with particular noise-shaping behavior, we can create a continuous-time modulator

with identical noise-shaping behavior by first choosing a DAC pulse shape f,(t).

And then we can use equations (3.2) and (3.3) to find H (s).

To actually do the transform, we proceed as follows. First, we write H(z) as a
partial fraction expansion. Then we choose a DAC pulse shape. We can assume a
perfectly rectangular DAC pulse of magnitude 1 that from a to B. It can be shown as

equation (3.4) and Figure 3.4. This covers most types of practical DAC pulse. Finally,
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Figure 3.4 DAC pulse

we use Table 3.1 to convert each partial fraction pole from z to S. Then we will obtain
the result of H (s) . For example, if we use the DAC type, (o, B)=(0,1) in (3.4). And the
transfer function is

-372+2

(z=1)

H(z)= (3.5)

Table 3.1 s-domain equivalences for z-domain loop filter poles [17]

Z-domain pole Limit for z, =1
Yo o r = Yo
7-1, s—s, ' p-a
_ Yo hS+1 r=_Jo | :l(a+ﬂ—2)yo
(Z—Zk)2 (S—Sk)z s 0 ﬂ—a 1 2 —a
# I’282+r18+l’0 r = yo r :l(a"'ﬂ_z)yo
(Z—Zk)3 (S—Sk)3 s> 10 ﬂ—a 1 2 —a
1
r2=Eﬂ3f>a[ﬁ(ﬂ—9)+a(a—9)+4aﬂ+12}
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Then we write this in partial fractions yields

-3 -1

H(z)=——+ (3.6)
z-1 (z-1)
Applying the first row of Table 3.1, we obtain
N -3 —1+0.5s —1+2.55
H(s)=—+ > =— > (3.7)
S S S

Then we had transformed the H(z) to I:|(S) and obtain the new coefficients for

continuous-time SDM.
3.3.2 Effect of Excess Loop Delay

Continuous-time SDMs suffer a problem not seen in discrete-time design. That is
the excess loop delay [18]. Excess loop delay arises because of nonzero delay
between the quantizer clock edge and the time when a change in output bit is seen at
the feedback point in the modulator. It arises because the nonzero switching time of
the transistors in the feedback path. Its effect is severe if the sampling clock speed is

an appreciable fraction of the maximum transistor switching speed.

=

Ts _>| Z-d |<_ Ts

\ 4

Figure 3.5 Illustrations of excess loop delay on NRZ DAC pulse
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Chapter 4

Implementation of Low-Power
Continuous-Time SDM

4.1 Introduction

In this chapter, we will introduce the implementation of a 3™-order
continuous-time sigma-delta modulator. In section 1, we will show the behavior
simulation of the SDM. In section 2, we will discuss the circuit level design of the

SDM. In section 3, we will show the performance and layout of the SDM.
4.2 Behavior Simulation

Figure 4.1 is the system architeeture of third-order continuous-time SDM. Before
the circuit level implementation, we need to simulate the behavior of the system. Here,
we used Simulink to simulate and analysis the system performance. We need to
simulate the third-order SDM in discrete-time domain as discuss above. Then we

transform the coefficients from discrete-time domain to continuous-time domain.

fs
X(S) % azfs a,?,fs_/ — I_ > Y(S)

H pac(s)

Figure 4.1 Third-order continuous-time SDM
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Figure 4.2 Behavior model of third-order SDM

Figure 4.2 is the behavior model.of the thitd-order SDM [19]-[21]. The upper section
is the noise source simulation and the lower:section is the simulation of the SDM. The

time-domain output datas is shewn~in Figure 4.3 -and the plot of power spectrum

00116 0.0116 00117 0.0118 0o1e 0.0118 0m1s 0012 0.012 00121

density is shown in Figure 4.4.

Figure 4.3 Simulation result in time-domain
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4.3 Circuit Level Implementation

From the system level simulation, we can predict and obtain the system
performance roughly. There are many ideal components in the system level simulation.
But for circuit level implementation, there are more detail considerations in the design.
We will discuss the circuit level implementation of each component for the 3-order
continuous-time SDM. For low-power application the single loop architecture as
shown in Figure 4.1 is the preferred structure over cascaded architecture. The reason
is that the single loop topologies do not have stringent specification for the integrator
of the modulator except for the first stage. The advantage of using distributed
feedback is insensitive to parameter variation. And Figure 4.5 is the implementation
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of continuous-time SDM. The modulator consists of three building blocks : a CT loop
filter, a clocked quantizer, and a feedback DAC. The modulator is fully differential
circuit and the filter is implemented using three active RC-integrators. The detail
circuit implementation for each component will be discussed in next several

sub-chapters.

| | |
Vref+—‘\+ o— Viref - Vref+—"\+ 1— Vref- Vref+—‘\+ o— Viref -
Cl1 C2 C3 Clock
Robpaci é _| RDACZé _| Rpacs _| l_
R1 R2 R3 v
: || t+
Vit Int3 It 3> Comrer [
Vout -
R1 R2 R3
Rpaci _| Rpac2 _‘ _| I_
% C1 z 2 RROT (o
\]rcf+—‘/+ o— Vref- Vietr—te * o+ Vief- \/refw“_"/T o+— Vref -
[ | =

Figure 4.5 Implementation of third-order-continuous-time SDM

4.3.1 Integrator

The major contributor of the A modulator overall power dissipation is the first
integrator when using single-loop architecture. Therefore, optimizing the performance
of amplifier for what we need is very important. A proper circuit can save a
substantial amount of power consumption. The specification of the first integrator
influences the overall system performance very much. The finite DC-gain, distortion,
and noise of the first integrator reduce performance of the entire ADCs since these
errors add directly to the input signal. In order to achieve both the high gain and

low-power requirement, a folded-cascode amplifier with simple common-mode
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feedback (CMFB) has been chosen (Figure 4.6) [22]. The CMFB is operated with two

transistors biased in linear region. The open-loop gain and gain-bandwidth (GBW) are

shown as follows:

Gm ~ gmLz

|A/ | = c':'m Rout = gml,z(gm6,7 + gmb6,7)'

ro6,7 (r01,2 || r04,5) ' (gm8,9 I’08,9 rolO,ll)

and

VDD VDD

[ O 'I O
B1
MCFFJ L',V'm Llwo M11 WJ
| | |

g {J oA L}
s \

3
M2 M1 [ fourt+ out$—1_

o]

H
0
|
<
(o]
—]
<
[N
]
o
H

IN+

Figure 4.6 Schematic of implemented amplifier

(4.1)

4.2)

(4.3)

The differential RC-integrator is shown in Figure 4.7. The transfer function of the

RC-integrator is given by [23] :
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H(s)=-

RCs 1, s , 1 (4.4)

GBW GBW-RC

VNG AAN,
VIN- AAAN

Figure 4.7 Differential RC-integrator

In order to achieve a good approximation of the ideal integrator, the term of gain
error 1/(GBW - RC) and phase efror SI=GBW-must beé minimized. Thus, a high amplifier
GBW is required to reduce the intégrator ‘error as shown in Equation (4.4). The
distortion of first integrator influences the overall performance much more than others.
The dominant sources of distortion are the PMOS input pair which is operated in
strong inversion. The third harmonic distortion and power consumption of the first

integrator is [24] :

7.2 )

22
P:vDDvin\/ 1 [L+ 1 j
4Rin ' 9miHD3\ Rin  Rdac (4.6)
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The relationships among the harmonic distortion, the power consumption, input

transconductance ¢,,, input resistance R, , DAC feedback resistance Ry,., and

in »
bias current |, are shown in Equation (4.5) and (4.6). Power consumption can be

reduced to optimum condition by increasing R and R,,. up to the thermal noise

limit. And the larger the input pair transconductance, the less the power dissipation.

The gain-bandwidth and phase-margin plot are shown in Figure 4.8 and the

complete simulation of the amplifier of the amplifier results are shown in Table. 4.1.
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Figure 4.8 Gain-bandwidth and phase-margin of OPAMP

TABLE 4.1 Specification of the first amplifier

Parameters Simulation Result
DC gain 70 dB
Phase Margin 88. 7 degree
Unity Gain Frequency 6.5 Mz
Slew Rate oV/ us
Settling Time 20 ns
Output Swing 0.3V~1.5V
Power Dissipation 4 4V
Technology Standard TSMC 0.18 um 1P6M
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4.3.2 Comparator and Latch

For low-power consideration, a fully symmetrical regenerative comparator
suitable for CT XA ADCs was used [25] [26]. The PMOS input devices are operated in
the linear region. When the clock goes high, the comparator is reset. When the clock
goes low and input voltage VIN+ is higher than VIN-, the current through M1 is
higher than M2. The drain voltage of M5 or M7 is rise up to VDD through a latch and
the drain voltages of M6 and M8 are pulling down to 0 in the same way. So VOUT+
is high and VOUT- is low through an inverter. In the same way the VOUT+ is low and
the VOUT- is high when the input voltage VIN- is higher than VIN+. In order to
increase the output range, we connect the body to the source. The comparator is

shown in Figure 4.9.

VDD

L VIN- ny . VIN+ ’J
— L

|
; | .
Mi1 —| i M |— Mi2
Clock Clock
VOUT- <H s Ve > VoUT+
Mi3 = — Mi4
|
MR1 i e Vi }_| MR2 I
Clock “"l Clock
° o Py ? o o
VSS

Figure 4.9 Schematic of implemented comparator
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In order to lock the output state of the comparator, we need to add a SR-latch
behind the comparator to lock the signal during one clock period. The circuit is shown
in Figure 4.10. The simulation of comparator and SR-latch is shown in Figure 4.11.

The upper plot is the input signal and the lower plot is the output signal of comparator

followed by a SR-latch.

VDD

VIN+ - VIN-
D+ 3
M1l ImM2\ /M3l w4
3 h?L5 >< ) gied

[ ML7 ML8 - —

VSS

Figure 4.10 Schematic of implemented SR-latch
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Figure 4.11 Simulation result of comparator
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4.3.3 Feedback DAC

From view of system level design, the feedback DAC is used to generate signals
to feedback into RC-integrators. The single-bit NRZ feedback DAC is shown in
Figure 4.12 [27]. The feedback DAC has to output pairs of signal when fed
complementary input. For tracking input signal, these output signals are generally
reference voltages. It has four transmission-gate switches with near minimum size.
The switches are controlled by the output state of the SR-latch. The positive reference

voltage (Vref+) is 1.1V and negative reference voltage (Vref-) is 0.5V.

Vref+

MD1 MD2MD3 MD4

Vo- Vit D> < Vie Vor
MD5 MD6| | MD7 MD8

— —

)

Vref-

Figure 4.12 Schematic of feedback path DAC
Figure 4.13 is the simulation result of a feedback DAC. It can be shown that the
feedback DAC will track the input signal (SR-latch output signal) and output the

reference voltages what we need.
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Figure 4.13 Simulation result of a feedback DAC

4.4 Simulation Result

Figure 4.14 is the plot of simulatimj"i'r‘y't-i'r:r'ié‘—dpmain And Figure 4.15 is the plot of
power spectrum of the proposed‘contmudds 1:1m§> SIjM The sampling rate is 2.5 MS/s

and input signal frequency is 4 kHz ThexfaFDR is 72 dB and SNDR is 62 dB.

a .'

Magnitude

Time % 10%

Figure 4.14 Transient analysis of SDM output
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4.5 Layout level design

After the circuit level design, the real physical implementation is referred as the
layout level. There are many detail problems to consider in layout level such as
parasitic effect, component mismatch, noise consideration and ESD protection...etc.
To avoid such problems, we use some technique for layout level design. (1) Use
multi-finger transistors to avoid high gate parasitic resistance. (2) Use component
symmetrization and dummy cell to improve components matching. (3) Use guard ring
to prevent parasitic problems. The layout diagram is present in Figure 4.14 and the

layout size is 0.56x0.56 mm?®.
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Figure 4.16 Diagram of SDM layout
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Chapter 5

Test Setup and Experimental Results

5.1 Introduction

This 3-order continuous-time SDM has been fabricated by TSMC 0.18-um CMOS
Mixed-Signal process with one poly and six mental. In this chapter, we present the
testing environment, including the component circuits on the DUT (device under test)

board and the instruments. The measured results are presented in this chapter, too.

5.2 Measuring Environment

PCB

Power $ Bias and. Reference Board

Supply Voltage Generator

@ A y 4

Voltage > - Clock
Generator > B Generator

] _ » Single-to-
Function 4 Differential
Generator > - Transformer
Output
~ N

/B US/

AN
PC Logic
(Matlab) analyzer

Figure 5.1 Experimental testing setup
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Figure 5.2 The measurement environment
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Figure 5.1 shows the whole'i-meés_liicg'rn'éﬁt- pro'&;'éss and the testing setup used to

measure the performance of the ﬁ?df;éséd7 SDMF igure 5.2 show the measurement
environment. We adopt a PC (for Matlab processing), an oscilloscope, two power
supplies, a function generator and a pulse generator. The testing printed circuit board
(PCB) contains voltage regulator, clock generator, single to differential transformer
circuit, and the DUT. The supply voltages for regulators are supplied by the 9V
batteries and the input signal and clock are provided by the function generators
Agilent 33250A as shown in Figure 5.3. The digital output signals will be fed into the
logic analyzer Agilent 16702B as shown in Figure 5.4. And we can show the output
waveform by the oscilloscope Agilent S4832D as shown in Figure 5.5. Finally, the
data will be loaded into the PC and be analyzed with Matlab to obtain the

specification of the proposed SDM.
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Figure 5.5 Oscilloscope Agilent S4832D
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5.2.1 Power Supply Regulators
The supply voltages are generated by LM317 adjustable regulators as shown in

Figure 5.6. The capacitor C1 is added to improve the transient response and capacitor

C2 is the bypass capacitor. The output voltage of the Figure 5.5 can be expressed as
Vout:1.25-(1+%j-lADJ-R2, (5.1)

where Iap; is the DC current that flows out of the adjustment terminal ADJ of the

regulator [28].

= C2=0.1p
C1=1p =

Figure 5.6 Power supply regulator

5.2.2 Input Terminal Circuit

A function generator can only provide AC component of input signal and the input
signal is single-end. So we need the input terminal circuit which combined single-to-
differential transformer circuit and AC couple circuit as shown in Figure 5.7. Because
we can’t ensure the common mode voltage is that we need, we need the adjustable
resistances to tune the voltages. The operation amplifiers are OP-27 and supplied by
+9V for best operation condition [29].

60



560 4 1k
+H9V ;%;

560 220n <5k
% Il é O Input+
Tk 1.8k
1,*,' RV
I 560 1k
240 ooy Vav
9V
R U g P )
1.8k
\V4 -9V

Figure 5.7 Input terminal circuit

5.3 The Die Photomicrograph, Testing Board, and Pin Configuration

5.9 shows the photograph of g "“- c.';-_ d. Figure 5.10 presents the pin

configuration and lists the pin a%

w

Figure 5.8 Die photomicrograph of the proposed SDM
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14 B2 In Bias Voltage

15 Bl In Bias Voltage

16 NC - No connection

17 VDD - DUT Supply Voltage
18 NC - No connection

Figure 5.10 (a) Pin configuration diagram and (b) Pin assignment
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5.4 Performance Evaluations of SDM

This proposed SDM chip has fabricated by TSMC 0.18 pum technology. It was
powered by 1.8 V supply. A 4 kHz sine wave is applied and the clock rate is 2.5MHz
while the corresponding bandwidth is 20 kHz. The time-domain analysis is measured

by an oscilloscope (Figure 5.11).

Figure 5.11 Measurement result 0f output waveform

Figure 5.12 shows the measured spectrum. The input signal frequency is 4kHz and
the signal bandwidth is 20kHz. The output bit streams can be recorded with a logic
analyzer, so that the data can be processed with MATLAB. The fast Fourier
transformation with 8192 points was used and the Blackman window was applied [30].
Figure 5.13 shows the SNDR versus normalized input signal. The peak SNDR and
DR are 43.2dB and 47dB of -9dB input, respectively. This corresponds to a resolution
of 7 bits. The power consumption is only 0.198mW. The complete measured

performance summary of the third-order SDM is given in Table 5.1.
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Table 5.1 Summary of measured results of the SDM

Specification Measured Results
Signal Bandwidth 19. 84 kHz
Sampling Frequency 2.5 Miz
Dynamic Range 47 dB
Peak SNDR 43.2 dB
Peak SNR 45.3 dB
Resolution T bits
Area 0. 56x0. 56=0. 32 mm’
Power Dissipation @ 1.8V 198 uVW
Technology Standard TSMC 0. 18 «m 1P6M

5.5 Summary

The design of third-order continuous4time:SDM .was completed. It took the design
considerations described in Chapter 3 and Chapter 4 into account. The original
resolution was predicted to achieve F0bits.<Fhe measured result shows that the actual
performance is 7bits. The possible” teasons of performance decay are that the
resistances variation, thermal noise, operation amplifier performance decay, and the
noise of external circuits on the testing printed circuit board. The noise floor of the
input signal is a little large due to the external circuits which are single-to-differential
transformer circuit and AC couple circuit. And the mismatch of input differential
signal is also the possible reason which causes the performance decay. If we could

reduce the number of the external circuits, the performance would be much better.
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Chapter 6

Conclusions

Generally, the continuous-time technique is applied in higher frequency domain.
In order to achieve medium resolution and very low power in audio application
domain, we use continuous-time technique to implement the SDM due to its important
property of very low power consumption. This thesis presents the basic concepts for
SDM including quantization noise, noise shaping strategy, and system overview of
SDM are introduced. After system level simulation for building the behavior model to
understand the characteristics of SDM and determine the specification, the circuit

level and layout level design are presented.

In the thesis, a low power: continuets-time SDM with active RC integrator is
fabricated in TSMC CMOS 0.18 um standard process. The resolution is 7 bits and the
measured power consumption is only 0.198 mW for a 1.8-V supply. The influence of
circuit design parameter and non-ideal effect like amplifier gain bandwidth and
distortion on overall SDM has been studied. As a result, the low power consumption
shows that the continuous-time technique is a good alternative to switched-capacitor

realization.
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