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A Novel and Fast Sleep Transistor Sizing Algorithm by
Using Integral Sensitivity

Student : Shian-Je Shiu Advisor : Dr. Yu-Min Lee

Department of Communication Engineering
National Chiao Tung University

ABSTRACT

As the process technology enter the deep sub-micro era; especially below 90nm, leakage power
has become a major issue due 'to the exponential increase of sub-threshold and: gate leakage current
with CMOS technology scaling. So, how to save leakage power becomes a very important issue.
Many methods of save leakage power have been general developed, and power gating is one of the
most effective methods:

In this thesis, we developed a novel and fast method by using.integral sensitivity to size the
width of sleep transistors. The purposed algorithm has two stages: In the first stage, we solve the
voltage drop of sleep transistors by using Improved Extended Krylov Subspace (IEKS), and in the
second stage, we employ exact time domain solver to replace IEKS. In order to speed up the
optimizing procedure, a multiple sleep transistor simultaneously sizing strategy is also developed.
The experimental results demonstrate that our method outperforms a state-of-the-art method, it can
effective and fast to reach our object.
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Chapter 1

Introduction

1.1 Motivation

Fig. 1.1: Subthreshold leakage current and gate tunneling leakage current

As the process technology scales down to below 90leakage power has become
a major issue. Two major leakage currents are the subthreshold leakage current and the
gate tunneling leakage current, as shown in Fig. 1.1.

Subthreshold leakage current is the drain-to-source current of a transistor when the
transistor is in the weak inversion region [1, 2]. Taking a NMOS transistor for example,

whenV,, < Vj;, andV,, = V4, there is still a current flowing in the channel of the NMOS

1
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transistor due to th&;;, potential. The subthreshold leakage of a MOS can be modeled as

[3]

Loubin = A x el/mvT(Vg—Vs—Vtho—'y’><Vs+ans) % (1 rd 6—Vds/VT)’ (11)
& W 2 1.8 —AVth/nVe
A= UOComL (VT) e € ) (12)
eff

whereV;;,, is the zero bias threshold voltagg; is the thermal voltagey: is the lin-
earizeded body effect coefficient,,, is the gate oxide capacitange, is the zero bias
mobility, andm is the subthreshold swing coefficient of the transistor. In Equation (1.1),
the V,, and I, are exponentially related. Fig. 1.2 also illustrates the relation between
Vs and Ly, [2].

Gate tunneling leakage current is due to an electric field across the oxide coupled
with a low oxide thickness, resulting in the tunneling of electrons from substrate to gate.
The magnitude of the gate tunneling leakage current increases exponentially with the

decrease of gate oxide thicknegs. and the increase of supply voltadgg,;. In deep

2
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Fig. 1.3: Leakage power and dynamic power [5]

submicro VLSlkdesign, the gate oxide thickness scales down as the process technology
scales down. Asthe gate oxide @hiicik;mess deCfeases: it results in increased gate tunneling
leakage current. Insorder to reduce the gate tunneling leakage current, we can use a high-
k dielectric. In addition to using a high-k dielectric, several additional leakage power
reduction techniques have been developed such as MTCMOS (Multi-Threshold CMOS)
and power gating. Power gating is also called sleeping transistor.

According to [4, 6], leakage power is expected to reach more than 50% of the total
power of a chip in the 65nnmechnology. Furthermore, in ASIC system-on-chip VLSI
design, leakage power is catching up with dynamic power, as shown in Fig. 1.3 [5]. Thus
the issue of how to reduce leakage power is becoming a major current issue. Several

useful methods have been proposed, as follows [1].

e Power Gating: When the circuit is in the standby state, the power gating is in the

off state. Hence, the circuit’s leakage current is blocked by the power gating and

3



leakage power is reduced. Otherwise, as the circuit is in the active state, and the
power gating is in the on state, it results in IR drop across the power gating. Hence,

the performance of circuit is degraded.

e Multi-Threshold CMOS (MTCMOS ): MTCMOS is a technology that uses sev-
eral types of transistors with different threshold voltage values. Sleep transistors
have high threshold voltage and transistors in the cluster have low threshold volt-
age. As we increase the threshold voltage of the sleep transistors, it reduces the

diffusion of minority carriers, hence thelleakage power is reduced.

e Body Bias: Whenthe circuit is in the standby state, reverse-body voltage is applied
to transistors'so as to increase the threshold voltage, and then leakage current is

reduced. The threshold voltage of a transistor can be‘calculated as

VTZVT0+7(\/|—2(I)F+VSB| = \/|—2CI)F|)7 (1.3)

whereVgis the threshold voltage fdrsz = 0, ¢ is the body-effect coefficient and
d - is the substrate Fermi potential. According to Equation (1.3), it can be observed
that a reversebias will inerease a transistor’s thresholdwoltage, thus reducing leak-

age current.

This thesis focuses on sleep transistors because they are a useful way to reduce leakage
power. Sleep transistors are an effective method for reducing leakage power. However,
sleep transistors have the drawback of increasing timing delay and the total area of a cir-
cuit. Accordingly, it is desired to minimize the total width of the sleep transistors subject

to meet other circuit constraints, which generates a trade off question. The question can
be written as a problem formulation, which along with our method will be presented in

chapter 3.



1.2 Our Contributions

In this thesis we propose a novel and fast sleep transistor sizing algorithm. The sizing
algorithm has two stages. In the first stage, Improved Extended Krylov subspace (IEKS)
method is utilized to obtain the voltage of the nodes [7, 8], which is a very effective way
to speed up the circuit analysis. We can get a better solution for the width of each sleep
transistor after finishing the first stage, and then enter the second stage. In the second
stage, the exact time domain solver is employed. It is a more accurate solver, it provides
the best sleep transistor candidates for each'sizing step and avoids oversizing. During the
sizing procedure we corisider the global region in the time period, therefore introducing
both cost and integral sensitivity and.also.utilizingsthem to size the sleep transistors. The
experimental results will show that the performance of our method is better than the state-

of-the-art method [4].

1.3 Organization of the Thesis

The rest of this'thesis is organized asfollows: Chapter 2 intraduces the basic concepts
of sleep transistors,and reviews the previous works. .Chapter 3 presents flowchart and
problem formulation,” definition of cost and integral’sensitivity, model order reduction
techniques, the moment of unit pulse waveform, the sizing algorithm and speed up pro-
cedures. Experimental results and conclusions are presented in chapters 4 and 5, respec-

tively.



Chapter 2

Background

In this chapter we first provide & j'for power gating and several power

Virtual Ground

Fig. 2.1: A single sleep transistor

In modern VLSI circuit design, power gating is widely used to reduce leakage power.

6



Power gating also called sleep transistor . Generally, a sleep transistor is connected be-
tween a virtual ground and a ground, as shown in Fig. 2.1. When the logic or clusters
are in the standby mode, the sleep transistor is in the off state, thus blocking the leakage
current of the logic or clusters. When the logic or clusters are in the active mode, the sleep
transistor is in the on state so there is a current through the sleep transistor, and resulting
in an IR drop across the sleep transistor. The IR drop across the sleep transistor increases

the timing delay of circuit, hence the performance of circuit is degraded.

2.2 Basic Formulations of Power Gating

A sleep transistor operates in the linear region when it.is+in the on state. Because the
voltage drop between gate and. drain is bigger than thresholdvoltage, so a sleep transistor
can be modeled as a resistance {13, 14]. Inthe linear region, the current through a sleep

transistor can be formulated as

st

T
I~ MnCom(Tz)(VDD — Vi) Vi, (2.1)

wherey, is the N-mability,C,.. iSthe gate oxide capacitandg; is the threshold voltage

of a sleep transistor/** is the.voltage across thesdrain node and source node of the
sleep transistor, andW; is the width of the sleep transistarFor each sleep transistor,
Equation (2.1) can be reformulated as

1
Wz‘St = E(

st
Iz'

st
Vi

) (2.2)

wherek = 11,C,..(Vpp — Vin)/L can be treated as a constant. In the DSTN design, we
wish the width of sleep transistor to be as small as possible, but if it is not large enough,
the voltage drop across the sleep transistor will be larger than the maximum allowed
voltage drop, and the discharge/charge current of the gate will be reduced. Hence, circuit
performance will be degraded. This is a trade-off question between the sleep transistor

width and the circuit delay. In this thesis, we propose a novel method that not only

7



minimizes the total width of sleep transistors but also meets the maximum allowed voltage

drop constraint. The details will be described in chapter 3.

2.3 Structures of Sleep Transistor

VDD

Module Cluster
!
|

z

Fig..2.2: Module based-design

In this session we introduce three different structures, namely module based design,
cluster based design and distributed sleep transistor network(DSTN) design. In the mod-
ule based design, a module includes several clusters or logic, and the ends of the clusters
are connected by a sleep transistor as shown in Fig. 2.2. The sleep transistors in the mod-
ule based design are controlled by a power management processor (PMP), as shown in
Fig. 2.3 [9]. The general design that can be traced back to [10, 11]. In the cluster based
design, a cluster includes several cells, the end of the cluster is connected to a sleep tran-
sistor as shown in Fig. 2.4. Cluster based design can be found in [12]. In the distributed

sleep transistor network (DSTN) design, a sleep transistor is inserted under a cluster or a

8
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By comparin th dule basetfdes with- the luster a.sed design, we can observe
¥ comparing theCll [nq by igh with: the cluster b g

the maximum mstaméﬂe_gius cﬁ;'rent (MIC) of the mcf.:_JJ.é' ﬁtually less than summation

MIC of the clusters in ﬂlﬂs Fﬁ'hdqle so the total %ce&pfmadule based design is less than

cluster based design if we‘dt! nb"f Cpnsitrbr'ﬁes-ré'élstances of the virtual ground wires.
However, the long virtual ground wires in the module based design increase the IR drop,
which may result in functional failure. In order to avoid this situation, it is necessary to
increase the width of the sleep transistors. On the other hand, in the DSTN design, since
the MIC of each cluster usually does not occur in the same time and all the sleep transis-
tors share all the currents of the clusters, therefore the total area of the sleep transistors is
reduced. The previous works also show that the DSTN design is better than cluster based
design and module based design. Hence, we employ the DSTN design to reduce leakage

current in this thesis.



VDD VDD VDD

Cluster Cluster Cluster

Fig. 2.4: Cluster based design

2.4 Previous Works

In this section weireview theuprevious work: In-[21], module based design was proposed
SO as to use a single sleep transistor for the entire circuit.< In [15], cluster based design
was presented, whereby‘each cluster-has-an individual sleep transistor. In [9], the authors
proposed a novel distributed sleep transistor network (DSTN) such that each cell or cluster
was connected to an individual sleep transistor and the drains of the sleep transistors were
connected together. The experimental results showed that the DSTN design reduced the
area better than the cluster based design. In [9], the authors estimated the total width of the
sleep transistors by Equation (2.3), whél C(C'KT') is the maximum instantaneous
current of the circuit and is an empirical number to consider the effect of the resistances

of the virtual ground lines.5 can be calculated by Equation (2.4), whéyg, is the

10



VDD VDD VDD

Cluster Cluster Cluster

Fig. 2.5: Distributed sleep. transistor network (DSTN)

number of clusters'in the circulit.

s faad .
B=.0.002 * Ny (2.4)

In [16], the authors presented a sleep transistor sizing algorithm which considered timing
criticality and temporal currents. In [14], the authors utilized the DSTN structure and
estimated a tight upper bound of the voltage drop. Recently, the authors in [4] partitioned
the waveform of each cluster into many time frames and then estimated the MIC flowing
through a sleep transistor at each time frame. AlthougiMii€> can be accurately com-
puted for the sizing step, it is time-consuming. Therefore the authors proposed a variable
length partitioning scheme to speed up the procedure, but the total width of the sleep tran-
sistors was increased. In [4], a state-of-the-art method was proposed. The authors just

only consider the maximum instantaneous voltage violation, and reduces the violation.

11



However, our method consider a time period for each node. The different between us is
we consider the global region, [4] just only consider the local region. Finally, the results
show that our method outperform the state-of-the-art method, it will be shown in chapter

4.

12



Chapter 3

Sleep Transistor Sizing Algorithm

In this chapter we present algorithm flowchart and problem formulation, DSTN mod-
eling, definition and ;ealculation of cost and integral sensitivity, model order reduction

techniques and the details of the-two-stage sizing algorithm.

3.1 The Elowchartand Problem:Formulation

In this these, we proposed the sleep transistor sizing algorithm, the algorithm is also
called two-stage sizing algerithm. Before the beginning, we firstly define the drain of
sleep transistaras.node. Fig. 3.1 illustrates the voltage waveferm at nadeherel/s**

is the maximum allowed threshold voltage at ned&“?.is the upper bound voltage at
nodei, V- is the maximum instantaneous voltage violation at noded the yellow

parts of this figure are the cost of nodel he upper bound voltagé“ris employed in the

first stage, it will help us to speed up the sizing procedure and get the initial solution for
second stage.

Generally, the execution time is proportional to the number of independent sources.
when the circuit become large, the runtime will be increase. In order to handle large
circuit design, two-stage sizing algorithm is proposed. The first stage provides a initial
solution for second stage, and the upper bound voltage and model order reduction method
are employed to speed up the all of the sizing procedure. In the second stage, the exact

time domain solver is utilized, it provides the final solution and make sure results are not

13
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Fig. 3.1:/The voltage waveform at node

violation circuit design.. The, proposed two-stage sizing algorithm design flow is shown
in Fig. 3.2. The design flow has two stages. In the_first stage, we utilize model order
reduction to solve the voltage at total nodes and then construct the sizing metric. Next
we size the sleep transistors and ‘update the conductance @at@peating the above
procedure until it meets the upper bound constraint. In the second stage, we employ an
exact time domain solver to replace the model order reduction solver, again repeating the
procedure until it meets the maximum allowed threshold voltage constraint, i.e. meets
the cost constraint. The details will be described in the following sections. Our problem

formulation is as follows:

e Input: Given a set of independent piece wise linear(PWL) current sources, maxi-
mum allowed threshold voltage at each node, the upper bound voltage, and mini-

mum width of sleep transistors.

14



- Size and update G «

v
Solve voltage with N Solve voltage with exact
model order time domain solver
reduction solver
'
Evaluate cost and sensitivity Evaluate cost and sensitivity

'

Meet upper bound _ 'g:)%esttrg?nstt —

constraint - No
; L Yesi |

| -
Size and update G - - -

- -

Fia.’3.2: The flowéﬁart of the hNb-étage sizing algorithm.

e Object: Minimize the total width of sleep transistors subject to meet the maximum

allowed threshold voltageconstraint.

e Output: The width of each sleep transistor and the total width of all the sleep

transistors.

3.2 DSTN Modeling

In the DSTN structure, the virtual ground line and sleep transistor can be modeled as
equivalent resistances, and each cluster is modeled as a time-variant piece wise linear
(PWL) waveform, so the DSTN structure can be transformed into an IR equivalent net-

work as shown in Fig. 3.3. In the IR equivalent circuit, we employ Kirchhoff's Current

15



VDD VDD VDD VDD VDD VDD

cluster

) 0

cluster | cluster

Cluster Cluster | [ Cluster ' Ri

AL AL AL ER“ iR“ ER“

R, : resistance of interconnect

R, : resistance of sleep transistor

Fig. 3.3: The IR equivalent circuit of a DSTN structure

Law (KCL) to the node 2 as show:in Fig. 3.4, whekg; is the resistance of sleep tran-
sistori, V;(t) is the voltage waveform at nodgR;; is the resistance between nodend

nodeyj, and/;(t) is acurrent injected into node We then get anrequation as
L(t) = (Va(t) = Va(0))/Bax+ (Va(t) — Va(#))/ Raz =+ (Va(t) — Vs(t))/ Ras
+ (Va(t) = Vs(t))/ Ros =+ W (8) /Rto- (3.1)

Applying the KCL to each node of this equivalent IR circuit, the behavior of the system

can be expressed by modified nodal analysis (MNA) formulation as

[ 911 912 - . Gin |
g21 G922 . ... Gon Vi(t) I (t)
S s Va(t) I5(t)
= ., (3.2)
Poor e V(1) L
L gnl gn2 gnn ]
whereg;;=(—1/R;;) andg;=(3 1/ R;;). Equation (3.2) can be reformulated as
G(W=)V(t, W) = U(t), (3.3)

16



Fig. 3.4: DSTN equivalent circuit

whereG(Wst)iis the conductance matriXJ(¢) is the vector of current flowing through
sleep transistordy/i(t, W**) is the vector of voltage drop across sleep transistorsvsifid

is the vector of width.

3.3 Definition of Cost

The integral of voltage waveform at nodebove a maximum allowed threshold voltage
Vs is an efficient metric for the performance of each node in the DSTN structure. On
the other hand, the cost at nod@cludes a time period. If we sum the cost of each node,
it can be viewed as global view, the results of global view point is better than local view

point. As shown in Fig. 3.5, the cost of nodlean be defined as

1>

T
ci(W*) /0 maa:(Vi(t,WSt) . i O)dt

N /oT ¢i(t) (Vi(t, W) — V), (3.4)

17



Fig. 3.5: The voltage waveform across a sleep transistor.

whereV;(t, W**) is voltage waveform at-node andW*' is a vector of width. The;(t)
is a waveform which indicates thewvoltageviolationrintervals; for example, there are two
unit pulses withintime intervals{, t5] and [t,1, t22] in"¢;(¢).@s-shown in Fig. 3.5.

The cost of each'node has been defined in Equation (3.4). Hence, the total cost of a

DSTN design can be defined as

c(Wet) 2 > (W), (3.5)

7

Given a set of/*'*’s, eachV;(t, W*') in the DSTN design must be always less théatt,

l.e. the cost of each node must be equal to zero. Hence, Equation (3.5) be equal to zero.

3.4 Definition and Computation of Integral Sensitivity

Integral sensitivity is utilized to size the sleep transistors, because the sensitivity indicates
the effectiveness of sizing the sleep transistor. From global view point, we combine cost

and sensitivity, and then use them to size sleep transistors. Finally, it can get better results.

18



In this work, the integral sensitivity of sleep transisias defined asS;. It can be

written as

oc
S, 2 P (3.6)

wherec is the total cost of DSTN.
To calculate eachy;, firstly, a new functioré(t, W*') is defined as

AW = X [ anVie W - s

i

= 21 /Ot he(6— 1) (Vi ,W*") — V;**)dr, (3.7)

whereh;(t — 7) 2 q;(7).for eachi. It can be observed thatW*') = ¢(T, W*'). Equa-

tion (3.7) can be expressed as the follow vector form.
t
Ct, W) = / T () (Vi Wa) = V) i, (3.8)
0

whereh(t) is afunctional vector with each entiybeing’;(t), andV** is a vector with
each entry equal t&’***. By taking/Laplace transform on both sides of Equations (3.8)

and (3.3), we have

G(W*HV (s, W) =TU(s) (3.9)

é(s, W) =hT(s) (V(s,wst) — Vm) : (3.10)

S
whereé(s, W*'), h(s), V(s) andU(s) are Laplace transforms aft, W*'), h(t), V(t)
andU(t), respectively. From Equation (3.9), we haVe= G~'U, so Equation (3.10)

can be formulated as

- - Stx
¢(s, W*) = h'(s) (G—l(wst)U(s)—V ) (3.11)
S
Therefore,
oc 0G =~
— _hT —1
aM/Z'st G aI/VistV
- . 0G -~
aT
\Y% aWstV’ (3.12)

7
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whereV is the Laplace transform of the solution of original MNA equations, ¥ids

the solution of adjoint MNA equations in tiedomain, i.e.

GV =T, (3.13)

GTVe = —h. (3.14)

Finally, the sensitivity of:(W*") with respect to an arbitrary parameté¥’ is equal

to

De(W*)  Qé(t, W)

8I/Vft L § aVVist il
T 0G
= VaT t — .
| vere—m) e e
T
= Ii/ Ve 2 2 Wi )dr (3.15)
0

In order to cal€ulate eachc(W*")/aW:*, we need to know the waveforms &f“(t)

andV (¢) whicheean be ‘done by applying the trapezoidalintegral approximation to Equa-
tions (3.13) and«(3.14) in the time demain, solving them easily with only two forward/backward
substitutions at gach time step. .After solving_the waveform¥&(ft) andV (¢) at each

time step, we utilize Riemann’s sum to estimate the sleep transistor sensitivity. In this
thesis, we employ the.madel order reduction method to"solve the matrix problem in the
first stage because it is faster than the exact time domain solver. Details will be described

in the next section.

For the reader’s information, thig:; (W*") /01V* can be obtained by the above proce-
dure,i is from one to the total number of nodes. Becausedthew ") /oW is smaller
thanoc(W+t) /oW, if we employ thedc;(W*') /0W to size sleep transistoisit might
result in oversizing, hence we utilize tloe(W+*") /0 to size the sleep transistors,

thereby obtaining better results.

20



3.5 Model Order Reduction Method

In this section we introduce model order reduction techniques which have proven to be
very efficient for speeding up circuit analysis [7, 8]. IEKS (Improved Extended Krylov
Subspace) method is one of these. IEKS was developed in [8], and it does not need to
perform moment shifting for source waveform modeling. The major advantage of IEKS
method is that its runtime is not proportional to the number of independent sources. Since
the DSTN structure contains many current sources, our sensitivity computation is coupled
with IEKS-based order reductiomsapproach so that it can handle large scale DSTN design.
In [7, 8], the authors analyzed circuits with piece wise linear (PWL) waveforms. In the
present study we net only.analyze circuits.with PWL waveforms but also analyze circuits
with several unitjpulse waveforms. In section 3.5.2, we will/describe how to calculate the

moment with several unit pulse waveform.

3.5.1 Improved Extended Krylov Subspace Methad(IEKS)

In Equation (3.3) we employ.Laplacetransformation on both sides and then Gb%@m) =
U(s), whereV (s) andU(s) are Laplace. transformi-df (t) andUg(t). After calculating

the moment, the orthonormal ba3{sof its extended Krylov subspace can be calculated.
We then employ this basic to construct its order-reduced model by projecting the original
system onto this subspace via congruent transformation. The reduction matrix will be
calculated byG = XTGX, V = XTV, U = XTU. The dimension of this new system

is smaller than original system because the rankidé smaller tharG. Therefore the
runtime is much less than the original circuit. Next we set up the system equations of re-
duced circuit and utilize the fast simulation method in [17] to get the waveforfﬁ(o)‘.

Then V(t) is projected back to the original space to provide the approximate solution,

V(t) ~ XV(t) . Details of IEKS reduction procedure can be found in [6].
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Fig. 3.6: A waveform contains several unit pulses

3.5.2 The Mament of Several Unit-Pulses Waveform

In order to calculate the orthonormal ba3s we need to firstly compute the moment
form waveform. In [7, 8], thejauthors analyzed the circuit with piece wise linear (PWL)
waveform. Now, we analyze the circuit with several unit pulses waveform in this session.
Given a circuit with several unit pulses waveform, we can derivate the moment of the
waveform. A unit pulse after shifting can be viewed as a unit step function after shifting
subtracts another unit step function after shifting (if) is composed of N unit pulses as
shown in Fig. 3.6, the details derivate as follows:

h(t) = Zu(t — tin) —u(t — tiz), (3.16)

i=1
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whereu(t) is a step function and(t — ¢;) is a is a unit step function after shiftirtig We

take Laplace transformation on both sides and than have

L{h(t)} = é (est“ ) 62&2)
1

_ i (_1)l i (til . tiQ Sl_1> (3 17)
2\ ’ '

whereupon we leli='m + 1.and thus obtain

i Z (ti téZ Sl_1> . i ( m+l Z (tm—H - tm+1 Sm) (3 18)
=1 i=1 ! m=0 o W (m£1)! . .
Therefore, then-th moment ofi(¢) can be calculated by

B =1 27— 3.19
;( m+1). ) ( )

wherem is them-th'moment. Fig. 3.7 shows the proposed moment calculation algorithm.

3.6 Two-Stage Sizing Algorithm

As shown in Fig. 3.4, the DSTN design optimization problem can be expressed as the

following problem formulation.

“Given an IR circuit shown in Fig. 3.4 with a set of independent PWL current sources

and the maximum allowed threshold voltage at each node, the problem is to simultane-

ously minimize the total width of sleep transistors and meet the maximum allowed thresh-

old voltage constraints.”

The flowchart of sizing algorithm is shown in Fig. 3.2, and its details are shown in

Fig. 3.9. Our sizing algorithm has two stages. To speed up the optimization procedure,
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Moment Calculation Algorithm
Input  : Awaveformh(¢) contains

N unit pulses{(t11,t12), (t21,t22) - - -, (tn1,tN2)
Output :hy,, = {h1, hs, ..., Ay, }, the first m moments of the sourbét).

1 Begin

2 Fori=1:m

3 moment = 0

4 Forj=1:N

5 moment+ = t;an — tj";rl
6 End For

7 Fork=1:(m+1)

8 moment = mement
9 End For

10 f (m+1)%2=10
11 h; = moment

12 Else

13 h; = —moment
14 End For

15 End.

Fige3.7: Moment calculatien algorithm for the pulse waveform.

in the first stage 'we use IEKS reduction methodte approximate the solution of the equiv-
alent DSTN circuit with-many independent.time-variant PWL current sources, and then
calculate the selution of the adjoint system of this .equivalent circuit with many indepen-
dent pulse waveforms: Afterthat, the cost of each node and the integral sensitivity of each
sleep transistor are'.computed,“as shown in sections 3.3 and sections 3.4. To potentially
zero the cost of the selected sleep transistors and also minimize the increased width of a

DSTN, W/ is computed as

C;

add
Wi - § ;
7

(3.20)

wherec; is the cost of node, andsS; is the integral sensitivity of sleep transistor

By the above sizing method the new width of sleep transisb@comes
I/Vinew — VViOld + I/Viadd. (321)

In the sizing procedure of transistor the influence of sizing sleep transistors
greater than sizing the other sleep transistors. So if md@es maximuni/; - the

best method to reduce the cost of nads to size the sleep transistar In our method,
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we choose the sleep transistor with maximUfi**-**° to size, hence the sleep transistor
oversizing issue is alleviated. However, the conductance matrix and its LU decomposi-
tion need to be recalculated after each sizing step. This recalculation procedure is time-
consuming. To reduce the number of recalculation steps, several sleep transistors are
simultaneously sized instead of only one sleep transistor. The details will be described
in the next section. The above procedure is repeated until the maxirfurir’ of the

sleep transistors plug*** is less than the upper bound voltaige’.

In the second stage, an accurate and efficient time domain solver [17] is used to cal-
culate the cost function and, its sensitivity. The procedure presented in the first stage is
repeated until the total costis-equal to zero. Fig. 3.8 shown the voltage waveform of node
i in the sizing procedure from beginning to end. Fig. 3.8 (a)and Fig. 3.8 (b) show the
voltage variable. at nodein the first stage. Fig. 3.8 (C) illustrates it meets upper bound
voltage constraint, and then starting the second stage. Fig. 3.8 (d) shows the cost of node
i is equal to zero.

The total width of sleep transistors and the execution time ofithe proposed two-stage
sizing algorithm+are dependenton the valugf in the first stage. From the experi-
mental results shown that it can be observed that the execution time is reduced when we
decreasé/"?. This is because.lEKS method is faster than the time domain solver [17].
On the other hand, the total width of sleep transistors is reduced when we choose a larger

VP, This is because the time domain solver [17] is more accurate than IEKS method.

3.7 Speed Up

In the sizing procedure, as runtime is increased with the circuit become large. In order to
decrease the runtime of circuit analysis, we also proposed the speed up method for sizing
sleep transistors.

In our algorithm, after solving the voltage of nodes at each time step, we then choose

the sleep transistarwith the maximumy/;™*-v and size its width. Finally we update
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conductance matrixs, then repeat above procedure until meet cost constraint or upper
bound voltage constraint. When we solve voltage of nodes at each time step, we need to
perform LU decomposition, this is time-consuming so we modify our algorithm. First,
we calculate thé/**-v> of each sleep transistor. Then, these values are sorted into
descending order. After that, the fitStsleep transistors are chosen for sizing. It can be
observed in the experimental results that increadingan reduce the execution time, but

the total width will increase a little.

3.8 Discussion

In the chapter, we have proposed the two-stage sizing algerithm by using cost and integral
sensitivity. In the first stage, model order reduction mthodis empoly because it can speed
up the analysis'of large circuits:“On:the other hand, the.upper bound voltage is employed
in the first stage; it can decide the runtime of:all sizing proceduresand total width of sleep
transistor. If the upper bound voltage.is increased, the runtime of first stage is decrease,
and the runtime_of second;stage’is ncreased. This is because.it quickly meets the upper
bound constraintin the first.stage, then break the-first stage and starting the second stage.
In the second stage, exact time domain is utilized, it can solve the exact solution and make
sure that final solution is not vielation the circuit constraint, but it is time-consuming.
That is why increase upper bound voltage will“increase total runtime. Comparing the
performance of using two stage with using only the second stage, the runtime of the latter
is more than the former, the experimental results will be seen in the next chapter, and it
will show that our two-stage sizing algorithm can handle large circuits efficiently. In [4],

a state-of-the-are method has been proposed, the authors just only consider the maximum
ymaz—vio gt nodei and then reduce the maximuri™**-v°_ In our method, on the other

hand, we consider not only the cost of time peribdbut also consider the total cost of

the nodes, i.e. we consider the global region. From the global view point, our method is

outperform [4]. The experimental results will show our method is better than [4] in next
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chapter.
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Fig. 3.8: (a)The voltage waveform of nodén the first sizing stage. (b) Thgm*-vi
of node: was reduced. (c)The voltage waveform of nade the second stage. (d) The
ymaz—vio of nodei is equal to zero.
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Two-Stage Sizing Algorithm

Input : The numbers of sleep transistor K, the numbers of slected
sleep transistors N, the upper bound volt&ge,
the maximum allowed threshold voltagg'* for each node,
and minimum width of sleep transistors.

Output : Total width of sleep transistors.

1 Begin

2 Construct conductance matiix

3 FIRST STAGE

4 While

5 Solve voltage at each time step with IEKS method
6 Sortl"4*=v% from maximum to minimum

7 Fore=1:N

8 Estimate cost and sensitivity-for node

9 End For

10 If don’t meet.upper bound voltage constraint
11 Select first N nodes:in this order

12 Fori=1:N

13 Wiadd i o g_ii=> Winew . WiOld e Wiadd
14 End For

15 Update conductance matnix

16 End If

17 Else Break

18 End While

19 SECOND . STAGE

20 While

21 Solvevoltage at each time step with exact time domain solver
22 Sort V;ma®-vio from maximum to minimum

23 Fori=1:N

24 Estimate cost and sensitivity for node

25 End For

26 If don’t meet total cost constraint

27 Select first N nodes in this order

28 Fori=1:N

29 Wiadd — %:> Winew — WiOld + Wiadd
30 End For '

31 Update conductance matrix

32 End If

33 Else Break

34 End While

35 End.

Fig. 3.9: The two-stage sizing algorithm.
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Chapter 4

Experimental Results

The two-stage sizing algorithm is implemented in C#+ language on a processor 3.2GHZ
HP workstation with 82GB memory. The test circuits arestandomly generated, and the
numbers of nodes.are from 400-t0-5000. In the test circuit,;the waveform of each cur-
rent source contains several-triangle waves with'peak value randomly generated between
0.1mAand 5mA. OurVpp IS set to 1.3V, and.the:maximum allowed threshold voltage

is set to 0.065V, which 5% of the Vp .= The virtual ground resistances are randomly
generated from10 to 2052. Time periddis partitioned into 100 time steps.

The plots shawn in Fig. 4.1 and Fig. 4.2 are the results for the test circuit with 2500
nodes. Fig. 4.1 illustrates the ‘relation between the total width of sleep transistors, the
upper bound voltag®™? and the numbelV of selected sizing sleep transistors. It can
be observed that the total width decreased/&sincreases otV decreases. Fig. 4.2
illustrates the relation between the runtime, the upper bound volt&gand the number
N of selected sizing sleep transistors. It can be observed that the runtime decreases as

V¥ decreases aV increases.
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Circuit Area (Width) um

[4] Two-Stage Sizing Algorithm

no. of nodes no. of time frames no. of selected transistors (N)
TP V-TP 1 | 4% of sleep transistors
400 558.0900, 1919.5600] 556.3900 556.7100
900 | 1162.4500 4565.2600 1158.6300 1159.4300
1225| 1611.50000 6258.1000 1607.6300 1609.2400
1600 | 2045.8400 8952.9100 2038.0000 2043.2000
2025| 2595.4100 11137.3000 2588.6300 2591.5400
2500| 3191.0800 14893.6000 3179.9300 3183.6300
5000| 6179.0300 32326.2000 6158.7500 6173.1900
Total | 17343.4100 80052.9300 17287.9600 17316.9400

Table 4.1:Total width comparison fortwe-stage method and [4]

Circuit Theratio of-width

[4] Two-Stage Sizing Algorithm

no. of nodes|{ no. of time frames|.no. of'selected transistors (N)
TP V-TP 1| 4% of 'sleep transistors

400 (| 1.0025| 3.4481|.0.9994 1.0000
900 | 1.0026| 13:9375|0.9994 1.0000
1225 1.0014| 3.8889| 0.9990 1.0000
1600| 1.0013| 4.3818| 0.9975 1.0000
2025| 1.0015| 4.2976, 0.9989 1.0000
2500 | 1.0023| _4.6782| 0.9988 1.0000
5000 | 1.0009| 5.2365{0.9977 1.0000
Avg..|| 1.0018|. “4.2669|-0.9986 1.0000

Table 4.2:The ratio of width for two-stage method and [4].

In order to demonstrate thatitwo-stage sizing-algorithm is better than the state-of-the-
art method [4], we also implement the method" [4]. In Tables 4.1 and 4.2, the TP is
the sizing method by using the uniform time frame partition proposed by [4] with 100
time frames, and the V-TP is the sizing method by using the variable time frame partition
developed in [4] with 10 time frames. In our method, ih¥ is set to be 0.2V in the first
stage, and the number of selected sleep transistors o #¥¢ total sleep transistors.

Table 4.1 and Table 4.2 demonstrates that the total width of the proposed sizing algo-
rithm outperforms both the TP and V-TP methods. In fact, the total width of our two-stage
sizing algorithm is slightly less than the TP for each test circuit, and the total width of V-

TP averages over four times that of our proposed method. Table 4.3 and Table 4.4 show
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Circuit Runtime (s)

[4] Two-Stage Sizing Algorithm

no. of nodes no. of time frames no. of selected transistors (N)
TP V-TP 1 | 4% of sleep transistors
400 7.4900 3.0400 102.7400 6.9500
900 42.2700| 17.7900 665.3200 18.6400
1225 83.9400| 34.9500| 1279.7700 26.1600
1600 173.8900 80.5900| 2601.6200 44.4700
2025 444.7400 173.3200, 6353.0800 71.8400
2500 1068.8400 269.9600f 14391.0000 101.2900
5000| 9876.9500 2764.0900 153513.0000 749.2800
Total | 11698.1200 3343.7400] 178906.5000 1018.6300

Table 4.3:Runtime’ comparison for two-stage method and [4].

Circuit Theratio of runtime

[4] Two-Stage Sizing Algorithm

no. of nodes|. no..of time frames|.no. of selected transistors (N)
TP V-TP 1 | 4% of sleep transistors

400 (- 1.0777| 0.4374| .14.7827 1.0000

900| 2.2677| 0.9544| 35.6931 1.0000
1225| 3.2087| 1.3360| 48.9209 1.0000
1600| 3.9103| 1.8122| 58.5028 1.0000
2025| 6.1907| 2.4126|.88.4337 1.0000
2500 | 10.5523| 2:6652| 142.0772 1.0000
5000 | 13.1819| 3.6889{204.8807 1.0000
Avg. ||° 5.7699]. 1.9909| -84.7558 1.0000

Table 4.4:The ratio of runtime for two-stage‘method and [4].

In Table 4.4, comparing TP or V-TP with two-stage method, it can be observed as the

Table 4.5 shows that the total width obtained using only the second stage is less than

reasonably effective methodology.

that two-stage sizing algorithmis faster than both the TP and V-TP methods, specifically
averaging 5.77 xfaster than the TP and 1.99%aster than the V-TP.

circuit become large, the ratio of runtime increases. We moreover compare, using our
method, sizing based on selecting only one sleep transistor relative to resizing based on
selecting 4%of the total sleep transistors. It is found that the total width of the former

is less than the latter, but the run time of the latter is 84.7&ster than the former. Itis

thus shown that selecting multiple sleep transistors for concurrent sizing is a very fast and
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Circuit Area (Width) um
Only execution in second stage Two-Stage Sizing Algorithm
no. of nodes no. of selected transistors (N) no. of selected transistors (N)

1 | 4% of sleep transistors 1| 4% of sleep transistors

400 556.0700 556.1500, 556.3900 556.7100

900 || 1157.6400 1157.9000 1158.6300 1159.4300,
1225| 1605.8300 1606.1600 1607.6300 1609.2400,
1600 || 2036.4800 2037.2300 2038.0000 2043.2000
2025| 2586.2000 2586.6700 2588.6300 2591.5400
2500| 3177.5600 3178.3000 3179.9300 3183.6300
Total | 11119.7800 11122.4100 11129.2100 11143.7500

Table 4.5:Total width comparison for two-stage method and only execution in second stage.

Circuit Theratio of.width

Only execution in second stage Two-Stage Sizing Algorithm

no. of nodes|| no.of selected transistors (N) no. of selected transistors (N)
1 | 4% of sleepstransistors 1 | 4% of sleep transistors

400 || 0:.9988 0.9989| 0.9994 1.0000

900 |I"0.9984 0.99861 0:9993 1.0000
12251"0.9979 0.9981| 0.9990 1.0000
1600] 0.9967 0.99711 0.9975 1.0000
2025 0.9979 0.9981| 0.9988 1.0000
25004 0.9981 0:9983| 0.9988 1.0000
Avg.|'0.9980 0.9982| 0.9988 1.0000

Table 4.6:Theratio.of width foritwo-stage method and only execution in second stage.

when using the full two stage sizing method. This is because the exact time domain solver
provides a best candidate for ehoosing and sizing sleep.transistors. Hence, the total width
can be reduced. Table 4.7 shows that the two stage sizing method is faster than using only
the second stage. It also reveals that model order reduction is an effective method for
circuit analysis. In Table 4.8, it can be observe that comparing only execution in second
stage with two-stage method, as the circuit become large, the ratio of runtime increases.
Finally, memory usage of our method is compared with [4], showing that the memory

usage of our method is more than [4], with the results shown in Table 4.9.
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Circuit Runtime (s)
Only execution in second stage Two-Stage Sizing Algorithm
no. of nodes no. of selected transistors (N) no. of selected transistors (N)
1 | 4% of sleep transistors 1 | 4% of sleep transistors
400 155.3800 8.7600, 102.7400 6.9500
900 989.7800 27.9500, 665.3200 18.6400
1225| 1884.7800 39.5800( 1279.7700 26.1600
1600| 3512.2200 70.3600| 2601.6200 44.4700
2025 | 7579.9400 150.9600[ 6353.0800 71.8400
2500 20668.500 213.8300] 14391.0000 101.2900
Total | 34790.6000 511.4400| 25393.5300 269.3500

Table 4.7:Runtime comparison fortwe-stage method and only execution in second stage.

Circuit Theratio of runtime
Only.execution in second stage - Two-Stage Sizing Algorithm
no.of nodes|| no.of selected transistors (N) no. of selected transistors (N)
1 | 4% of sleep transistors 1| 4% of sleep transistors

400 | 22.3568 1.2604| ,14.7827 1.0000

900 || . 53.0998 1.4995, '35.6931 1.0000
1225..72.0481 1.5129| 48.9208 1.0000
1600 ||;=78.9795 1.5821| 58.5028 1.0000
2025 |1105.5114 2.1013| 88.4337 1.0000
2500 |1204.0527 2.1111| 142.0772 1.0000
Avg. || 789.3414 167 79{=64+7 3508 1.0000

Table 4.8:The ratio of runtime for two-stage method and only execution in second stage.
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Fig. 4.1: Total width relation between the number of selected sleep transistors and the
upper bound voltage.
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Fig. 4.2: Runtime relation between the number of selected sleep transistors and the upper
bound voltage. The X is the execution.time;

Circuit Memory(MB)
(4] Two-Stage Sizing Algorithm
no. of nodes|| no. of time frames| no. of selected transistors (N
TP V-TP 1 | 4% of sleep transistor:
400| 1.18 2.68| 3.82 3.98
900 4.62 3.92| 6.45 6.54
1225| 5.66 470 8.09 8.21
1600| 7.06 5.81| 10.51 10.06
2025| 8.40 6.82| 12.61 11.90
2500 10.09 8.12| 14.56 14.76
5000 | 19.00 8.89| 26.03 27.71

U

Table 4.9:Memory usage comparison.
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Chapter 5

Conclusion

In this thesis, we have presented a novel approach to size sleep transistors. In order to
speed up circuit analysis, we employ model order reduction. to solve voltage drop of sleep
transistors, and select more than;one sleep transistor to sizesin a loop, this can effective
reduce execution time. On the-otherhand; we combine the cost and integral sensitivity
and utilize them to size sleep transistor. In global.view point,the apswer of it is better than
local view point, so the experimental results show that our total width of sleep transistors

Is less than [4], and executiontime is-faster than [4].
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