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摘 要       

 

隨著製程進入深次微米時代，特別是在 90 奈米以下，因為互補式金屬氧化物半導體(CMOS) 

 

隨科技進步尺寸縮小，次臨界電流及閘漏電流呈指數增加，漏電功率已經變成主要的議題。所 

 

以，如何節省漏電功率變成很重要的議題。節省漏電功率的方法已經廣被發展，而電源閘是眾 

 

多有效方法的其中之一個。 

 

在本篇論文裡，我們發展出一個新穎且快速的方法經由利用積分型的靈敏度去調整睡眠電 

 

晶體的尺寸。我們提出的演算法分為兩個階段。在第一個階段，我們利用改善卡洛夫子系統法 

 

(IEKS)解睡眠電晶體上的跨壓，在第二個階段則用正確的時域解取代改善卡洛夫子系統法 

 

(IEKS)。為了加速整個最佳化的過程，我們也發展出同時選取多個睡眠電晶體來調整。最後的 

 

實驗結果顯示我們的方法勝過目前已知最好的方法，它可以有效且快速的達到我們要的目標。 
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ABSTRACT 

 
As the process technology enter the deep sub-micro era, especially below 90nm, leakage power  

has become a major issue due to the exponential increase of sub-threshold and gate leakage current  
with CMOS technology scaling. So, how to save leakage power becomes a very important issue. 
Many methods of save leakage power have been general developed, and power gating is one of the 
most effective methods. 

In this thesis, we developed a novel and fast method by using integral sensitivity to size the 
width of sleep transistors. The purposed algorithm has two stages. In the first stage, we solve the 
voltage drop of sleep transistors by using Improved Extended Krylov Subspace (IEKS), and in the 
second stage, we employ exact time domain solver to replace IEKS. In order to speed up the 
optimizing procedure, a multiple sleep transistor simultaneously sizing strategy is also developed. 
The experimental results demonstrate that our method outperforms a state-of-the-art method, it can 
effective and fast to reach our object.  
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Chapter 1

Introduction

1.1 Motivation

Gate

DrainSource

N +N +

P Substrate

Isubth

Igate

Fig. 1.1: Subthreshold leakage current and gate tunneling leakage current

As the process technology scales down to below 90nm, leakage power has become

a major issue. Two major leakage currents are the subthreshold leakage current and the

gate tunneling leakage current, as shown in Fig. 1.1.

Subthreshold leakage current is the drain-to-source current of a transistor when the

transistor is in the weak inversion region [1, 2]. Taking a NMOS transistor for example,

whenVgs < Vth andVds = Vdd, there is still a current flowing in the channel of the NMOS
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log subthI

gsV
thV

Fig. 1.2: The relation betweenIsubth andVgs

transistor due to theVds potential. The subthreshold leakage of a MOS can be modeled as

[3]

Isubth = A × e1/mvT (V g−V s−V th0−γ′×V s+ηV ds) × (1 − e−V ds/VT ), (1.1)

A = u0Cox
W

Leff

(VT )2e1.8e−∆V th/ηVT , (1.2)

whereVth0 is the zero bias threshold voltage,VT is the thermal voltage,γ′ is the lin-

earizeded body effect coefficient,Cox is the gate oxide capacitance,µ0 is the zero bias

mobility, andm is the subthreshold swing coefficient of the transistor. In Equation (1.1),

theVgs andIsubth are exponentially related. Fig. 1.2 also illustrates the relation between

Vgs andIsubth [2].

Gate tunneling leakage current is due to an electric field across the oxide coupled

with a low oxide thickness, resulting in the tunneling of electrons from substrate to gate.

The magnitude of the gate tunneling leakage current increases exponentially with the

decrease of gate oxide thicknessTox and the increase of supply voltageVdd. In deep

2



Fig. 1.3: Leakage power and dynamic power [5]

submicro VLSI design, the gate oxide thickness scales down as the process technology

scales down. As the gate oxide thickness decreases, it results in increased gate tunneling

leakage current. In order to reduce the gate tunneling leakage current, we can use a high-

k dielectric. In addition to using a high-k dielectric, several additional leakage power

reduction techniques have been developed such as MTCMOS (Multi-Threshold CMOS)

and power gating. Power gating is also called sleeping transistor.

According to [4, 6], leakage power is expected to reach more than 50% of the total

power of a chip in the 65nmtechnology. Furthermore, in ASIC system-on-chip VLSI

design, leakage power is catching up with dynamic power, as shown in Fig. 1.3 [5]. Thus

the issue of how to reduce leakage power is becoming a major current issue. Several

useful methods have been proposed, as follows [1].

• Power Gating: When the circuit is in the standby state, the power gating is in the

off state. Hence, the circuit’s leakage current is blocked by the power gating and

3



leakage power is reduced. Otherwise, as the circuit is in the active state, and the

power gating is in the on state, it results in IR drop across the power gating. Hence,

the performance of circuit is degraded.

• Multi-Threshold CMOS ( MTCMOS ): MTCMOS is a technology that uses sev-

eral types of transistors with different threshold voltage values. Sleep transistors

have high threshold voltage and transistors in the cluster have low threshold volt-

age. As we increase the threshold voltage of the sleep transistors, it reduces the

diffusion of minority carriers, hence the leakage power is reduced.

• Body Bias: When the circuit is in the standby state, reverse-body voltage is applied

to transistors so as to increase the threshold voltage, and then leakage current is

reduced. The threshold voltage of a transistor can be calculated as

VT = VT0 + γ(
√
|−2ΦF + VSB| −

√
|−2ΦF |), (1.3)

whereVT0 is the threshold voltage forVSB = 0, γ is the body-effect coefficient and

ΦF is the substrate Fermi potential. According to Equation (1.3), it can be observed

that a reverse bias will increase a transistor’s threshold voltage, thus reducing leak-

age current.

This thesis focuses on sleep transistors because they are a useful way to reduce leakage

power. Sleep transistors are an effective method for reducing leakage power. However,

sleep transistors have the drawback of increasing timing delay and the total area of a cir-

cuit. Accordingly, it is desired to minimize the total width of the sleep transistors subject

to meet other circuit constraints, which generates a trade off question. The question can

be written as a problem formulation, which along with our method will be presented in

chapter 3.
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1.2 Our Contributions

In this thesis we propose a novel and fast sleep transistor sizing algorithm. The sizing

algorithm has two stages. In the first stage, Improved Extended Krylov subspace (IEKS)

method is utilized to obtain the voltage of the nodes [7, 8], which is a very effective way

to speed up the circuit analysis. We can get a better solution for the width of each sleep

transistor after finishing the first stage, and then enter the second stage. In the second

stage, the exact time domain solver is employed. It is a more accurate solver, it provides

the best sleep transistor candidates for each sizing step and avoids oversizing. During the

sizing procedure we consider the global region in the time period, therefore introducing

both cost and integral sensitivity and also utilizing them to size the sleep transistors. The

experimental results will show that the performance of our method is better than the state-

of-the-art method [4].

1.3 Organization of the Thesis

The rest of this thesis is organized as follows. Chapter 2 introduces the basic concepts

of sleep transistors and reviews the previous works. Chapter 3 presents flowchart and

problem formulation, definition of cost and integral sensitivity, model order reduction

techniques, the moment of unit pulse waveform, the sizing algorithm and speed up pro-

cedures. Experimental results and conclusions are presented in chapters 4 and 5, respec-

tively.
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Chapter 2

Background

In this chapter we first provide a basic background for power gating and several power

gating structures. After that we survey the previous work.

2.1 Basic Concepts of Power Gating

VDD

Cluster

Sleep Transistor

Virtual Ground

Fig. 2.1: A single sleep transistor

In modern VLSI circuit design, power gating is widely used to reduce leakage power.

6



Power gating also called sleep transistor . Generally, a sleep transistor is connected be-

tween a virtual ground and a ground, as shown in Fig. 2.1. When the logic or clusters

are in the standby mode, the sleep transistor is in the off state, thus blocking the leakage

current of the logic or clusters. When the logic or clusters are in the active mode, the sleep

transistor is in the on state so there is a current through the sleep transistor, and resulting

in an IR drop across the sleep transistor. The IR drop across the sleep transistor increases

the timing delay of circuit, hence the performance of circuit is degraded.

2.2 Basic Formulations of Power Gating

A sleep transistor operates in the linear region when it is in the on state. Because the

voltage drop between gate and drain is bigger than threshold voltage, so a sleep transistor

can be modeled as a resistance [13, 14]. In the linear region, the current through a sleep

transistor can be formulated as

Ist
i ≈ µnCox(

W st
i

L
)(VDD − Vth)V

st
i , (2.1)

whereµn is the N-mobility,Cox is the gate oxide capacitance,Vth is the threshold voltage

of a sleep transistor,V st
i is the voltage across the drain node and source node of the

sleep transistori, andW st
i is the width of the sleep transistori. For each sleep transistor,

Equation (2.1) can be reformulated as

W st
i =

1

k
(
Ist
i

V st
i

), (2.2)

wherek = µnCox(VDD − Vth)/L can be treated as a constant. In the DSTN design, we

wish the width of sleep transistor to be as small as possible, but if it is not large enough,

the voltage drop across the sleep transistor will be larger than the maximum allowed

voltage drop, and the discharge/charge current of the gate will be reduced. Hence, circuit

performance will be degraded. This is a trade-off question between the sleep transistor

width and the circuit delay. In this thesis, we propose a novel method that not only

7



minimizes the total width of sleep transistors but also meets the maximum allowed voltage

drop constraint. The details will be described in chapter 3.

2.3 Structures of Sleep Transistor

Cluster

VDD

Module

Fig. 2.2: Module based design

In this session we introduce three different structures, namely module based design,

cluster based design and distributed sleep transistor network(DSTN) design. In the mod-

ule based design, a module includes several clusters or logic, and the ends of the clusters

are connected by a sleep transistor as shown in Fig. 2.2. The sleep transistors in the mod-

ule based design are controlled by a power management processor (PMP), as shown in

Fig. 2.3 [9]. The general design that can be traced back to [10, 11]. In the cluster based

design, a cluster includes several cells, the end of the cluster is connected to a sleep tran-

sistor as shown in Fig. 2.4. Cluster based design can be found in [12]. In the distributed

sleep transistor network (DSTN) design, a sleep transistor is inserted under a cluster or a

8



Module

Module
Module

Module

Module

Module

PMP

Fig. 2.3: Power management processor

cell, and the drains of these sleep transistors are connected together as shown in Fig. 2.5.

By comparing the module based design with the cluster based design, we can observe

the maximum instantaneous current (MIC) of the module is actually less than summation

MIC of the clusters in the module, so the total area of module based design is less than

cluster based design if we do not consider the resistances of the virtual ground wires.

However, the long virtual ground wires in the module based design increase the IR drop,

which may result in functional failure. In order to avoid this situation, it is necessary to

increase the width of the sleep transistors. On the other hand, in the DSTN design, since

the MIC of each cluster usually does not occur in the same time and all the sleep transis-

tors share all the currents of the clusters, therefore the total area of the sleep transistors is

reduced. The previous works also show that the DSTN design is better than cluster based

design and module based design. Hence, we employ the DSTN design to reduce leakage

current in this thesis.

9



VDD

Cluster

VDD

Cluster

VDD

Cluster

Fig. 2.4: Cluster based design

2.4 Previous Works

In this section we review the previous work. In [11], module based design was proposed

so as to use a single sleep transistor for the entire circuit. In [15], cluster based design

was presented, whereby each cluster has an individual sleep transistor. In [9], the authors

proposed a novel distributed sleep transistor network (DSTN) such that each cell or cluster

was connected to an individual sleep transistor and the drains of the sleep transistors were

connected together. The experimental results showed that the DSTN design reduced the

area better than the cluster based design. In [9], the authors estimated the total width of the

sleep transistors by Equation (2.3), whereMIC(CKT ) is the maximum instantaneous

current of the circuit andβ is an empirical number to consider the effect of the resistances

of the virtual ground lines.β can be calculated by Equation (2.4), whereNclu is the

10



VDD VDD

ClusterCluster

VDD

Cluster

Fig. 2.5: Distributed sleep transistor network (DSTN)

number of clusters in the circuit.

W st =
1

k
(
(1 + β) ∗ MIC(CKT )

V st∗ ), (2.3)

β = 0.002 ∗ Nclu. (2.4)

In [16], the authors presented a sleep transistor sizing algorithm which considered timing

criticality and temporal currents. In [14], the authors utilized the DSTN structure and

estimated a tight upper bound of the voltage drop. Recently, the authors in [4] partitioned

the waveform of each cluster into many time frames and then estimated the MIC flowing

through a sleep transistor at each time frame. Although theMIC can be accurately com-

puted for the sizing step, it is time-consuming. Therefore the authors proposed a variable

length partitioning scheme to speed up the procedure, but the total width of the sleep tran-

sistors was increased. In [4], a state-of-the-art method was proposed. The authors just

only consider the maximum instantaneous voltage violation, and reduces the violation.

11



However, our method consider a time period for each node. The different between us is

we consider the global region, [4] just only consider the local region. Finally, the results

show that our method outperform the state-of-the-art method, it will be shown in chapter

4.
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Chapter 3

Sleep Transistor Sizing Algorithm

In this chapter we present algorithm flowchart and problem formulation, DSTN mod-

eling, definition and calculation of cost and integral sensitivity, model order reduction

techniques and the details of the two-stage sizing algorithm.

3.1 The Flowchart and Problem Formulation

In this these, we proposed the sleep transistor sizing algorithm, the algorithm is also

called two-stage sizing algorithm. Before the beginning, we firstly define the drain of

sleep transistori as nodei. Fig. 3.1 illustrates the voltage waveform at nodei, whereV st∗
i

is the maximum allowed threshold voltage at nodei, V up is the upper bound voltage at

nodei, V max vio
i is the maximum instantaneous voltage violation at nodei, and the yellow

parts of this figure are the cost of nodei. The upper bound voltageV upis employed in the

first stage, it will help us to speed up the sizing procedure and get the initial solution for

second stage.

Generally, the execution time is proportional to the number of independent sources.

when the circuit become large, the runtime will be increase. In order to handle large

circuit design, two-stage sizing algorithm is proposed. The first stage provides a initial

solution for second stage, and the upper bound voltage and model order reduction method

are employed to speed up the all of the sizing procedure. In the second stage, the exact

time domain solver is utilized, it provides the final solution and make sure results are not

13
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Fig. 3.1: The voltage waveform at nodei.

violation circuit design. The proposed two-stage sizing algorithm design flow is shown

in Fig. 3.2. The design flow has two stages. In the first stage, we utilize model order

reduction to solve the voltage at total nodes and then construct the sizing metric. Next

we size the sleep transistors and update the conductance matrixG, repeating the above

procedure until it meets the upper bound constraint. In the second stage, we employ an

exact time domain solver to replace the model order reduction solver, again repeating the

procedure until it meets the maximum allowed threshold voltage constraint, i.e. meets

the cost constraint. The details will be described in the following sections. Our problem

formulation is as follows:

• Input: Given a set of independent piece wise linear(PWL) current sources, maxi-

mum allowed threshold voltage at each node, the upper bound voltage, and mini-

mum width of sleep transistors.

14



Generate circuit

Evaluate cost and sensitivity

Solve voltage with 
model order 

reduction solver

Size and update G

Meet  upper bound 
constraint

No

Yes

Evaluate cost and sensitivity

Solve voltage with exact 
time domain solver

Size and update G

Meet  cost 
constraint

Yes

End

No

Fig. 3.2: The flowchart of the two-stage sizing algorithm.

• Object: Minimize the total width of sleep transistors subject to meet the maximum

allowed threshold voltage constraint.

• Output: The width of each sleep transistor and the total width of all the sleep

transistors.

3.2 DSTN Modeling

In the DSTN structure, the virtual ground line and sleep transistor can be modeled as

equivalent resistances, and each cluster is modeled as a time-variant piece wise linear

(PWL) waveform, so the DSTN structure can be transformed into an IR equivalent net-

work as shown in Fig. 3.3. In the IR equivalent circuit, we employ Kirchhoff’s Current

15
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VDD VDD

iR
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iR

stR
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Fig. 3.3: The IR equivalent circuit of a DSTN structure

Law (KCL) to the node 2 as show in Fig. 3.4, whereRsti is the resistance of sleep tran-

sistori, Vi(t) is the voltage waveform at nodei, Rij is the resistance between nodei and

nodej, andIi(t) is a current injected into nodei. We then get an equation as

I2(t) = (V2(t) − V1(t))/R21 + (V2(t) − V3(t))/R23 + (V2(t) − V6(t))/R26

+ (V2(t) − V5(t))/R25 + V2(t)/Rst2. (3.1)

Applying the KCL to each node of this equivalent IR circuit, the behavior of the system

can be expressed by modified nodal analysis (MNA) formulation as

g11 g12 ... ... g1n

g21 g22 ... ... g2n
...

...
...

...
...

...
...

...
...

...
gn1 gn2 ... ... gnn




V1(t)
V2(t)

...
Vn(t)

 =


I1(t)
I2(t)

...
In(t)

 , (3.2)

wheregij=(−1/Rij) andgii=(
∑

1/Rij). Equation (3.2) can be reformulated as

G(Wst)V(t,Wst) = U(t), (3.3)

16



21R

25R

1stR

5( )V t

1( )V t

1( )I t

2stR

6( )V t

2( )V t

2( )I t

3stR

3( )V t

3( )I t

4stR

4( )V t

4( )I t

26R

23R

Fig. 3.4: DSTN equivalent circuit

whereG(Wst) is the conductance matrix,U(t) is the vector of current flowing through

sleep transistors,V(t,Wst) is the vector of voltage drop across sleep transistors andWst

is the vector of width.

3.3 Definition of Cost

The integral of voltage waveform at nodei above a maximum allowed threshold voltage

V st∗
i is an efficient metric for the performance of each node in the DSTN structure. On

the other hand, the cost at nodei includes a time period. If we sum the cost of each node,

it can be viewed as global view, the results of global view point is better than local view

point. As shown in Fig. 3.5, the cost of nodei can be defined as

ci(W
st)

4
=

∫ T

0
max

(
Vi(t,W

st) − V st∗
i , 0

)
dt

=
∫ T

0
qi(t)(Vi(t,W

st) − V st∗
i )dt, (3.4)
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Fig. 3.5: The voltage waveform across a sleep transistor.

whereVi(t,W
st) is voltage waveform at nodei, andWst is a vector of width. Theqi(t)

is a waveform which indicates the voltage violation intervals; for example, there are two

unit pulses within time intervals [t11, t12] and [t21, t22] in qi(t) as shown in Fig. 3.5.

The cost of each node has been defined in Equation (3.4). Hence, the total cost of a

DSTN design can be defined as

c(Wst)
4
=
∑

i

ci(W
st). (3.5)

Given a set ofV st∗
i ’s, eachVi(t,W

st) in the DSTN design must be always less thanV st∗
i ,

i.e. the cost of each node must be equal to zero. Hence, Equation (3.5) be equal to zero.

3.4 Definition and Computation of Integral Sensitivity

Integral sensitivity is utilized to size the sleep transistors, because the sensitivity indicates

the effectiveness of sizing the sleep transistor. From global view point, we combine cost

and sensitivity, and then use them to size sleep transistors. Finally, it can get better results.
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In this work, the integral sensitivity of sleep transistori is defined asSi. It can be

written as

Si
4
=

∂c

∂W st
i

(3.6)

wherec is the total cost of DSTN.

To calculate eachSi, firstly, a new functioñc(t,Wst) is defined as

c̃(t,Wst) =
∑

i

∫ t

0
qi(τ)(Vi(τ,W

st) − V st∗
i )dτ

=
∑

i

∫ t

0
hi(t − τ)(Vi(τ,W

st) − V st∗
i )dτ, (3.7)

wherehi(t − τ)
4
= qi(τ) for eachi. It can be observed thatc(Wst) = c̃(T,Wst). Equa-

tion (3.7) can be expressed as the follow vector form.

c̃(t,Wst) =
∫ t

0
hT (t − τ)(V(t,Wst) −Vst∗)dτ, (3.8)

whereh(t) is a functional vector with each entryi beinghi(t), andVst∗ is a vector with

each entry equal toV st∗
i . By taking Laplace transform on both sides of Equations (3.8)

and (3.3), we have

G(Wst)Ṽ(s,Wst)=Ũ(s) (3.9)

ĉ(s,Wst)= h̃T (s)

(
Ṽ(s,Wst) − Vst∗

s

)
, (3.10)

whereĉ(s,Wst), h̃(s), Ṽ(s) andŨ(s) are Laplace transforms of̃c(t,Wst), h(t), V(t)

andU(t), respectively. From Equation (3.9), we haveṼ = G−1Ũ, so Equation (3.10)

can be formulated as

ĉ(s,Wst) = h̃T (s)

(
G−1(Wst)Ũ(s) − Vst∗

s

)
. (3.11)

Therefore,

∂ĉ

∂W st
i

= −h̃TG−1 ∂G

∂W st
i

Ṽ

= ṼaT ∂G

∂W st
i

Ṽ, (3.12)
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whereṼ is the Laplace transform of the solution of original MNA equations, andṼa is

the solution of adjoint MNA equations in thes-domain, i.e.

GṼ = Ũ, (3.13)

GT Ṽa = −h̃. (3.14)

Finally, the sensitivity ofc(Wst) with respect to an arbitrary parameterW st
i is equal

to

∂c(Wst)

∂W st
i

=
∂c̃(t,Wst)

∂W st
i

∣∣∣∣∣
t=T

=
∫ T

0
VaT (t − τ)

∂G

∂W st
i

V(τ)dτ

= κ
∫ T

0
V a

i (T − τ)Vi(τ)dτ (3.15)

In order to calculate each∂c(Wst)/∂W st
i , we need to know the waveforms ofVa(t)

andV(t) which can be done by applying the trapezoidal integral approximation to Equa-

tions (3.13) and (3.14) in the time domain, solving them easily with only two forward/backward

substitutions at each time step. After solving the waveforms ofVa(t) andV(t) at each

time step, we utilize Riemann’s sum to estimate the sleep transistor sensitivity. In this

thesis, we employ the model order reduction method to solve the matrix problem in the

first stage because it is faster than the exact time domain solver. Details will be described

in the next section.

For the reader’s information, the∂ci(W
st)/∂W st

i can be obtained by the above proce-

dure,i is from one to the total number of nodes. Because the∂ci(W
st)/∂W st

i is smaller

than∂c(Wst)/∂W st
i , if we employ the∂ci(W

st)/∂W st
i to size sleep transistorsi, it might

result in oversizing, hence we utilize the∂c(Wst)/∂W st
i to size the sleep transistors,

thereby obtaining better results.
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3.5 Model Order Reduction Method

In this section we introduce model order reduction techniques which have proven to be

very efficient for speeding up circuit analysis [7, 8]. IEKS (Improved Extended Krylov

Subspace) method is one of these. IEKS was developed in [8], and it does not need to

perform moment shifting for source waveform modeling. The major advantage of IEKS

method is that its runtime is not proportional to the number of independent sources. Since

the DSTN structure contains many current sources, our sensitivity computation is coupled

with IEKS-based order reduction approach so that it can handle large scale DSTN design.

In [7, 8], the authors analyzed circuits with piece wise linear (PWL) waveforms. In the

present study we not only analyze circuits with PWL waveforms but also analyze circuits

with several unit pulse waveforms. In section 3.5.2, we will describe how to calculate the

moment with several unit pulse waveform.

3.5.1 Improved Extended Krylov Subspace Method(IEKS)

In Equation (3.3) we employ Laplace transformation on both sides and then obtainGṼ(s) =

Ũ(s), whereṼ(s) andŨ(s) are Laplace transform ofV(t) andU(t). After calculating

the moment, the orthonormal basisX of its extended Krylov subspace can be calculated.

We then employ this basic to construct its order-reduced model by projecting the original

system onto this subspace via congruent transformation. The reduction matrix will be

calculated byĜ = XTGX, V̂ = XTV, Û = XTU. The dimension of this new system

is smaller than original system because the rank ofĜ is smaller thanG. Therefore the

runtime is much less than the original circuit. Next we set up the system equations of re-

duced circuit and utilize the fast simulation method in [17] to get the waveform ofV̂(t).

ThenV̂(t) is projected back to the original space to provide the approximate solution,

V(t) ≈ XV̂(t) . Details of IEKS reduction procedure can be found in [6].
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Fig. 3.6: A waveform contains several unit pulses

3.5.2 The Moment of Several Unit Pulses Waveform

In order to calculate the orthonormal basisX, we need to firstly compute the moment

form waveform. In [7, 8], the authors analyzed the circuit with piece wise linear (PWL)

waveform. Now, we analyze the circuit with several unit pulses waveform in this session.

Given a circuit with several unit pulses waveform, we can derivate the moment of the

waveform. A unit pulse after shifting can be viewed as a unit step function after shifting

subtracts another unit step function after shifting. Ifh(t) is composed of N unit pulses as

shown in Fig. 3.6, the details derivate as follows:

h(t) =
N∑

i=1

u(t − ti1) − u(t − ti2), (3.16)
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whereu(t) is a step function andu(t − ti) is a is a unit step function after shiftingti. We

take Laplace transformation on both sides and than have

L{h(t)} =
N∑

i=1

(
e−sti1

s
− e−sti2

s

)

=
N∑

i=1

1

s

{ ∞∑
l=0

(−1)l ·
(

tli1
l!

sl

)
−

∞∑
l=0

(−1)l ·
(

tli2
l!

sl

)}

=
N∑

i=1

1

s

{ ∞∑
l=1

(−1)l ·
(

tli1 − tli2
l!

sl

)}

=
N∑

i=1

∞∑
l=1

(−1)l ·
(

tli1 − tli2
l!

sl−1

)

=
∞∑
l=1

(−1)l
N∑

i=1

(
tli1 − tli2

l!
sl−1

)
, (3.17)

whereupon we letl = m + 1 and thus obtain

∞∑
l=1

(−1)l
N∑

i=1

(
tli1 − tli2

l!
sl−1

)
=

∞∑
m=0

(−1)m+1
N∑

i=1

(
tm+1
i1 − tm+1

i2

(m + 1)!
sm

)
. (3.18)

Therefore, them-th moment ofh(t) can be calculated by

hm = (−1)m+1
N∑

i=1

(
tm+1
i1 − tm+1

i2

(m + 1)!

)
, (3.19)

wherem is them-th moment. Fig. 3.7 shows the proposed moment calculation algorithm.

3.6 Two-Stage Sizing Algorithm

As shown in Fig. 3.4, the DSTN design optimization problem can be expressed as the

following problem formulation.

“Given an IR circuit shown in Fig. 3.4 with a set of independent PWL current sources

and the maximum allowed threshold voltage at each node, the problem is to simultane-

ously minimize the total width of sleep transistors and meet the maximum allowed thresh-

old voltage constraints.”

The flowchart of sizing algorithm is shown in Fig. 3.2, and its details are shown in

Fig. 3.9. Our sizing algorithm has two stages. To speed up the optimization procedure,
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Moment Calculation Algorithm
Input : A waveformh(t) contains

N unit pulses{(t11, t12), (t21, t22) · · · , (tN1, tN2)}
Output :hm = {h1, h2, ..., hm}, the first m moments of the sourceh(t).
1 Begin
2 For i = 1 : m
3 moment = 0
4 For j = 1 : N
5 moment+ = tm+1

j1 − tm+1
j2

6 End For
7 For k = 1 : (m + 1)
8 moment = moment

k
9 End For
10 If (m + 1) % 2 = 0
11 hi = moment
12 Else
13 hi = −moment
14 End For
15 End.

Fig. 3.7: Moment calculation algorithm for the pulse waveform.

in the first stage we use IEKS reduction method to approximate the solution of the equiv-

alent DSTN circuit with many independent time-variant PWL current sources, and then

calculate the solution of the adjoint system of this equivalent circuit with many indepen-

dent pulse waveforms. After that, the cost of each node and the integral sensitivity of each

sleep transistor are computed, as shown in sections 3.3 and sections 3.4. To potentially

zero the cost of the selected sleep transistors and also minimize the increased width of a

DSTN,W add
i is computed as

W add
i =

ci

Si

, (3.20)

whereci is the cost of nodei, andSi is the integral sensitivity of sleep transistori.

By the above sizing method the new width of sleep transistori becomes

W new
i = W old

i + W add
i . (3.21)

In the sizing procedure of transistori, the influence of sizing sleep transistori is

greater than sizing the other sleep transistors. So if nodei has maximumV max vio
i , the

best method to reduce the cost of nodei is to size the sleep transistori. In our method,
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we choose the sleep transistor with maximumV max vio
i to size, hence the sleep transistor

oversizing issue is alleviated. However, the conductance matrix and its LU decomposi-

tion need to be recalculated after each sizing step. This recalculation procedure is time-

consuming. To reduce the number of recalculation steps, several sleep transistors are

simultaneously sized instead of only one sleep transistor. The details will be described

in the next section. The above procedure is repeated until the maximumV max vio
i of the

sleep transistors plusV st∗
i is less than the upper bound voltageV up.

In the second stage, an accurate and efficient time domain solver [17] is used to cal-

culate the cost function and its sensitivity. The procedure presented in the first stage is

repeated until the total cost is equal to zero. Fig. 3.8 shown the voltage waveform of node

i in the sizing procedure from beginning to end. Fig. 3.8 (a) and Fig. 3.8 (b) show the

voltage variable at nodei in the first stage. Fig. 3.8 (c) illustrates it meets upper bound

voltage constraint, and then starting the second stage. Fig. 3.8 (d) shows the cost of node

i is equal to zero.

The total width of sleep transistors and the execution time of the proposed two-stage

sizing algorithm are dependent on the value ofV up in the first stage. From the experi-

mental results shown that it can be observed that the execution time is reduced when we

decreaseV up. This is because IEKS method is faster than the time domain solver [17].

On the other hand, the total width of sleep transistors is reduced when we choose a larger

V up. This is because the time domain solver [17] is more accurate than IEKS method.

3.7 Speed Up

In the sizing procedure, as runtime is increased with the circuit become large. In order to

decrease the runtime of circuit analysis, we also proposed the speed up method for sizing

sleep transistors.

In our algorithm, after solving the voltage of nodes at each time step, we then choose

the sleep transistori with the maximumV max vio
i and size its width. Finally we update
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conductance matrixG, then repeat above procedure until meet cost constraint or upper

bound voltage constraint. When we solve voltage of nodes at each time step, we need to

perform LU decomposition, this is time-consuming so we modify our algorithm. First,

we calculate theV max vio
i of each sleep transistor. Then, these values are sorted into

descending order. After that, the firstN sleep transistors are chosen for sizing. It can be

observed in the experimental results that increasingN can reduce the execution time, but

the total width will increase a little.

3.8 Discussion

In the chapter, we have proposed the two-stage sizing algorithm by using cost and integral

sensitivity. In the first stage, model order reduction mthod is empoly because it can speed

up the analysis of large circuits. On the other hand, the upper bound voltage is employed

in the first stage, it can decide the runtime of all sizing procedure and total width of sleep

transistor. If the upper bound voltage is increased, the runtime of first stage is decrease,

and the runtime of second stage is increased. This is because it quickly meets the upper

bound constraint in the first stage, then break the first stage and starting the second stage.

In the second stage, exact time domain is utilized, it can solve the exact solution and make

sure that final solution is not violation the circuit constraint, but it is time-consuming.

That is why increase upper bound voltage will increase total runtime. Comparing the

performance of using two stage with using only the second stage, the runtime of the latter

is more than the former, the experimental results will be seen in the next chapter, and it

will show that our two-stage sizing algorithm can handle large circuits efficiently. In [4],

a state-of-the-are method has been proposed, the authors just only consider the maximum

V max vio
i at nodei and then reduce the maximumV max vio

i . In our method, on the other

hand, we consider not only the cost of time periodT but also consider the total cost of

the nodes, i.e. we consider the global region. From the global view point, our method is

outperform [4]. The experimental results will show our method is better than [4] in next

26



chapter.

27



Sizing

0 T

*st
iV

( )iV t

upV Sizing

Sizing

(a)

_max vio
iV

t

(c)

upV
*st

iV
_max vio

iV

( )iV t

T t0t
(d)

upV
*st

iV

( )iV t

T0

(b)

( )iV t

_max vio
iV

upV
*st

iV

T t0

Fig. 3.8: (a)The voltage waveform of nodei in the first sizing stage. (b) TheV max vio
i

of nodei was reduced. (c)The voltage waveform of nodei in the second stage. (d) The
V max vio

i of nodei is equal to zero.
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Two-Stage Sizing Algorithm
Input : The numbers of sleep transistor K, the numbers of slected

sleep transistors N, the upper bound voltageV up,
the maximum allowed threshold voltageV st∗

i for each nodei,
and minimum width of sleep transistors.

Output : Total width of sleep transistors.

1 Begin
2 Construct conductance matrixG
3 FIRST STAGE
4 While
5 Solve voltage at each time step with IEKS method
6 SortV max vio

i from maximum to minimum
7 For i = 1 : N
8 Estimate cost and sensitivity for nodei
9 End For
10 If don’t meet upper bound voltage constraint
11 Select first N nodes in this order
12 For i = 1 : N
13 W add

i = ci

Si
=> Wnew

i = W old
i + W add

i

14 End For
15 Update conductance matrixG
16 End If
17 Else Break
18 End While
19 SECOND STAGE
20 While
21 Solve voltage at each time step with exact time domain solver
22 SortV max vio

i from maximum to minimum
23 For i = 1 : N
24 Estimate cost and sensitivity for nodei
25 End For
26 If don’t meet total cost constraint
27 Select first N nodes in this order
28 For i = 1 : N
29 W add

i = ci

Si
=> Wnew

i = W old
i + W add

i

30 End For
31 Update conductance matrixG
32 End If
33 Else Break
34 End While
35 End.

Fig. 3.9: The two-stage sizing algorithm.
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Chapter 4

Experimental Results

The two-stage sizing algorithm is implemented in C++ language on a processor 3.2GHZ

HP workstation with 32GB memory. The test circuits are randomly generated, and the

numbers of nodes are from 400 to 5000. In the test circuit, the waveform of each cur-

rent source contains several triangle waves with peak value randomly generated between

0.1mA and 5mA. OurVDD is set to 1.3V, and the maximum allowed threshold voltage

is set to 0.065V, which is5% of theVDD. The virtual ground resistances are randomly

generated from 10 to 20Ω. Time periodT is partitioned into 100 time steps.

The plots shown in Fig. 4.1 and Fig. 4.2 are the results for the test circuit with 2500

nodes. Fig. 4.1 illustrates the relation between the total width of sleep transistors, the

upper bound voltageV up and the numberN of selected sizing sleep transistors. It can

be observed that the total width decreases asV up increases orN decreases. Fig. 4.2

illustrates the relation between the runtime, the upper bound voltageV up and the number

N of selected sizing sleep transistors. It can be observed that the runtime decreases as

V up decreases orN increases.
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Circuit Area (Width)µm
[4] Two-Stage Sizing Algorithm

no. of nodes no. of time frames no. of selected transistors (N)
TP V-TP 1 4%of sleep transistors

400 558.0900 1919.5600 556.3900 556.7100
900 1162.4500 4565.2600 1158.6300 1159.4300

1225 1611.5000 6258.1000 1607.6300 1609.2400
1600 2045.8400 8952.9100 2038.0000 2043.2000
2025 2595.4100 11137.3000 2588.6300 2591.5400
2500 3191.0800 14893.6000 3179.9300 3183.6300
5000 6179.0300 32326.2000 6158.7500 6173.1900
Total 17343.4100 80052.9300 17287.9600 17316.9400

Table 4.1:Total width comparison for two-stage method and [4]

Circuit Theratio of width
[4] Two-Stage Sizing Algorithm

no. of nodes no. of time frames no. of selected transistors (N)
TP V-TP 1 4%of sleep transistors

400 1.0025 3.4481 0.9994 1.0000
900 1.0026 3.9375 0.9994 1.0000

1225 1.0014 3.8889 0.9990 1.0000
1600 1.0013 4.3818 0.9975 1.0000
2025 1.0015 4.2976 0.9989 1.0000
2500 1.0023 4.6782 0.9988 1.0000
5000 1.0009 5.2365 0.9977 1.0000
Avg. 1.0018 4.2669 0.9986 1.0000

Table 4.2:The ratio of width for two-stage method and [4].

In order to demonstrate that two-stage sizing algorithm is better than the state-of-the-

art method [4], we also implement the method [4]. In Tables 4.1 and 4.2, the TP is

the sizing method by using the uniform time frame partition proposed by [4] with 100

time frames, and the V-TP is the sizing method by using the variable time frame partition

developed in [4] with 10 time frames. In our method, theV up is set to be 0.2V in the first

stage, and the number of selected sleep transistors is 4%of the total sleep transistors.

Table 4.1 and Table 4.2 demonstrates that the total width of the proposed sizing algo-

rithm outperforms both the TP and V-TP methods. In fact, the total width of our two-stage

sizing algorithm is slightly less than the TP for each test circuit, and the total width of V-

TP averages over four times that of our proposed method. Table 4.3 and Table 4.4 show
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Circuit Runtime (s)
[4] Two-Stage Sizing Algorithm

no. of nodes no. of time frames no. of selected transistors (N)
TP V-TP 1 4%of sleep transistors

400 7.4900 3.0400 102.7400 6.9500
900 42.2700 17.7900 665.3200 18.6400

1225 83.9400 34.9500 1279.7700 26.1600
1600 173.8900 80.5900 2601.6200 44.4700
2025 444.7400 173.3200 6353.0800 71.8400
2500 1068.8400 269.9600 14391.0000 101.2900
5000 9876.9500 2764.0900 153513.0000 749.2800
Total 11698.1200 3343.7400 178906.5000 1018.6300

Table 4.3:Runtime comparison for two-stage method and [4].

Circuit Theratio of runtime
[4] Two-Stage Sizing Algorithm

no. of nodes no. of time frames no. of selected transistors (N)
TP V-TP 1 4%of sleep transistors

400 1.0777 0.4374 14.7827 1.0000
900 2.2677 0.9544 35.6931 1.0000

1225 3.2087 1.3360 48.9209 1.0000
1600 3.9103 1.8122 58.5028 1.0000
2025 6.1907 2.4126 88.4337 1.0000
2500 10.5523 2.6652 142.0772 1.0000
5000 13.1819 3.6889 204.8807 1.0000
Avg. 5.7699 1.9909 84.7558 1.0000

Table 4.4:The ratio of runtime for two-stage method and [4].

that two-stage sizing algorithm is faster than both the TP and V-TP methods, specifically

averaging 5.77×faster than the TP and 1.99×faster than the V-TP.

In Table 4.4, comparing TP or V-TP with two-stage method, it can be observed as the

circuit become large, the ratio of runtime increases. We moreover compare, using our

method, sizing based on selecting only one sleep transistor relative to resizing based on

selecting 4%of the total sleep transistors. It is found that the total width of the former

is less than the latter, but the run time of the latter is 84.75×faster than the former. It is

thus shown that selecting multiple sleep transistors for concurrent sizing is a very fast and

reasonably effective methodology.

Table 4.5 shows that the total width obtained using only the second stage is less than
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Circuit Area (Width)µm
Only execution in second stage Two-Stage Sizing Algorithm

no. of nodes no. of selected transistors (N) no. of selected transistors (N)
1 4%of sleep transistors 1 4%of sleep transistors

400 556.0700 556.1500 556.3900 556.7100
900 1157.6400 1157.9000 1158.6300 1159.4300

1225 1605.8300 1606.1600 1607.6300 1609.2400
1600 2036.4800 2037.2300 2038.0000 2043.2000
2025 2586.2000 2586.6700 2588.6300 2591.5400
2500 3177.5600 3178.3000 3179.9300 3183.6300
Total 11119.7800 11122.4100 11129.2100 11143.7500

Table 4.5:Total width comparison for two-stage method and only execution in second stage.

Circuit Theratio of width
Only execution in second stage Two-Stage Sizing Algorithm

no. of nodes no. of selected transistors (N) no. of selected transistors (N)
1 4%of sleep transistors 1 4%of sleep transistors

400 0.9988 0.9989 0.9994 1.0000
900 0.9984 0.9986 0.9993 1.0000

1225 0.9979 0.9981 0.9990 1.0000
1600 0.9967 0.9971 0.9975 1.0000
2025 0.9979 0.9981 0.9988 1.0000
2500 0.9981 0.9983 0.9988 1.0000
Avg. 0.9980 0.9982 0.9988 1.0000

Table 4.6:The ratio of width for two-stage method and only execution in second stage.

when using the full two stage sizing method. This is because the exact time domain solver

provides a best candidate for choosing and sizing sleep transistors. Hence, the total width

can be reduced. Table 4.7 shows that the two stage sizing method is faster than using only

the second stage. It also reveals that model order reduction is an effective method for

circuit analysis. In Table 4.8, it can be observe that comparing only execution in second

stage with two-stage method, as the circuit become large, the ratio of runtime increases.

Finally, memory usage of our method is compared with [4], showing that the memory

usage of our method is more than [4], with the results shown in Table 4.9.
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Circuit Runtime (s)
Only execution in second stage Two-Stage Sizing Algorithm

no. of nodes no. of selected transistors (N) no. of selected transistors (N)
1 4%of sleep transistors 1 4%of sleep transistors

400 155.3800 8.7600 102.7400 6.9500
900 989.7800 27.9500 665.3200 18.6400

1225 1884.7800 39.5800 1279.7700 26.1600
1600 3512.2200 70.3600 2601.6200 44.4700
2025 7579.9400 150.9600 6353.0800 71.8400
2500 20668.500 213.8300 14391.0000 101.2900
Total 34790.6000 511.4400 25393.5300 269.3500

Table 4.7:Runtime comparison for two-stage method and only execution in second stage.

Circuit Theratio of runtime
Only execution in second stage Two-Stage Sizing Algorithm

no. of nodes no. of selected transistors (N) no. of selected transistors (N)
1 4%of sleep transistors 1 4%of sleep transistors

400 22.3568 1.2604 14.7827 1.0000
900 53.0998 1.4995 35.6931 1.0000

1225 72.0481 1.5129 48.9208 1.0000
1600 78.9795 1.5821 58.5028 1.0000
2025 105.5114 2.1013 88.4337 1.0000
2500 204.0527 2.1111 142.0772 1.0000
Avg. 89.3414 1.6779 64.73508 1.0000

Table 4.8:The ratio of runtime for two-stage method and only execution in second stage.
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Fig. 4.1: Total width relation between the number of selected sleep transistors and the
upper bound voltage.
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Fig. 4.2: Runtime relation between the number of selected sleep transistors and the upper
bound voltage. The X is the execution time.

Circuit Memory(MB)
[4] Two-Stage Sizing Algorithm

no. of nodes no. of time frames no. of selected transistors (N)
TP V-TP 1 4%of sleep transistors

400 1.18 2.68 3.82 3.98
900 4.62 3.92 6.45 6.54

1225 5.66 4.70 8.09 8.21
1600 7.06 5.81 10.51 10.06
2025 8.40 6.82 12.61 11.90
2500 10.09 8.12 14.56 14.76
5000 19.00 8.89 26.03 27.71

Table 4.9:Memory usage comparison.
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Chapter 5

Conclusion

In this thesis, we have presented a novel approach to size sleep transistors. In order to

speed up circuit analysis, we employ model order reduction to solve voltage drop of sleep

transistors, and select more than one sleep transistor to size in a loop, this can effective

reduce execution time. On the other hand, we combine the cost and integral sensitivity

and utilize them to size sleep transistor. In global view point,the answer of it is better than

local view point, so the experimental results show that our total width of sleep transistors

is less than [4], and execution time is faster than [4].
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