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Abstract

The robustness and quality of video.segmentation has been one of the main
reasons that the standards of the-object-oriented function and related applications have
not been able to be implemented. This thesis proposes automatic video segmentation
schemes. Finally, we use a -simple-method by composing scenes to survey
performances.

First, this study develops an automatic method that combines region-based
segmentation and motion analysis. This method focuses on how to begin to obtain a
region set, how to eliminate too small regions, how to integrate high similarity regions,
and how to maintain similarities during processing. For simplicity, this study uses the
region-growing method to segment regions. Furthermore, his method is adjusted for
application to natural images. The update of this method for use in subsequent images
segmentation works well to hold the region set. The update modifies the segmentation
by setting the geographical homogeneities and adjusting the object boundaries when
the original image changes significantly in latter frames. Regional movement results
from the need for update. However the method frequently takes the highest
complexity in video-making processes. This study proposes an easy method of
simplifying the complexity. Without higher-level intelligence, the regions are
integrated for object extraction while the regions exhibit similar motions, and the
tracking efficiency is also presented.
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Second, this work presents an algorithm for automatic segmenting overlays
video objects. The algorithm employs low-level spatio-temporal signal processing and
the segmentation is based on the analysis of apparent motion, inter-frame pixel value
changes, edges, and textural homogeneity of image regions. The algorithm is designed
to separate multiple overlaid objects and enable them to do complicated or relatively
fast movements, to handle object deformation, and address object appearance and
disappearance. The above functions distinguish the algorithm from some other
recently published ones. The algorithm has a three-tier structure. The first and lowest
tier extracts a set of low-level features from each video frame. Meanwhile, the second
and middle tiers employ these features to segment each video frame into a moving
part (called the “foreground”) and a stationary part (called the “background”). The
third and highest tier then identifies and tracks the overlaid objects in the foreground
via motion analysis and morphological operations. Experiments involving several
different videos show that the algorithm can yield reasonably good identification of
object boundaries.

Third, a critical problem in thiss:area is how to accurately identify the object
boundaries. This work studies the edge-linking approach. Restated this study uses
segment-based consideration to accurately locate “the boundaries of the moving
objects in video segmentation. Similar<existing “methods are quite rare. This
investigation devises a scheme-designed forefficiency and enhanced accuracy. The
proposed scheme first obtains a rough outline of ‘@an object via a suitable method, such
as, change detection. The scheme then obtains a relatively compact image region that
contains the object, via a procedure termed “mask sketch.” Finally, the outermost
edges in the region are identified and linked using a shortest-path algorithm. The ideas
employed in mask sketch effectively reduce the search area. Experiments show that
the scheme achieves good performance. Obtained objects iteratively keep employing
the same approach accurately determining object boundaries and bi-directional
motion estimation for robust tracking.

Fourth, we study an approach to update object border of the moving object for
real-time purpose. This work presents a pixel-based algorithm for achieving this goal.
The proposed algorithm employs change detection and motion estimation to identify
and approximately track de-formable moving objects. The main novelty of the
algorithm comprises a function block termed mask refinement, which performs
morphological edge-oriented processing to accurately delineate the object boundaries,
using the edges located using a suitable edge detector. The motion estimation is
object-based to ensure robustness in object tracking, both forward and backward
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motion estimations are conducted, and the method has relatively low complexity. This
investigation presents experimental results to illustrate the subjective segmentation
performance of the algorithm. The computational time required by the algorithm is
considered appropriate for real-time desktop or portable multimedia applications.

Finally, extracted video objects are further applied to scene composition. This
study describes and a method for enlarging or shrinking objects for this purpose. Like
a palette, editing various patterns via multi-layer arrangement with fixed images and
segmented video objects varies in rich video applications. Moreover, from a video
coding perspective, the enlargement and shrinkage methods are amenable to
spatial-scalable coding.
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