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Abstract

This 'dissertation is aimed at traffic control issue in the next-generation optical
network for the optical burst switching (OBS) core nctwork, the resilient packet
ring (RPR), which is a metropolitan area network (MAN), and the bridged resilient
packet ring (BRPR).

First, we propose a priority burstscheduling with fiber delay line (FDL) assign-
ment (PBS-FA) for the OBS core network. It allows not only high-priority bursts
to preempt low-priority ones but also longer high=priority bursts to preempt shorter
high-priority ones. Meanwhile it schedules or reschedules these bursts by using FDL
assignment. Simulation results reveal that the PBS-FA achieves the higher system
throughput and the less average system dropping probability less than a preemptive
latest available unused channel with void filling (PLAUC-VF) scheme.

Second, we propose a local fairRate generator using fuzzy logics and moving
average technique for the RPR to achieve the congestion control. The fuzzy lo-
cal fairRate generator (FLAG) is designed to achieve both low convergence time

and high system throughput, besides fairness. It contains three functional blocks:
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an adaptive fairRate calculator (AFC) to properly pre-produce a local fairRate by

moving average technique; a fuzzy congestion detector (FCD) to intelligently esti-

mate the congestion degreerof station; finally, a fuzzy fairRate generator (FFG) to

precisely generate local fairRea .—zf"""""-*’-itm\ that only the FLAG

) ng lot scenarios with different fir a‘; emands,

can stabilize al /
compa ional the aggressive mode (AM) and distributed bandwidth
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Optical Burst Switching (OBS) [1]-] main attraction of optical switching is
that it should enable routing of optical data signals without the need for conversion

to electrical signals and, therefore, should be independent of data rate and data



protocol. Also, the three optical switchings could promise for the gradual migration

of the switching functions from electronics to optics. While OCS provides bandwidth

at a granularity of a wavele i ost arbitrary fine granularity,

comparable to currentl a switching, and OBS lies between

them.
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between a packet header and its payload. It is due to the fact that the processing

time at the intermediate nodes varies. There is still one problem in OPS that the

size of the payload is usuall high channel bandwidth
of optical networks S g in a q i control overhead.

The optical b 3 i o paradigm

heir

and a void interva

ay be unnecessa SCa eith

he burst arrives scheduling algorithm is not smart enough to ma

ation

noving es,

propert ent topology used in metropolitan area

packe o (R i ptical | network, shown

The resilie
in Fig.1.1, and has been rec ; he IEEE 802.17 Standard [17]. The
resilient packet ring (RPR) is structed b veral pairs of two unidirectional
links between stations. The RPR can provide guaranteed quality of service param-

eters and support service monitoring including performance management and fault



management [17, 18]. Besides, the RPR has some noticeable properties such as

spatial reuse, fair bandwidth allocation, and fast network failure recovery to get rid

of deficiencies of conventional hig d SONET [19, 20]. Therefore,

the RPR can not ¢ etwork failure

recovery but als i » ity, flexibility,
scalabi apac1ty (19, 20, 21] The RPR is a.superior e for

MA

Figure 1.1: RPR structure

The spatial reuse allows a . e ring at its destination
so that the bandwidth on next links can be re-used at the same time. Also, the
fair bandwidth allocation avoids stations at upstream transmitting too many low-

priority frames to cause stations at downstream system congestion. RPR needs
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congestion control to enhance the fair bandwidth division in the congestion domain
which is defined in the IEEE 802.17 [19, 22]. The congestion control implemented
in each station should periodically generate an advertised fairRate to advertise its
upstream station for regulating the added fairness eligible (FE) traffic flow defined
in IEEE 802.17 [19; 22].. The advertised fairRate should be determined referring to
the local fairRate; the received fairRate, and the congestion degree of the station.
The local fairRate is generated by a fairness algorithm; and the received fairRate is
the advertised fairRate from the downstream station.

Two key factors affect performance of the fair bandwidth ‘allocation: conges-
tion detection and fairness algorithm. If the congestion detection is too rough, it
would lower the networks throughput or raise frame loss. The fairness algorithm
should consider the most important performance issues of FE traffic flows: stabil-
ity, fairness, convergence time, and throughput loss caused by the FE traffic low
oscillation. The stability would avoid the oscillation of regulated FE traffic flows,
which would cause the threughput loss. If a fairness algorithm referees a ring ingress
aggregated with spatial reuse (RIAS) fairness, it has been proved that the algorithm
will achieve high system utilization [25]. It is because the RIAS has two key prop-
erties. The first property is that an ingress-aggregated (IA) flow fairly shares the
bandwidth on each link, relating to other TA flows on the same link; where an [A
flow is the aggregate of all flows originating from a given ingressstation. The second
property is that the maximal spatial reuse subjecting to the first property. Thus,
the bandwidth can be reclaimed by TA flows when it is unused. In summary, the
RIAS is a max-min fairness with traffic granularity of IA flow. The convergence

time is the time interval between the instant of starting the congestion occurence



and the instant that the amount of arriving specified traffic flow approaches the

ideal fairRate which meets the the RIAS fairness. Therefore, a fairness algorithm

should achieve not only high sta : airness but also low con-

vergence time and t/ servative modes (CM) [19, 25]
and the aggres le [19, 20] fairness algoritl A ave been pro-

posed i

the C

h ringlet interface

urrent research on SAS, including the

’

1.2.1 Burst Scheduling ptical Burst Switching Networks

In OBS networks, there is a strong separation between the control and data planes,

which allows for great network manageability and flexibility. In addition, the ingress
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Two kinds signaling protoeols, called just-enough-time (JET) and just-in-time

(JIT), were proposed in [11, 12, 14], for OBS network. The JIT can be considered

a variant of tell-and-wait signaling protocol as it requires each burst transmission



request to be sent to a central scheduler. The scheduler then informs each requesting
node the exact time to transmit the data burst. Here, the term just-in-time means
that by the time a CB arrives at an intermediate node, the switching fabric has
already been configured. In the JIT protocol, the ingress node of a burst sends a
CB to the next intermediate to make wavelength reservation. .Such packet performs
resource reservation at each node belonging to the burst path.” As soon as the
control packet arrives at a node, wavelength reservation and switch configuration
are performed, and then the packet is forwarded to the next node. Since burst
transmission needs to happen only when resources have been configured along the
entire path, an initial transmission delay is necessary at the ingress node.

The JET is a reserve-a-fixed duration (RFD) scheme that reserves resources
exactly for the transmission time of the burst. Particularly, the JET protocol is
considered most effective, a control packet for each burst payload is first transmitted
out-of-band, allowing each switch to perform just-in-time configuration before the
burst arrives. In JET protocol, the CB is first transmitted to the next node to
reserve the bandwidth and then the DB is sent after an offset.time. The duration
of offset time is dependent on the number of intermediate OBS nodes in its routing
path, and the routing path is determined by the ingress node, which.would be the
shortest path from source to destination. Two new prioritized signaling protocols,
called prioritized JET (PJET) [15] and preemptive prioritized JET (PPJET) [16],
were proposed to‘provide quality of service.. The PJET introduces a significant
amount of delay, called extra-offset-time, to let the high-priority traffic isolate from
the low-priority traffic by that the higher priority burst has the longer extra-offset-

time. The PPJET serves different traffic classes on the basis of a strict priority order.



It makes high-priority bursts preempt low-priority bursts, even if the low-priority

burst was scheduled, and does not need the excessive delay.

There are several burs ling s proposed and applied with PJET,
which are the Ho /u ST N romysa. cha with void filling
(LAUC-VE ~ : nt burst scheduling algor sometric tech-

niques
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@0 the LAUC-VF except it could let the

priority burst.

pria

burst p

1.2.2 Traffic

Since the Resilient Packet Ri ike legacy technologies, supports des-
tination packet removal so that a packet will not traverse all ring nodes and spatial

reuse can be achieved. However, allowing spatial reuse introduces a challenge to



ensure fairness among different nodes competing for ring bandwidth [25]. The RPR
defines two fairness algorithms, conservative mode (CM) [19, 25] and the aggressive
mode (AM) [19, 20] fairness algorithms, that specify how upstream traffic should
be throttled according to downstream measurements, named an advertised fairRate.
The upstream nodes would appropriately configure their rate limiters to throttle the
rate of‘injected traffic to its fair rate. Unfortunately, both the two RPR fairness
algorithms have a number of important performance limitations. First, they are
prone to severe and permanent oscillations in the range of the entire link bandwidth
in simple unbalanced traffic network environment, in which all flows do not demand
the same bandwidth. Second, they could not fully achieve spatial reuse and fairness.
Third, they must take much time to stabilize all flows [25, 32]. The operations of
the two algorithms are described as follows.

In AM, the congested station also calculates and advertises a fairRate estimate
periodically without waiting to evaluate the received traffic which is regulated by
the previously transmitted advertised fairRate. Also, the calculation of the fairRate
is based solely on preset parameters and the station’s added rate which is the traffic
added in ringlet. The frequent advertisement of new fairRate brings a more ”aggres-
sive” algorithm, thus more quickly attempts to adapt to changing traffic conditions:
However, the faster response as compared to the conservative mode induces the risk
of instabilities that flows oscillate permanently, when rate adjustments are made
faster than the system is able to respond.. In CM; the congested station transmits
an advertised fair rate to upstream, and then waits to see the change in traffic from
upstream stations. If the observed effect is not the fair division of rates, then the

congested station calculates a new fair rate estimate again, and distributes it to
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upstream.

Several fairness algorithms were proposed to solve this problem and some of

e distributed virtual-

them were designed based on the RIAS fairness [25, 32]-|
time scheduling (DVSR /“.rﬂm-m.mr' it mainly com-
putes a simple hound of temporally and spatially agg irtual time

using p 0 ropagates

is the n

lgorithm e DBA m¢

er of ingress- egat

the arrival rate so

because the local fa 0 i ; he amount of the

arriving transit FE tra lows S § ort frame e. This short-

term amount is easily influenced by the e of the propagation delay, which starts

from a station sending its advertised fairRate and ends the corresponding transit

traffic flows arriving the station. If the propagation delay is large, the short-term
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arriving transit FE traffic flows would be largely varied and make the generation of

local fairRate unstable (incorrect).

Moreover, Yilmaz and Ansari estigat oh fairness in IEEES802.17

but found one unexpected p 2 alﬁ"-"!‘-"‘_'ﬂlna\ iith a larger weight
d ofc / , of Bandwidth

domain, it leads to an unde

ss al-

becomes a head o
allocation a g/»/ ion. However, after modifying a little in o
i

exceeds a ©

Intuitively, t 0 S s ith the congestion
degree of the ringlet so as to fo : 3 g nciple. Generally, RPR
uses a queue length threshold to detect the congestion and a nodes adding rate

limitation to avoid the network congestion [17]. Therefore, an intuitive queue-length
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threshold route controller (QTRC) would be better than the SPRC. However, the

correlation function between the congestion degree and these variables is nonlinear

and complicated.

1.3 Dis

In th

work,

[ 2 s W DO e CIral(
generator, named fuzzy local fairRate generator (FLAG), can meet t

ness and ref] ) he congestion status of station. The F

configured 1 re ks: i irRate | fuzzy
congestion detector (FCD), ' ‘ G). It first preproduces
a local fairRate to meet the RIAS f SS a i sh the effect of propagation
delay by AFC. Also, the FLAG evaluates the congestion degree of a station, denot-

ing the forwarding capacity of added FE traffic lows at the station and buffering
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capacity of the STQ, by FCD. Finally, the FLAG generates a precise local fairRate

by FFG. The FFG finely adjusts the pre-produced local fairRate from AFC accord-

ing to the congestion degree of the station fron using fuzzy logics based upon
domain knowledge

In Chapter 4 ] esilient
packet

chose ] 0

(1

Olle

would ﬁre proper to be selected.

cluding remarks and future research topic

Chapter 5.
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Chapter 2

Priority Burst Scheduling with
FDL Assignment for Optical Burst
Switching Networks

2.1 Introduction

Optical burst switching (OBS) is a new data transmission/switching method to
realize [P over WDM. It strikes a-balance between optical circuit switching and
optical packet switching [13,29]. Tn-OBS networks, the ingress node assembles a
number of IP packets, which go to the same egress node, into a data burst (DB).
For each DB, there is a control burst (CB) associated with it.-A signaling protocol,
called just-enough-time (JET), was proposed [12], where the CB is first transmitted
to the next node to reserve the bandwidth and then the DB is sent after an offset
time. The duration of the offset time is dependent on the mumber of intermediate
OBS nodes in the routing path, and the routing path is a shortest path which is
determined by the ingress node. A prioritized signaling protocol, called prioritized
JET (PJET) [15], was proposed to decrease the dropping probability of high-priority
bursts. The PJET introduces a longer offset time for the high-priority burst to make

the reservation earlier than the low-priority one.
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There are several burst scheduling schemes proposed and applied with PJET,

which are the Horizon [29], the latest available unused channel with void filling

(LAUC-VF) [48], and the efficien g algo using geometric tech-
niques [31]. The izon chooses .ﬂmm'i‘m_\ able time is the
most close to the arrival :

all the

pr101S

because the hig ( § i an ) Ot e and the

shorter burst is more easily to be resched oid. Therefore, it allows
high-priority bursts to preempt [ i 3 onger high-priority bursts to
replace shorter ones. Meanwhile, FDL assignment is used when scheduling these

bursts.
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The rest of this chapter is organized as follows. In Section 2.2, the architecture

of intermediate OBS node is introduced. Section 2.2 presents the proposed schedul-

ing PBS-FA and Section 2.4 presents

m wtion results. Finally, some concluding

remarks are given in Sec

arrives the ¢

scheduling re : : i ill I X, input FDLs,

WC, and OSM. Also, al 3 CB containing the new

scheduling result and sends it to CBF, w inform the next router to cancel
the last reservation and to make a new reservation. The input FDLs consists of a

number of FDLs with different units of length. The WC converts the wavelength of
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2.3 Priority Burst Scheduling with FDL Assign-
ment (PBS-FA)

The priority burst scheduling with FDL assignment (PBS-FA) scheme is shown
in the Fig. 22. When a CB arrives, the PBS-FA denotes its corresponding DB
as b, empties the set-of replaced burst, denoted by Bpg, initializes the number of
DB’sireassignment, denoted by ¢, and checks b’s priority.. The B g is the set used
to'eollect the preempted-bursts. If-b is with low-priority, the PBS-FA finds whether
a channel C 4 with a'minimalfree FDI. is available (the free FDLs are used from
the shortest to the longest). If €4 exists, b will be assigned into C 4; otherwise, b
will be droped. If b is with high-priority, the PBS-FA first finds whether a channel
C 4 with a minimal free FDL is available. If C' 4 does exist, b is assigned into C 4.
Otherwise, the PBS-FA further finds whether a channel C'z with a minimal free FDL
is available for b, where C'f is the channel given to a set of the low priority bursts,
denoted by B, which block & and have the shortest burst’s sum length. If 'Cp
exists, the PBS-FA allocates C'g to b and removes the bursts in B from C' into
Br. Noticeably, the FDL which has been assigned to a burst will be released when
the burst is replaced or dropped. If there is no C'p, the PBS-FA looks into whether
a channel C'y with the minimal free FDL is available, where C' g is the channel
given to a set of the bursts, denoted by B g, which block b and have the minimum
sum length but the sum length of the high-priority bursts.is smaller than b. If C'y
exists, the PBS-FA removes the bursts in By from C'g into By, and assigns b
into C'g; otherwise b will be dropped. Next if Bpg is not empty, the PBS-FA will
perform the rescheduling and check whether the number ¢+1 is smaller than T and

free FDLs are available, where T is used to limit the reassignment times between

19
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Figure 2.2: The flowchart of the PBS-FA scheme
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two successive new CBs and its value is determined according to the processing time

of the PBS-FA scheme. If they do exist, the PBS-FA reschedules the bursts in By

on the order of the burst priority and lengt iigher-priority burst with the

longest length

ill'be rescheduled .m—-ﬂmﬁrﬁ'\“; ends.
We illustra ig. 2.3, where the class_0 \ otes the
In Fig. 2.3 (a), assume that six burst

high-p / ity).
e low-priority burs

les the burst 7 int

2.3 (c). If the sct

makxes € burs
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Figure 2.4: The system throughput

2.4 Simulation Results

We compare the PBS-FA scheme with the PLAUC-VF scheme in the performance
measures of system throughput and average system dropping probability. Assume
two classes of bursts, namely class 0 and-class_1, in the simulations, where class_0(1)
burst corresponds to the high (low)-priority. An 8 x8 OBS routing node is considered
and each burst coming from any input fiber goes'to a considered output fiber with
the 5/16 probability. Suppose that a fiber contains 9 separate wavelengths, one
(eight) for control (data) channel. The transmission speed per wavelength is 2.5
Gbit/s (OC-48). The burst arrival process is in Poisson distribution with a mean
which is changed to show various traffic loads, and the burst length is in exponential
distribution with a mean 16 KB. Class_ 0 and class_1 bursts share the total offered
load in 9/16 and 7/16 perentages, respectively. The FDL length is measured in units
of 10us, and the longest one is 200us.

Fig. 2.4 shows the system throughputs of the PBS-FA and the PLAUC-VF
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0.14

0.1

PLAUC-VF

The average system dropping probability

BS-FA makes the

but also the shor

at
the PBS-FA attai : E' by about
30% to 45% at the'traffic loa S g t the PBS-FA preempts

bursts with the shortest total sum length enever necessary and reschedules

the preempted short bursts with FDL assignment. Noticeably, the short bursts are

more easily to be rescheduled, not blocked, whenever the high-priority burst needs
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to preempt the low-priority burst. The PLAUC-VF does not choose the bursts with

the smallest total length to replace.

2.5 Concluding

In this chpate PrOpo [ a riority burst

schedu

d 0.4 to 0.8 over the
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Chapter 3

FLAG: A Fuzzy Local FairRate
Generator-for Resilient Packet
Ring

3.1 Introduction

The resilient packet ring (RPR) is a ring based network for high-speed metropoli-
tan area networks (MANSs) [17]. It is@ packet transport layer can provide guaranteed
quality of service parameters.and support service monitoring including performance
management and fault management [17, 18]. Besides, the RPR has some noticeable
properties such as spatial reuse, fair bandwidth allocation, and fast network failure
recovery to get rid of deficiencies of conventional high-speed Ethernet and SONET
[19, 20]. Therefore; the RPR can not only achieve high bandwidth utilization and
fast network failure recovery but also satisfy the requirements of MANS, such as reli-
ability, flexibility, scalability; and large capacity [19, 20, 21]. The RPR is a superior
candidate for MANS.

The spatial reuse allows a frame to be removed from the ring at its destination
so that the bandwidth on next links can be re-used at the same time. Also, the

fair bandwidth allocation avoids stations at upstream transmitting too many low-
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priority frames to cause stations at downstream system congestion. RPR needs
congestion control to enhance the fair bandwidth division in the congestion domain
which is defined in the IEEE 802.17 [19, 22]. The congestion control implemented
in each station should periodically generate an advertised fairRate to advertise its
upstream station for regulating the added fairness eligible (FE) traffic flow defined
in IEEE 802.17 [19, 22|. The advertised fairRate should be determined referring to
the local fairtRate, the received fairRate, and the congestion degree of the station.
The local fairRate is generated by a fairness algorithm, and the received fairRate is
the adyertised fairRate from the downstream station.

Two key factors affect performance of the fair bandwidth allocation: conges-
tion detection and fairness algorithm. If the congestion detection is too rough, it
would lower the network’s throughput or raise frame loss. The fairness algorithm
should consider the most important performance issues of FE traffic flows: stability,
fairness, convergence time, and throughput loss caused by the FE traffic flow oscil-
lation. The stability would avoid the oscillation of regulated FE traffic flows, which
would cause the throughput loss. If a fairness algorithm referees a “ring ingress
aggregated with spatial reuse (RIAS)” fairness, it has been proved that the algo-
rithm will achieve high system utilization [25]. Tt is because the RIAS has two key
properties. The first property is that an ingress-aggregated (1A) flow fairly shares
the bandwidth on each link, relating to other IA flows on the same link, where an
IA flow is the aggregate of all flows originating from a given ingress station. The
second property is that the maximal spatial reuse subjecting to the first property.
Thus, the bandwidth can be reclaimed by ITA flows when it is unused. In summary,

the RIAS is a max-min fairness with traffic granularity of A flow. The convergence
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time is the time interval between the instant of starting the congestion occurence

and the instant that the amount of arriving specified traffic flow approaches the ideal

fairRate which meets the the RI airness algorithm should

achieve not only high st rm'-:mguun A > also low convergence
time and flow o '

d suffer from severe

802. Wi
da /
ullRa as its advertised fairRate

fairness algorithms were pro
—

. Unfor

xity O(N log @ wh

) C ) O ) C S
related only with the amount of the arrivi

traffic flows x during a short frame time. This short-te
influenced b \ a station sending
its advertised fairRate and e : ndir traffic flows arriving the
station. If the propagation dela arriving transit FE traffic
flows would be largely varied and makes the generation of local fairRate unstable

(incorrect).
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Recently, fuzzy logics system, which is a kind of intelligent techniques,has

been widely applied to control nonlinear, time-varying, and well-defined systems

for that fuzzy logic control can provide e ive solutions with small computational

complexity. Fuzzy tl pea uﬂ’-‘m'-"-iu.\o st mathematical
framewor deali s soft’ behavior,

which rsty

envirc

domain knowle erformance

than AM and DBA in wvarious ¢ ‘ 1 ergence time,
more fairness, and higher throughput. Take a small parking lot scenario with short

propagation delay as an instance. The FLAG improves by more than 7 times over

AM and by 2 times over DBA, in the convergence time of traffic flows.
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The remaining of this chapter is organized as follows. Section 3.2 introduces

the RPR system model. The concept of fuzzy logic system (FLS) and the most

basic and popular architectures of & zy logic controller are stated in section 3.3.

Section 3.4 describ ;/-lmulmrrm-’“’\‘ nulation results and
discussions: Fi /n cluding remarks are given in Se

C D
~ infor‘ation rate) which does not guarantee band

bound. e cla nded for best effort services and has rest priority.
Each station only res ha i S A 1 the ining bandwidth

is provided for other tre assA1l, classB-CIR,

classB-EIR, and classC. The latter two low priority traffics are called the fairness

eligible (FE) traffic and are controlled by a fairness algorithm [17, 18, 19, 20, 21, 22].
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Fig. 3.2 shows the

ess queue with

transit q

fairRat
A
1t

rans classA and classB-CIR (classB-EIR and ¢

The schedule es the transmitting order. If the STQ occup

stqHighthreshold defi £ES02.17 [17], the : ClassA, ClassB,

ClassC, and STQ; 7i T 1SS ), and ClassC. The
FLAG generates a local fairRate at every time n enoted by fi(n), where n is
a positive integer and 7T is the duration of an agingInterval. Notice that f; is also

generated per aginglnterval in DBA but is generated only when the station is in
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the f, is set to be the k : e dwidth rate of the

transit FE traffic lows which will pa inally congested station; to
be f,, otherwise. The FullRate is a specially advertised fairRate to indicate that

the station does not need to limit its added FE traffic flow. When the station is in
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congestion, the f, is set to be f if the f, is FullRate; to be min(f;, f.), otherwise.

Note that the congestion is occurred at a station for AM if the STQ occupancy of

the station is larger than the stqLowthreshold, inIEEER02.17 [17]. Also, the
originally congeste ation own to-the observat statio ce the message
of the advertised fai . field to reco e added FE
traffic f etwork.

0ry.
A fuzzy se a Ul i \ nembership function
u(+) which takes values in e1Va S is represented as a

w € U and its degree of

set of ordered pairs, eac
membership p(u). A linguistic variable x in a universe of discourse U is characterized

by T(z) = {T}, ..., T, ..., T5} and M(z) = {MX(u),..., Mi(u), ..., ME(u)}, where

33




T(z) is the fuzzy term set, i.e., the set of linguistic values’ names T the linguistic

variable z can take, and M!(u) is a membership function with respect to the term

T:. Tf, for instance, = indicates the perature, T'(x) could be the set as {Low,

Medium, High}, a ck | (&) is-associa vership function.
The (FIS) is a popu e 'k based

mbership

defu /
to a non-fuzzy (crisp) value that represents the de

y;. S i e . 1d s e
system as a fuzz; ( , ode sukamoto
fuzzy model, and Suge 2 i Kk e fuzzy models (or
said implementation ways) d ‘ c uistic expression form of the
fuzzy rule and the consequent reasoning way. Because the Mamdani fuzzy model is

the most basic and popular one, some descriptions about the Mamdani fuzzy model
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7=1 and 2
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famdani dels ez aria G
unction hen, the inferred value of the output of e

is determinec ; ] ax

method is applied. Tha ) btained by

min operator and’ the infer s \INE erm is obtained by mazx

operator. Finally, the overall crisp o t od by a pre-defined defuzzification
method. There are diverse defuzzification methods such as: centroid of area (COA),

bisector of area (BOA), mean of maximum (MOM), smallest of maximum (SOM),
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defined roper shape and position. In general, a tri

f(z; 20, a9 0 ) dal function g(x; o, x1, ag, ai).i enn as the member-
ship function beca dvantag putational complexity. This

feature makes these fu lication [50]. As shown
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in Fig. 3.5, f(z; 0, a0, a1) and g(z; o, 1, ag, a1) are given by

%14—1 for o —ag < x < xy

' ) < o+ ay (3.1)

for zg <z < 2
forxy <z <

The proposed f lo ' ate A own in Fig. 3.6, is com-
posed of an adaptive fairRate ca ), al congestion detection (FCD),
and a fuzzy fairRate generator (FFG). During the nth aginglnterval which is from
time (n — 1)T to time nT’, the FLAG determines f;(n) by referring to the arriving

FE traffic flows to STQ, denoted as As(n), the added FE traffic flow to the network,
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denoted as A,(n), and STQ occupancy, denoted as Lg(n). The AFC pre-generates

a local fairRate, called p-fairRate and denoted by f,(n), which satisfies the RIAS

fairness. Its design imitate | fairRate, but it would

overcome the unstable (incor n'by DBA when the prop-
agation delay is sig : berm. a g transit FE
traffic f A fic flows by

g to the congest 2ETE

The adapti irRate calcula A adc o average technique
[45] on the short-term arriving FE tra g ng to mitigate the effect of
propagation delay on the generation of local fairRate by the DBA [24, 32]. During

the n-th agingInterval, the AFC first takes the moving average of arriving transit
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ion, and the other i y congested stat

] (1

ause the a it

fairRate i€
va‘ ..
e C computes the effective number of TA flows d

by M (n), which is obtained by

e

agingInterve

(3.4)

The AFC fairly allocates the remaining ba idth to these effective TA flows, which
would be 37(C — (As(n) + Au(n))). Finally, the AFC calculates the f,(n) by

adding up the previous p-fairRate, f,(n —1), and the fairly shared bandwidth. The
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fp(n) is given by

fp(n) =min< C, f,(

where C' is the un ved beé : gingInterval used to

denote the

DD E

where () 1s
of the STQ size as the stqLowt 0ld judge 0 oesti egree, and
0.25 of the STQ size as the stg 1d e heavy congestion degree.
The corresponding membership functions of L, M, a in T(As(n)) are denoted

by
pr(As(n)) = g(Ls(n);0,0.125C, 0, 0.375C), (3.8)
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reason o aplic

ip functio

£(De(n); 0.25,0,0),

f(D¢(n);0.5,040 (3.13)
), 0 (3.14)
pve(De(n ).(n);1,0,0). (3.15)

There are 6 fuzzy rules for FCD. As shown in Table 3.1, the order of significance

of the input linguistic variables is Ls(n) then Ag(n). The station with high occupancy

41



Table 3.1: The rule base of FCD
Rule | Lg(n) As(n) | De(n) || Rule | Lg(n) As(n) | D.(n)

of STQ wa

congest

The fuzzy inference y indication 1, denoted by

wr(n), wy(n), wy(n), and can be obtained by the same way.

Finally, the fuzzy inference results are to be defuzzified to become usable values.

The defuzzification method adopted is the center of area defuzzification method,
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and a crisp value of the congestion degree D.(n), denoted by 2y, can obtained by

00waL()—|—O25><wL —|—05X'LUM +075X'IUH()—|—10XU)VH(TL)

) H W e (3.195

psu(fp(n)) = f(fp(n);0.6C,0.2C,0.2C), (3.23)
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pen(fp(n) = f(fp(n); C,0.3C,0). (3.25)

The membership functions for terms and H in T(D.(n)) are defined as

(3.26)

cance o
in such a
by D.(n) so asto & £ : a1 er the throughput.
When f,(n) is "EL” or “P levels more than f,(n)
(EL — PL or PL — SL) if D.(n) is “"L" and f;(n) remains unchanged if D.(n) is
“H". This intends to increase the throughput. When f,(n) is "'SL"* SH", or “\PH",

fi(n) decreases one level less than f,(n) if D.(n) is “H” and f;(n) increases one level

44



SH PH EH

£.00)
0 Ol.l 0203 04 015 0.6 0.7 0.8 OI.9 1 > Iy
(@)
AL
# [ U j

w0, (1)

o L)

1 1 1 1
1/8 2/8 3/8 4/8 5/8 68 78 1

(b)

0 01020304050607 0809 1

(c)

embership functions of the term set (a) T'(f,(

45

)



Table 3.2: The rule base of FFG
Rule | /,(n) Du(n) | £i(n) | Rule | f,(n) Du(n) | i)

v
. H

technique
mance compariso Also, assume
that the reserved bandwid s eligible (FE) traffic flow is
considered.

Fig. 3.9(a) shows a small parking lot scenario where there are 5 (0 ~ 4) greedy
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stations, and Figs. 3.9(b), 3.9(c), 3.9(d) and 3.9(e) present the throughput of each
flow by AM, DBA, DMA, and FLAG, respectively. This small parking lot scenario
assumes that flows are generated from station 0, 1, 2, and 3 but terminated at
station 4. The propagation delay is small. It can be seen that FE flows.of AM, DBA,
DMA, and FLAG take 49ms, 14ms, 13.5ms, and 7ms to stabilize, respectively. Thus
FLAG dmproves by 7 times over AM and by 2 times over DBA, in the convergence
time of traffic flows. The reasons are given as follows. The fuzzy logics provides
a robust mathematical method to solve problems which are complicated to find a
proper mathematical model for them. Especially, the FLAG contains sophisticated
functional blocks, which combine advantages of AM and DBA. It fine-tunes the
so-called p-fairRate generated by AFC, according to the congestion degree softly
determined by the FCD using the fuzzy logic and the effective fuzzy rules designed
in FFG by expert’s domain knowledge: On the other hand, the DBA and DMA
generate the local fairRate depending only on the short-term (average) arriving FE
traffic flow, or equivalently the change rate of the STQ, without considering the
STQ occupancy which usually used to determine the congestion degree of station
given in [17]. This would incorrectly limit the amount of the passing transit FE
traffic flow to the next station and cause DBA make error decision. For example, if
the amount of the short-term arriving transit FE traffic flow isdarge but the STQ
occupancy of a station.is short, the station should net seriously regulate the FE
traffic flow of its upstream stations. Also, AM generates a local fairRate which is
equal to the added FE traffic flow rate of the station to regulate the flow when the
station is in congestion. AM immediately sets the advertised fairRate as FullRate to

allow the upstream stations to un-limitedly send traffic flow when the congestion is
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Figure 3.9: (a) Small parking lot scenario with greedy traffic;;and the throughput
of (b) AM, (c) DBA, (d) DBA with moving average (DMA), and (¢) FLAG.

released: This too-much variation of the advertised fairRate would cause the station
congestion again and thus make the flow of AM damping the longest.

Fig. 3.10(a) shows a large parking lot scenario where there are containing 8
(0 ~ 7) greedy stations, and Figs. 3.10(b), 3.10(¢), 3.10(d) and 3.10(e) present
the throughput of flow(0, 7), flow(2, 7), flow(4, 7), and flow(6 ,7) at station 7 by
AM, DBA, DMA, and FLAG, respectively. This scenario differs from the previous
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one of Fig. 3.9 in that the propagation delay would be large. It can be seen that
the FLAG and the AM take 11ms and 27ms to stabilize the flows, respectively;
unfortunately, DBA and DMA take quite a long time to stabilize the traffic flows.
It is because that DBA computes the number of the effective IA flows referring to
both the short aggregating traffic (per agingInterval) and the pervious local fairRate
to generate the current local fairRate. However, due to the large propagation delay,
the correlation between the short aggregating traffic and the pervious local fairRate
becomes low. Therefore, DBA cannot generate a correct local fairRate to regulate
flows. Thus the flows oscillate and converge slowly; the convergence time takes
about 0.15s which is not shown here. The DMA wuses the moving average technique
to lessen the effect of propagation delay. The flow oscillation of the DMA is half
smaller than the DBA but still exists. Since without considering the STQ occupancy
for the congestion degree of station, the DMA incorrectly limits the amount of the
passing transit FE traffic flow to the next station. On the other hand, the FLAG
can correctly generate the p-fairRate to meet the RIAS fairness and diminish the
effect of the propagation delay to some extent. Also, the FLAG finely adjusts the
p-fairRate to a precise local fairRate according to both the congestion degree and
theeffective fuzzy rules well designed by domain knowledge. The main reason that
AM in"this scenario takes less time to stabilize all flows than AM in the previous
scenario shown'in Fig. 3.9(b) is.given below. Since, here in Fig. 3.10(a), there are
more stations with greedy traffic, more aggregated traffic per aginglnterval will be
caused. This more aggregated traffic and the larger propagation delay would make
the station congestion always occur earlier. Afterwards, the station would not have

the chance to set the advertised fairRate as FullRate. Thus the convergence time is
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Figure 3.10: (a) Large parking lot scenario with greedy traffic, and the throughput
of (b) AM, (¢) DBA, (d) DMA, and (e) FLAG.

Fig. 3.11(a) shows a large parking lot scenario where there are containing 8
(0 ~ 7), such as in Fig. 3.10(a) but with various finite traffic demands, greedy
stations, and Figs. 3:11(b), 3.11(c), 3.11(d), and 3.11(e) present throughputs of
flow (0, 7), flow(2, 7), flow(4, 7), and flow(6, 7) at station 7 by AM, DBA, DMA,
and FLAG, respectively. Assume that flow(0, 7) and flow(1, 7) require 2.1 Gpbs,
flow(4, 7) and flow(5, 7) require 1.5 Gpbs, and flow(2, 7), flow(3, 7) and flow(6,
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Figure 3.11: (a) Large parking lot scenario with greedy traffic; and the throughput
of (b) AM, (c) DBA, (d) DMA, and (e) FLAG in a large parking lot scenario with
various finite traffic flows.
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7) require 1.0 Gbps. It would be facts that station 6 will be the first one to incur
congestion, and the added FE traffic low to network at each station cannot always
match its received fairRate due to the finite traffic demand at each station. Also,
flow(0,7) and flow(1,7) will-have the highest throughput when station 6 is in free-
congestion.or the remaining bandwidth is large because of their largest required
traffic demands. It can be seen that at the first beginning, all flows just oscillate
slightly, and then AM, DBA, and DMA oscillate all the ways, while FLAG can
make all flows converge but takes 30 ms. It is because that FLAG indeed diminishes
the effect of the propagation delay and generates the correct local fairRate at each
aginglnterval. Also, since each traffic flow is with different finite traffic demand and
is much less than that of the greedy case in Fig. 3.10(e), the damping amplitude
is smaller than that in Fig. 3.10(e). Moreover, the FLAG stably realizes the RIAS
fairness and has higher throughput by about 2.8%, 3.5%, and 2.4% than AM, DBA
and DMA, respectively. On the other hand, the advertised fairRate by AM is
often set as FullRate in this scenario because the bandwidth of the total demand
traffic is 10.2 Gbps, slightly higher than the link capacity but.much less than that
of the greedy case in Fig.- 3.10(b). In this situation, the aggregated traffic per
aginglnterval would be smaller, and the congestion, if any, could be solved by AM
most of time. Thus, the flows by AM oscillate always and the flow(0,7) seriously
oscillates due to its largest traffic demand. By DBA, its generation accuracy of local
fairRate is susceptible to the propagation delay; as seen in Fig. 3.10. Also, in this
scenario, station 0 and station 1 are the farthest ones to station 6 and flow(0,7) and
flow(1,7) are with the largest traffic demand. These facts result in that flow(0,7)

and flow(1,7) cannot be regulated by the station 6 quickly. This violent varying
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Figure 3.12: The throughputs.of (a) AM, (b) DBA, (¢) DMA, and (d) FLAG in a
large parking lot scenario containing 8 stations, where each flow is with truncated
Pareto traffic model.

aggregation traffic per aginglnterval and the effect of the propagation delay thus
result in DBA generating the local fairRate improperly. Notice that if flow(0,7)
requires less traffic demand, the oscillation amplitude of flows will be smaller. The
DMA has‘the same phenomenon but its performance is-better than DBA by 1.5%
due to using the moving average technique.

Figs. 3.12 (a), 3.12 (b), 3.12 (¢), and 3.12 (d) present throughputs of flow(0,
7), flow(2, 7), flow(4, 7), and flow(6, 7) at station 7 by AM, DBA, DMA, and FLAG,

respectively, in a large parking lot scenario containing 8 stations as in Fig. 3.10(a),
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where each flow is with truncated Pareto traffic model [52]. Assume that flow(0,
7) and flow(1, 7) require 2.1 Gbps, flow(4, 7) and flow(5, 7) require 1.5 Gbps, and
flow(2, 7), flow(3, 7) and flow(6, 7) require 1.0 Gbps. We can see that the phenomena
of all flows are the same as those in Fig. 3.11, where all algorithms oscillate all the
ways but FLAG makes all flows be with the smallest oscillation comparing with
the other three algorithms. Thus we can claim that, due.to the robustness and
the sophisticate of the proposed FLAG for the fairness control, the FLAG can still
perform better than the other schemes in the cases of realistic traffic models.

Fig. 3.13(a) shows an available bandwidth reclaiming scenario where there are
9 stations with finite traffic demand and a spatial reuse of flow(a,2) occurs, and
Figs. 3.13(b), 3.13(c), 3.13(d) and 3.13(e) present the throughput of flow(a,2) at
station and flow(0,7), flow(1,7), flow(2,7), and flow(6,7) at station 7 by AM, DBA,
DMA, and FLAG, respectively. In this scenario, the flow(a, 2) requires 5.9 Gpbs,
and similar to Fig. 3.11, flow(0,7) and flow(1, 7) require 2.1 Gpbs, flow(4, 7) and
flow(5, 7) require/1.5 Gpbs, and flow(2, 7), flow(3, 7), and flow(6, 7) require 1.0
Gbps. Tt can be seen that, just as in Fig. 3.11,.at the beginning, all flows of all
algorithms oscillate slightly, and finally FLAG makes all flows stabilize but takes
78 ms, while AM, DBA, and DMA oscillate all the ways. The reasons that all
algorithms in this seenario behave worse than in the large parking lotscenario with
various finite traffic flows, givenin Fig. 3.11, are as follows. Sinee flow(a,2) is sunk at
station 2, station 1 would have more transient FE traffic flows than station 2, where
station 1 has 10.1 Gbps traffic low maximum, while station 2 has 5.2 Gbps traffic
flow maximum. This phenomenon is conversed in Fig. 3.11, where station 1 has 4.2

Gbps traffic low maximum, while station 2 has 5.2 Gbps maximum. Therefore, the
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Figure 3.13: (a) Available bandwidth reclaiming scenario with finite traffic demand,
and the throughput of (b) AM,/(¢) DBA, (d) DMA, and (e) FLAG.

55



station 1 in Fig. 3.13 will more frequently and heavily regulate its station 0, which

has 5.9 Gbps transient traffic flow and 2.1 Gbps local traffic flow, than the station

1 in Fig. 5 will regulate its sta y bps local traffic flow.
Thus it can be believed t § scillate worse than in Fig.

shput at

3.11 for a e /
station’® by FLAG is about 0.990, which is higher than AM’s 0.8 0.914,

and DM/ 3 «

oscilla finally FLAG and M-FLAG make all flows sta 3 ake
48 ms and 46 n spec y, b illati NUC ger than FLAG
during the transitional perio AT nver about 1129 ms and AM and
DBA oscillate all the ways. Also, a u this scenario behave worse than

in the large parking lot scenario with various finite traffic flows given in Fig. 3.11.

The reasons are as follows. Since flow(a, 3) and flow(0, 3) are sunk at station 3,
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station 2 would have more transient FE traffic flows than station 3, where station

2 has 10.2 Gbps traffic flow maximum, while station 3 has 5.2 Gbps traffic flow

maximum. This phenomenon is e . here station 2 has 5.2 Gbps
traffic flow maxi W station 3 has 6.2 Gbps ma ; herefore, the station
2 in Fig. ‘ more nently and heavily reg C hich has 6.0
s // flow and 2.1 Gbps local traffic flow t

egulate its station 1

ﬂ

Gbps

out 0.993, which is
AG’s 0.988.

nc o I
terk e e
for packet ring (RPR).

functio ptive fairRate calculator (AFC), a fuz gestion detector

(FCD), and & ate S . The# e-generates a fairRate,

which meets RTA rness : of the propagation delay. The

FCD softly detects the congestion degree of station, considering ST(Q queue length
and its change rate which is the arriving transit FE traffic flows to STQ. Subse-

quently, the FFG generates a suitable local fairRate by intelligently fine-tuning the
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pre-generated fairRate, using fuzzy logics, based on the congestion degree of the sta-

tion. The FLAG can make traffic flows satisfy RIAS fairness criterion and converge

to an ideal fairRate in an efficie : esults show that each flow by

FLAG is indeed c tO allest damping amplitude

and the least co / C S an vailable band-
width iming ario, compared to conventional AM, DBA, and DBA fai
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Chapter 4

Intelligent Inter-Ring Route
Control in Bridged Resilient
Packet Rings

4.1 Introduction

The resilient packet ring (RPR) is a dual-ring-based network protocol and has
been recently approved as the IEEE 802.17 Standard [17]. A RPR network consists
of a clockwise (CW ) and a counter-clockwise (CCW) ringlets, giving each station on
the ring a full duplex connection to its neighbors. It can be used for implementing
local area networks (LAN) and metropolitan area-networks (MAN) at rates scalable
to many gigabits per second. More than one RPR can be interconnected by a
bridge which forwards packets from one RPR to another. A spatially aware sublayer
(SAS), which is a part of the MAC layer, in the bridge is used to decide which ringlet
interface the packet/should be routed to [17;26]. Current research on SAS, including
the IEEE 802.17b Working Group, is mainly focusing on how to modify this sublayer
in order to avoid flooding the entire bridged network when transmitting inter-ring
packets [17, 26, 27, 28|.

Settawong and Tanterdtid proposed an enhancement by using a topology dis-
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covery and spanning tree algorithm [27]. The algorithm can manage traffic between

rings more efficiently and can remove the need for flooding. The shortest path route

controller (SPRC) was widely considered o/'rings [38,.39, 40] as it can maxi-

mize the spatial ret -/mnmmnwm: niform traffic.
However, as tra . ases, incoming call requests could

fore be

v queue length th
ion to avoid the
d route controlle RC) would be better

n functi ee
ated. i

ntelligent techniques such as fuzzy logics and neural n

been w

for that fu ; § ' 0 e 1tions with

small computational complexit / eC pears to be able to support

ork for dealing l-world imprecision, and ex-

a robust mathematical fra
hibits a soft behavior, which means a greater ability to adapt itself to dynamic,

imprecise, and bursty environments [53]. Fuzzy and neural fuzzy implementations
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of the two-threshold congestion control method and the equivalent capacity admis-

sion control method were once studied in the literature [53, 54]. Results have shown

that the proposed fuzzy logic and neural proaches significantly improve
system performance, compa t0 conventional approaches oreover, fuzzy logic
and neural netv y S are easily implement ] greatly
reduce o al time and make fuzzy logic and neural ontrol

feasib

ne new. call
E——

neural networks (PRNN) downstream-node fai

hops to destina arger route
preference value d > | o1 s results show that
the IIRC can effectively attain t balancing property and improve the packet
dropping probability (average packet delay, throughput) by 10% and 220% (13%

and 18%, 6% and 19%) over QTRC and SPRC [38], respectively, in a scenario.
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This is due to the fact that the IIRC sophisticatedly detects the system congestion

degree and correctly predicts the mean received fairRate using fuzzy system and

neural network. Also, IIRCrachic highe nt by 7% and 6.7% than IIRC
itself but without ‘considerin irRate and without
considering the amec f the a alent capacity

for a ne

.3, along with two po

ntroller. > intelligen

contains a clockwi g ringlet and a counter-clockwise (CCW) rin

are M node ng. Assume that the fiber link capaci

et is C'
Gbps and the dista § : he ringlet is the
same. The proposed i i : c ) is installed in a
spatially aware sublayer (SAS)."As a new call request coming from one ring to the
other, the ITRC will determine an appropriate ringlet for the inter-ring new call

request. Also, the SAS forwards packets of existing calls to their interface in the
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Figure 4.1: Architecture of the bridge node

bridge node based on the determined route. The bridge node has one interface
associated each ringlet, and as shown in Fig. 4.2, each interface has two transit
buffers: the ringlet and ingress buffers. The packets to the same ring are stored
in the ringlet buffer, and those to the other ring are buffered in the ingress buffer.
Each buffer contains a primary transit queue (PTQ) and a secondary transit queue
(STQ). The high- (low-) priority packets, such as Class'A and Class B-CIR (Class
B-EIR and Class ('), are stored in the PTQ (STQ). Voice packets, video packets
of I-frame, video packets of B- or P-frames, and data packets are classified as Class
A, Class B-CIR; Class B-EIR, and Class C, respectively.-The bridge node always
reserves bandwidth for the high-priority traffic. The scheduler in the bridge first
serves the PTQs exhaustively with the round robin policy, and then serves the two
STQs with the proportional round robin policy associated with their queue lengths
[55].
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Figure 4.2: Architecture of the interface

4.2.2 / Fairness Algorithm

There are two fairness algorithms, called aggressive mode (AM) and conservative
mode (CM), proposed in IEEE 802.17 standard [17], and another fairness algorithm,
called distributed bandwidth allocation (DBA), propesed by Alharbi and Ansari
(24, 32, 33]. For simplicity, we adopt the AM fairness algorithm in each node for
simulations. The AM fairness algorithm is described as follows. As specified in
[17], if & node finds that its' STQ queue length is longer than a threshold, it regards
that congestion oceurs and will initiate the AM fairness algorithm to limit its upper
node’s add rate of the low-priority traffic to relieve congestion. The AM generates a
limited value, called fairRate whose value is the available add rate of the low-priority
traffic of node, each frame time period 100 us. If a node finds that its apper node’s
forward rate isdess than its received fairRate, it will release the upper node’s add
rate limitation by sending a fairRate with a special value, called FullRate, and the
service rate of the node is the total link capacity C. If the received fairRate is not
a FullRate, the node will limit its adding rate, which is bounded by the received

fairRate, into the ring, and the service rate of the node is the summation of the
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arrival rate to the STQ, its received rate, and the reserved rate for high-priority

traffic.

4.3 Neurs rk (

4.3.1 | .

acti o) evidence from an external source or other neurons into

ation function f is usually a linear fune

the neuron

second actio a S : . vation v ct of its net

input through an aetivatio netic ! unct The step function,

unipolar sigmoid function and bipolar sigmoid function are commonly used exam-
ples of the activation function. The connectionist structures are then applied to link

neurons to mimic how the human brain works while the learning rules are applied
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gories: supe n ing. For
different lea owing, the

main concepts of
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e Supervised Learning

In supervised learning, each input sign has its own desired output D. Here,

the reference signal 7 is equal to desired > actual output Y is

different from reference s T OCC ] the training signal will be

generated t weighting of the nodes in the neura at the

actual ou i . Therefore

can be ¢

yol.

e Unsupervi

Unlike the previou o learning rules ere is no feedback information from

the environment in the unsupervised learning. Neither the desired output or rein-
forcement signal are available. Instead, the training signal is generated from actual

output Y and the internal weighting of the neural network. The training signal here
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is used to increase the weighings of the nodes that connect to the actual output.

That is, the correlation between the chosen input nodes and output data will be en-

hanced. In the unsupervised learning, th etwork discovers its patterns and

the correlation th eriments, which-is called self-organizing. Therefore, the
unsupervised learning are usually applied to deal W 0 stering

trained

as close as possible | Opria /" can be
found so that N (. ) [ I here |le||x =
erp ||@(X)||2 and || -] is network is a non-structured

network, which cannot incorporate knowledge about system.

A back-propagation learning algorithm [57], which is a kind of supervised learn-
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[nput Hidden Output
layer layers layer

. : dforward neural network. Each laye a number of
processing ele ts (neuron e i onnect the neurons in

neighboring layers via/adaptive weights. 1rons he input layer (layer k = 1)
do not process the input data; they simply store input data values. Neurons in the
hidden layers (2 < layer k < M — 1) and output layer (layer k = M) perform two

operations. The j* neuron in the k** layer, for example, first calculates a weighted
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(k=1)

)

sum, denoted by SJ(-k), of all outputs o of the (k — 1) layer. SJ(.k) is given by

l‘j if k}Zl,
\ ki< M,

(k) _
S = (4.2)

where z; is the input va § 7" 1 ) ( : 1.is the number

k)

of neurons in la i n the it

is the weight of the

neuron‘in la k to the j** neuron in layer k. After that, ther

(

transt into output o™ via 1t

7 is a gain term det e the link weight.

set equal to a posi onstant less than unity. In order to obtain the pe

It was shown 57| tl he igna 3 g according to a

recursive procedure of generalizec ule cribed as follows,
G(S™) 32, o D for 2'< k< M — 1,

(k) _
6, = ) (4.6)
(z — é)G'(S](- N for k= M.
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Once these error signal terms have been determined, the partial derivative for the

quadratic error can be computed directly by

And the update

where x is the inp c ¢ g ' axl response to
input vectors close to m,. ( sal e its own receptive filed
R,(x) in the input space, which is a region centered on m, with size proportional
to o,, where m, and o, are the mean (an m-dimensional vector) and variance of

the ¢th Gaussian function. The Gaussian function is a particular example of radial
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basis functions. The output of the RBFN, denoted by vy, is simply the weighted sum

of the hidden node output, which is given by

(4.10)

anction (i.e., the output node is a linear unit) a
I A
?’

The purpose of tk 3EN i , ce with overlapping receptive

fields. For an input vector x lying so ere in the input space, the receptive fields
with centers close to it will be appreciably activated. The output of the RBFN is

then the weighted sum of the activation of these receptive fields.
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The training rule of RBFN is hybrid. It includes unsupervised learning in the

input layer and supervised learning in the output layer. The unsupervised part of

the learning involves the de d centers m, and widths
0g,q=1,2,--- L e , ; unsupervised learning
rules such as the ve lea 1les, or simply

the Ko

er centers ¢

= 52l =D v (416)
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Although RBFN generally cannot quite achieve the same accuracy as the mul-
tilayer feedforward neural network, it can be trained several orders of magnitude
faster than the the multilayer feedforward neural network with back-propagation
learning. This is due to the advantage of hybrid-learning networks which have only
one layer of connections trained by supervised learning. It is suitable for the ap-
plication where the neural network controller is necessary to be on-line trained to

adaptively capture the dynamic features of a system.

4.4 Intelligent Inter-Ring Route Controller

The intelligent inter=ring:route controller (ITRC) is to determine a proper ringlet
(CW or CCW) for an incoming inter-ring new call request at bridge. The deter-
mination of ringlet is based on the load balancing principle, in which the CW or
CCW ringlet with lower congestion degree and higher service rate will be chosen.
The congestion may come from the bridge node or the CW. (CCW) downstream
node. The former is related with the two STQ lengths of the associated interface
in the bridge node given in Figs. 4.1 and 4.2. Thus as shownsin.Fig. 4.6, the TIRC
designs a fuzzy bridge-node congestion indicator (FBCI) to intelligently detect this
congestion. The latter is related with the received fairRate from the downstream
node of the associated ringlet. Therefore, the IIRC designs a PRNN (pipeline re-
current neural networks) downstream-node fairness predictor (PDFP) to predict the
CW or CCW downstream-node congestion degree. Finally, the IIRC designs a fuzzy
route controller (FRC) to determine a proper ringlet for the incoming inter-ring
new call request. It receives the congestion indication from FBCI, denoted by C7,

and the predicted mean received fairRate from PDFP, denoted by i)/%\f, as input lin-
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Figure 4.6: Intelligent inter-ring route controller (IIRC)

guistic variables. Also, it considers the service rate of the CW or CCW ringlet at
the bridge node, denoted by R, and the number of hops between the bridge and
the destination, denoted by H, as input linguistic variables. Notice that the ringlet
service rate at the bridge node; defined in Section 4.2.2, is related with the received
fairRate and more hops consume more system-bandwidth. The FRC calculates the
preference value of route, denoted by P,, for CW and CCW 1interfaces and selects
the ringlet with larger P, as the proper ringlet route for the incoming inter-ring new

call request.

4.4.1 Fuzzy Bridge-Node Congestion Indicator (FBCI)

The fuzzy bridge-node congestion indicator (FBCI) considers four measures as the
input linguistic variables to determine the congestion degree of the bridge node at
the CW or CCW interface. They are ST(Q lengths in the ingress buffer and the

ringlet buffer, denoted by Qs; and Qgg, respectively, the amount of the reserved
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bandwidth for high class traffic (which are stored in PTQ), denoted by By, and

the equivalent capacity of the incoming inter-ring new call [59], denoted by E..

Note that the equivalent. capaci ' be estimated from its traffic
eters: / e duration of packets
< essential

[53, 59]. Amo ‘/o
: licate the degree of the congestion in the

description para

because

they are simple ritable i nctions

are given by

0 = Qo < g,
for zo< x < xg + aq, (4.17)
0, otherwise,
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and
w;—owo—l—l, for xg—ap< x< g,

for xo< x< 21,

L,
9(x;20,21,00,01) = : . ta (4.18)
( s6
where zy in f(-) i /’i"‘-—-""'ﬁi -) is the left
(right) edg ; apezoidal function; and ag (a;) is the left (right) width of the

triangula

(4.22)

(4.23)

where C' is the link capacity. Membership functions of terms in 7'(E,), are defined

as
NS(EC) = g(Eca 07 Rvoicea 07 Rvideo), (424)
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Table 4.1: The Fuzzy Rule base of FBCI
Rule | Qs; Qsr Ba E. C; || Rule | Qgr

Rvoice c

d na / voice a
traffics, respective the of the mean 1 9 of the

traffic to provide

functions for terms
inguistic variable

:LLM(CI) = f(CI’ 0'57070)7

Cr;0.7

(4.30)
As shown in Table 4.1, there are 24 fuzzy rules for FBCI, where the notation
7 X” in this table represents "don’t care” of the linguistic variable. The order of

significance of the input linguistic variables for the FBCI would be Qgsr, Qsr, Ba,
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and FE,. in sequence. The bridge will be in high degree of congestion if its two STQ

queue lengths are close to or longer than the threshold (the corresponding terms of

QS[ and QSR are Medium ¢ o)

FBCI adopts the ] ] wii"—"-‘-mﬂwm.\- abel 4.1, there
are the 4t ) L 1th, and 12th rules which have the ' gestion

provisional results after applying the ms

= 1EISBHW»

Y

indicat rule

4 fo

Wi =

ly, provisional re f ained. Accordi

provisional inference

ut ind
'z max(wsa, Ws, Wio, W11, W12).

The fuzzy in A denoted
by wyr, wyy, : cti i me . Finally,
the fuzzy inference results of FF ; ome a crisp value. The
defuzzification method adopted'is t enter o ca defuzzification method. Thus

the crisp value of the congestion degree C7} is obtained by

. 0.1 - wyr+03-w,+05-wy+075-wg+1-wyy

C
! Wy +wr, +wy +wyg +wyg

(4.37)
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where the coefficient for wy denotes the center value of the term T’s triangular

membership function, and the term 7" is VL, L, M, H,or VH; 0 < C; < 1.

4.4.2 PRNN Dc cam-Node Fairness Predictor (PDFP)

The bridge : g ownstream node

)
to discern th degree of the downstream node. If

is hig

s that the downstres S AL more \

service rate. O 1 vnstrea

ase 1ts

paper

M e

the b

d

on or n

fore, we originally over the past e yeriods

he current nth pe t variable, where

> of the observatio ] 1 be appropria

e congest

ode routes

where Ry
the traffic flows call by ext-s ate could be more
appropriate to determine the ro C Here, a pipeline recur-
rent neural networks (PRNN) [60] is adopted to design the PRNN downstream-node
fairness predictor (PDFP). The fairRate with one-step prediction as a function of p

received fairRates and ¢ previously predicted fairRate, denoted by @(n +1)or 5{;
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for convenience, is given by

—

mf(n+1)=H(@(n),--., 1): R ---,@(n—qul)), (4.39)

where i)?'t\f(z) is the 1 t/-_._mmn-nﬂ'"\ iod, n—q+1 <@ <n,
and H () is.an unknown nenlinear function to be detern ine recurrent

square e e crite

tor obtains t \0 irRate

g the on-line trai

the first neuron of

when the syste peration and the PRNN has dete
learning, the computati \lm

4.4.3 Fuzzy Route Controller (F

The fuzzy route controller (FRC) is to determine the route preference values,

P,s, for both of CW and CCW ringlets. The determination is based on four input
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linguistic variables of ringlet: the congestion indication of the bridge node, C}, the

predicted mean received fairRate, i)?i\f, the current service rate of the ringlet, R, and

the number of hops to destinatic [ igher value P, of a ringlet means that

the ringlet is more ui'mn o new call req . Term sets for
the input a ng variables are defined as

f) = {Small (S,,), Medium (M,), Large (
, T(H) = {Few (F, (

'V U VVEea

—~ —~ 3v v
/’I’La(mf) = g(%fa ?7/07 Ea

bandwidth for the lo f] he bridge

0), 45)

where v denote

)

node and v = C' = By and =2 as t edge, center, and

left edge of membership funetic 3 and L, of 5‘{}, respectively.

Similarly, membership functions for T'(R) are defined as

1, (R) = g(R; 0, iC, 0, iC), (4.46)
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3 C

where C' is the total capacity of the fiber/link.-Here, we set % and % as the right

. of R. Membership

Nnd

edge and left edge of membership

functions for NS

linguistic

ringlet interface (C e le g can received fairRate
(,‘J/%\f = L, or M,) would make the inter-ring e more chance to enter
the interface. However, the low congestion degree of ringlet interface (C; = L,),

but the small predicted mean received fairRate (5‘{; = S,,) which means that the

downstream nodes may incur congestion, and the high ringlet service rate (R = H;)
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Table 4.2: The Fuzzy Rule Base of FRC
Rule | C T R f R H Pv Rule C[ 9‘{f R H Pv

|
'l'

ake the

/ot

ew cal

e small predicted me

ongestion degree ¢

—

eived fairRate (R WO ake all have less chance t

e interface oOwe the high congestion degree of ringlet interface (¢

e large p d ich means t

* '
9 nake t@ble of the number of hops to destinatio

The fuzzy inf ithm also adopts the maz-min inferenc

e er of area defuzzificati Iii’i

ESU

od e rate

defuzzificatio

4.5 Simulatia

Simulations are here conducted to compare the performances of proposed ITRC,

and SPRC [38]. Also, an intuitive queue-length threshold route controller (QTRC)
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is included, which determines a proper ringlet depending on the shorter STQ length

of ingress buffer. Traffic flows from R; to Ry at the bridge node are considered.

Referring to Fig. 4.1, assume t 3 bridge nodes on Ry, the

link capacity is 0.0 . i th o STQs are 40

Mbyte with threshe ¢ : the system:

voice, video

ates,

respectively. assumed

that R, = 5 x 10 interframe (B- and

Y

P-frames) generation process i C e and P-frame-bit-rate video
services, and their generation was characterized by Bernoulli processes with rates

0p and Op, respectively. For B-frame-bit-rate of the B-frame of video packet source,
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it was assumed that R, = 2 x 1072, R,, = 2 x 107, and T, = 0.01s, which is

given g = 0.1; for P-frame-bit-rate of the P-frame of video packet source, it was

assumed that R, = 1x107% R, =2x107%, ar 0.01s, which given p = 0.02.

The I-frame packe /I’nrm-mr-s-; generation rate is CBR;
the B-fram > . 00 and 1518

3 ame packet sizes are uniformly dis

scenaric
rate over the ¢ both the
local CW ringlet t ensit ) ; d the local CCW ringlet
traffic intensity from node 1 to bridge are fixed at 0.6, and the varying inter-ring
traffic intensity is from 0.3 to 0.7; the add traffic intensity of node 1 in CW ringlet

and the add traffic intensity of node 16 in CCW ringlet are both fixed at 0.2; the
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Figure 4.7: The performance comparison for IIRC, SPRC, and QTRC in the bal-
anced scenario
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probability of the destination of the incoming new calls is uniformly distributed over
nodes on Ry. It is found that the packet dropping probability and the average packet
delay of both CW ringlet and CCW ringlet are almost the same for IIRC, QTRC,
and SPRC. The results show that IIRC, QTRC and SPRC can achieve the load
balancing in this balanced seenario. It is because the probability of the destination
for the'new call request is uniformly distributed over nodes; the routing policy of
QTRC is simply according to a shorter STQ length of ingress buffers and the routing
policy of SPRC is based on the shortest path. Also, this justifies that the IIRC,
which chooses a suitable ringlet with lower congestion degree and higher service rate,
is well designed. Furthermore, IIRC has the lower packet dropping probability by
about 16% and 29%, the smaller average packet delay by about 9% and 21%, and
the higher throughput by 5.1% and 7% in heavy bridge traffic intensity than QTRC
and SPRC, respectively. It is because QTRC does not consider the number of hops
to destination, and thus QTRC. would route calls to pathes with more nodes and
then consume more bandwidth. Also, in the situation that many incoming new calls
just happen to have the same destinations, SPRC’s routing policy would make the
STQ overflow. However, IIRC decides a suitable route for each call independently
based on congestion degree and service rate.

Fig. 4.8(a), (b); and (c) show the average packet dropping probability, the
average packet delay, and the throughput, respectively, versus the bridge traffic
intensity in an unbalanced scenario. Here, the probability of destination of nodes
for new calls is non-uniformly distributed, where node 1 (9) to node 8 (16) are
with the same probability 1/40 (1/10). It can be found that the packet dropping

probabilities and the average packet delays of CW and CCW ringlet by IIRC and
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QTRC are still almost the same, while these by SPRC are quite different. We can
deduce that the [TRC can indeed perceive the congestion degree of CW and CCW
ringlets and sophisticatedly achieve the load balancing by overall considering the
congestion degree, the received fairRate, the ringlet service rate, and the number
of hops to.destination. QTRC could avoid enlarging a longer STQ length of the
ingress ‘buffer dueto its routing policy. Moreover, IIRC improves by about10% and
220% in packet dropping probability, and by about 13% and 18% in average packet
delay, by about 6% and 19% in throughput in heavy traffic intensity over QTRC
and SPRC, respectively. It is because the SPRC. scheme would reute most calls via
the CCW ringlet for most destinations of incoming new calls that are on the up side
of the bridge. This will make the STQ occupancy of CCW interface in Ry exceed a
threshold and thus SPRC gets a worse throughput.

Fig. 4.9 shows the bridge throughputs of IIRC and ITRC without prediction
in a balanced scenario as given in Fig. 4.7, where different m sizes for the average
received fairRate My givenin (6) are considered. The ITRC without prediction means
that the FRC uses the received fairRat instead of the predicted.received fairRate: It
can be found that the IIRC achieves higher system throughput than ITRC without
prediction by an amount of 7%, generally speaking, and the larger m-size for the
average received fairRate would be better. It justifies that the-information of the
congestion degree of downstream nodes for the determination of proper route for the
incoming new call‘'should be timely: The obsolete information of congestion degree
is not suitable. A proper number for the average could be more effective. It can be
seen that a proper value of m, such as m = 10, is good enough. As shown in the

Fig. 4.9, the size of m = 20 performs better than that of m = 10 by only an amount
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of bridge node. It cially predicts the mean received fairRate

conges d

ownstream-node. Moreover, ITRC furthe iders the num-

ber of hops to destin n 3 he service rate of the oe, | es the indication

of the congestion ‘degree of : BCI and prediction of the mean
received fairRate by PDFP, to decide a route preference value of the interface by
FRC. The rule structure of FRC is based on the load balancing principle. Finally,

the IIRC chooses a ringlet with higher preference value of route to forward the call
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to the destination. Simulation results show that the IIRC effectively follows the

load balancing principle and achieves the better performance than the queue length

threshold route controller (QTR! : st path route controller (SPRC).
If the probability of destinati NON-UL te er all node in a
DI'C

ring, IIRC i ility, by

about
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Chapter 5

Conclusions and Future Works

The thesis provides a channel scheduling scheme, a bandwidth allocation,and
a route control to improve the performance of the optical burst switching network
of all the optical backbone (core) network, an optical packet ring network, which
is called the resilient packet ring (RPR) and specified in IEEE 802.17 [17] and a
bridged optical packet ring network based on_the resilient packet ring, which is
called bridged resilient packet rings (BRPR), respectively.

In chapter 2; we propose a new channel-scheduling scheme, called priority
burst scheduling with FDL assignment (PBS-FA), for the OBS networks when the
signal protocol is preemptive prioritized JET (PPJET) [16]. Tt ds due to the fact
that the high-priority burst is more important than the low-priority one and the
shorter burst, is more easily to be rescheduled into the void. Therefore; the PBS-FA
scheme allows high-priority bursts to preempt low-priority ones and longer high-
priority ones to replace shorter ones. Also, it reschedules those preempted bursts
by using FDL assignment. Simulation results reveal that the PBS-FA improves
the system throughput by about 3% to 10% 2.4 and reduces the average system

dropping probability by about 30% to 45% 2.5 at the traffic load 0.4 to 0.8 over the
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PLAUC-VF.

In chapter 3, an effective fuzzy local fairRate generator (FLAG) is proposed for

RPR. The FLAG is sophisticatec > function blocks: an adaptive
fairRate calculato 7y congestion-detecto , and a fuzzy fairRate
generator G F'C RIAS fairness
and ca

conge

ssignated rate with

the parking lot

ared to conventiona and DBA fairness algorithms, shown i

ate u § ’ '
egree of station using fuzzy logics, considering not o

logics and the : a he local fairRate

length

by fine-tuning the ¢ ated : ) ording to the congestion
degree by FCD. Also, the performa i DMA over DBA proves that
the moving average technique is indeed effective to diminish the effect of propagation

delay on the stability of traffic flows.
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In chapter 4, we proposes an intelligent inter-ring route controller (IIRC) for
BRPR. The IIRC uses not only the two STQ lengths but also the reserved bandwidth
for highest priority traffic and the equivalent bandwidth of an incoming new call
to indicate the congestion degree of the.interface of the bridge node. It specially
predicts the mean received fairRate to detect the congestion degree of downstream-
node. Moreover, ITRC further considers the number of hops.to destination and the
service rate of the bridge, besides the indication of the congestion degree of bridge-
node by FBCI and the prediction of the mean received fairRate by PDFP, to decide
a route preference value of the interface by FRC. The rule structure of FRC is based
on the load balancing principle. Finally, the IIRC chooses a ringlet with higher
preference value of route to forward the call to the destination. Simulation results
show that the IIRC effectively follows the load balancing principle and achieves the
better performance than the queue length threshold route controller (QTRC) and
the shortest path route controller (SPRC). If the probability of destination nodes is
non-uniformly distributed-over all node in a ring, ITRC improves by about 10% and
220% in the packet dropping probability, by about 13% and about 18% in the average
packet delay, and by about 6% and 19% in the throughput over QTRC and SPRC
4.8.<Also, IIRC achieves more gain in throughput by about 8% and 6.7% than TIRC
itself but without considering the prediction of the average received fairRate and
the amount of the reserved bandwidth as well as the equivalent capacity for a new
call request, respectively. These justify that the ITRC is sophisticatedly configured
and well-designed in choosing the input linguistic variables, defining membership
functions, and designing rule base to determine a proper ringlet for an incoming

new call. The design philosophy of ITRC can be applied to any kind of bridged
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optical packet rings.

Moreover, the IIRC is feasible for real applications for that the computational

complexity and the cost of I ‘ imple e, respectively. As mentioned
previously, the [TIRC is desig [ ¢ networks and can be

implemented in

I
raffic 1
ator (FLAG) unde

rent inter-ring ro
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