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An Adaptive Quorum-based Mechanism for the
Clock Asynchronism Problem in IEEE 802.11 MANETS

Student: Shu-Min Chen Advisor: Prof. Yu-Chee Tseng

Department of Computer Science
National Chiao-Tung University

ABSTRACT

In wireless mobile ad hoc networks (MANETS), it is essential that all nodes are syn-
chronized to a common cloek f@power saving mechanism (PSNYJany protocols have
been proposed to fulfill’clock synchronization for IEEE 802.11 MANETs. However, all
these protocols can not guarantee that they can completely solve the asynchronism prol
lem in a highly mobile ad hoc network.: Besides, even if there exists a perfect clock
synchronization protocol whichicanguarantee that it can fulfill clock synchronization in a
multi-hop network, the asynchronism problem may still arise because of mobility. There-
fore, in this work, we proposea quorum-based mechanism to assist the existing clock
synchronization protocols in solving the clock asynchronism problem in IEEE 802.11
MANETs. Our simulation results show that our proposed protocol can effectively im-
prove the clock asynchronism problem for highly mobile IEEE 802.11 MANETS.

Keywords: Mobile Ad Hoc Network, Power Saving Mechanism, Clock Synchronization.
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Chapter 1

Introduction

In wireless mobile ad hoc networks (MANETS), it is essential that all nodes are synchro-
nized to a common clock fggower saving mechanism (PSN) IEEE 802.11 PSM, each
node wakes up at the beginning of the beacon interval to exchange messages. Throug
message exchanging, nodes can schedule packet transmissions for the current beacon
terval. If a node does not have any packet transmission scheduled, it can switch its radic
transceiver off and go:-to the Sleep made for the rest of the beacon interval. In order to
exchange messages-properly, nade’s message exchanging period should be synchroniz
Otherwise, PSM will not function well.

To fulfill the requirement.of-clock synchronization, IEEE 802.11 standards specify a
distributedTiming Synchronization Function (TSFr the ad hoc mode. In this mech-
anism, since there is no per-designed infrastructure in MANETS, each mobile node will
compete to broadcast its timing information throdggaconframes. The TSF mecha-
nism is quite enough for a small and static ad hoc network. In [1], Huang and Lai first
discover the scalability problem of IEEE 802.11 TSF. When the number of network nodes
is increasing, beacon contention may get more serious and thereby cause the clock asy
chronism problem. To alleviate the scalability problem, a simple protocol called ATSP
was proposed in [1]. The basic idea of ATSP is to give the fastest node the highest prior-
ity to send beacons. However, ATSP can not handle the issues of scalability and mobility
very well at the same time. Therefore, during the past few years, several protocols have
been proposed in [2, 3]. TATSF, proposed in [2], classifies nodes into multiple tiers with
different beacon contention frequencies. Another protocol called SATSF [3] allows the
fastest node(s) to compete every beacon interval and inhibits slower nodes from beaco
contention. Besides, in SATSF, a slower node will self-adjust its clock frequency to be
closer to that of a faster node. These protocols can effectively solve the asynchronisn
caused by beacon contention, but they are designed for fully-connected networks, not fo



MANETS.

For a multi-hop ad hoc network, it is much more difficult to achieve time synchroniza-
tion. Several clock synchronization protocols for multi-hop MANETSs have been proposed
such asAutomatic Self-time-correcting Procedure (A$#]) Multi-Hop Adaptive Timing
Synchronization Function (MATSE], andMulti-Hop Timing Synchronization Function
(MTSF)[6]. The basic idea of ASP is to increase the probability of successful beacon
transmissions for faster nodes, and slower nodesseHrcorrectits timer automatically
after collecting enough timing information from faster nodes. MATSF adopts the similar
self-correcting idea. Besides, in order to spread the faster timing information throughout
the whole network quickly, MATSF groups the faster nodes into a dominating set. The
nodes in the dominating set will compete for beacon transmission every beacon interval
while the rest of nodes compete only once in a while. The self-correcting mechanism of
ASP and MATSF has poor backward compatibility because it changes the beacon forma
for an additional sequence number. As for MTSF, its basic idea is to create a spanning
tree rooted at the fastest station: .Each node selects the fastest neighbor as its "paren
and schedules its beacon transmission, non-overlapping with its parent. Although MTSF
does not need to change the beacon format, its major problem is that all nodes’ beaco
transmission schedules rely heavily on the spanning tree. Hence, it is not suitable for
mobile nodes in a MANET:

The main goal of the above mentioned protocols is to minimize the maximum clock
drift of the network. However, they can not guarantee that they can successfully achieve
multi-hop clock synchronization all the time. Once if some nodesayachronousvith
their neighbors, i.e., their wake-up schedules do not overlap with each other, these pro
tocols can not reduce the clock drift and re-synchronize nodes. Furthermore, nodes’ mo
bility may aggravate the clock asynchronism problem in MANETs. Suppose that two
groups of nodes at a distance have non-overlapping wake-up schedules. When they a
approaching each other, the mentioned synchronization protocols can not do anything t
discover mutually.

In this paper, we propose a quorum-based mechanism to relieve the clock asynchro
nism situation in IEEE 802.11 MANETs. Based on the concept of quorum, we divide
the beacon intervals into two typequorumandnon-quorumintervals. In the quorum
interval, each node remains awake for the entire beacon interval, and contends to send i
beacon frame even if it has received one. In the non-quorum interval, it can enter the slee|
mode after the ATIM window if it does not have any communication schedule as usual.
According to the characteristics of a quorum, asynchronous neighbors can discover eac
other and then get their clocks synchronized.



Chapter 2

Problem Definition and Backgrounds

2.1 Problem Definition

We say that theslock asynchronism problewccurs when the time difference between
any two neighboring nodes is larger than the length of one beacon window. In this case
the faster node’s beacon window will. not overlap with the slower node’s ATIM window
(refer to Fig. 2.1(a)). So the faster:node can hear the beacon sent from the slower nod
but the slower node may.hot have-a chance to hear the faster node’s beacons and thus
get synchronized with the faster node. The clock asynchronism problem may remain un-
solved until the amount of-time.drift between the faster and the slower nodes is a multiple
of one beacon interval (refer.to Fig: 2.1(b)). To see how serious the clock asynchronism
problem is, suppose that nodeis faster than nodé3 by 20us per beacon interval in

Fig. 2.1. Assuming that the lengths of a beacon interval, an ATIM window, and a beacon
window are100000us, 16000us, and1240us, respectively (based on the IEEE 802.11
DSSS specification), it will take?000—1240-16000+1220 — 4200 beacon intervals= 420
seconds) to move from the scenario in Fig. 2.1(a) to the scenario in Fig. 2.1(b).

Until now, most existing clock synchronization protocols aim at minimizing the max-
imum clock drift among nodes in a connected and initially synchronized network. It lacks
a mechanism to get nodes synchronized when their clocks seriously drift away. Generally
speaking, the assumption that nodes are initially synchronized is not true either. If nodes
are not synchronized first, most clock synchronization protocols may not function well,
until their beacon windows meet with each other.

Nodes’ mobility will even aggravate the clock asynchronism problem in a MANET.
Since most clock synchronization protocols will try to keep the clock drifts among nodes
within a small bound, it is very likely that two partitions of a MANET will have non-
overlapping beacon windows and thus lose synchronism. For example, Fig. 2.2(a) illus-
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Figure 2.1: (a) An example of the clock asynchronism problem, and (b) resynchronization
after B catches up wittd’s beacons.



trates a situation where two groups of mobile nodes are each perfectly clock synchro-
nized but are disconnected initially. When these two groups merge into one, as shown ir
Fig. 2.2(b), nodes in these two groups may not be able to discover each other, and thu
the network disconnectivity problem may remain unsolved for a while. This is clearly
harmful, especially when the MANET is highly mobile.

Even if a MANET remains connected, the clock asynchronism problem may cause the
network to lose some communication links. For example, in a large-scale MANET, where
a good clock synchronization protocol is running behind, a small clock drift in each hop
may accumulate into a large amount of drift after multiple hops. As shown in Fig. 2.3, if
neighboring nodes’ clock drift is bounded I@yof one beacon window, nodesand H,
which are separated Byhops, may still remain out-of-synchronization. Therefore, when
nodeF’ moves to nodel’s communication range, the communication link betwdesnd
F may not be discovered for some while, making the network layer mistakenly interpret
that A and F" are quite far away.

To summarize, most clockssynchronization protocols aim at reducing the clock drift
among hosts. Even with such_protocols, the clock asynchronism problem can not be
completely avoided, espeeially in a highly dynamic MANET. Our goal in this work is to
design an exception-handling mechanism as an enhancement to existing clock synchrec
nization protocols to ‘gquickly-diseaver asynchronous neighbors that cannot be found by
typical clock synchronization protocols:

2.2 Reviews

In this section, we review the power saving mechanism specified in the IEEE 802.11
standard first. Then we present the IEEE 802Z.iding Synchronization Function (TSF)
and theAdaptive Timing Synchronization Procedure (ATSR®posed in [1]. In addition,

we also present a multi-hop clock synchronization protocol calletbmatic self-time-
collecting Procedure (ASRyroposed in [4].

2.2.1 The Power Saving Mechanism of IEEE 802.11 Ad Hoc Net-
works

In the IEEE 802.11 ad hoc mode, stations cooperate to support the power saving meche
nism since there is no infrastructure. Active stations will buffer packets for those stations
in the sleep mode and try to notify them for data transmission. Sleeping stations will
also wake up periodically to listen to the possible notification messages. The notification
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Figure 2.4: Power Management in IEEE 802.11 Ad Hoc Networks.

messages are calleédd hoc Traffic Indication Messages (ATIMjtations can exchange
ATIMs only during the ATIM window, a time window with a fixed length. During ATIM
windows, all stations should stay active to receive possible ATIMs. Stations which have
buffered packets for other stations compete to send ATIMs. Those stations that receive th
ATIMs will reply an ACK packet to the sender and keep active in the rest of the beacon
interval. An example is shown in Fig. 2.4. In the first beacon interval, both stati@msl

B can go the the sleepimode since they-do not receive any ATIM frame. In the seconc
beacon interval, however, statioh’has to-stay active after the ATIM window since it
received an ATIM frame from statioR.. Then A and B can exchange DATA and ACK
frames after the ATIM window:.

In the IEEE 802.11 standards, a distributed timing synchronization function (TSF) is
proposed for power saving mechanism. In TSF, each node shall maintain a local TSF
timer with modulus2®* counting in increments of microsecondss). The value of the
TSF timer is the summation of a varialdé#fsetand the node’s clock. Clock synchroniza-
tion is achieved by periodically exchanging timing information through beacon frames.
A beacon frame contains a timestamp declaring when the beacon was sent. After a nod
receives a beacon frame and finds that its own TSF timer is slower than the timestamj
specified in that beacon, it will add the timing difference to its offset.

In order to periodically exchange timing information for clock synchronization, all
nodes adopt a common valu®&eacon Period which defines the length of a beacon in-
terval. Based on the value aBBeacon Period, each node divides their time into a series
of beacon intervals which are exactlypeacon Period time units apart. At the beginning
of each beacon interval, each node participates in beacon generation process as follows

1. Calculate a random delay uniformly distributed in the range between zero and
2:aCWmin- aSlotTime. (The values ouCWmin andaSlotTime are 15 and
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50 us for Frequency Hopping Spread Specturm (FH&8J are 31 and 20s for
Directed Sequence Spread Spectrum (DBSS)

2. Wait until the random delay timer expires.

3. If abeacon is received before the random delay timer has expired, the node cancel
the random delay timer. Otherwise, when the random delay timer expires and no
beacon has arrivediduring the delay period, the node shall transmit a beacon witt
its TSF timing information.

4. Upon receiving-a beacon; the node sets its TSF timer to the timestamp of the beacol
if the timestamp-is later than'the node’s TSF timer.

As illustrated in Fig. 2.5; at the beginning of each beacon interval, the period when
nodes compete to send their beacons is defindstason generation windoaonsisting
of 2 x aCWmin + 1 time slots (each of lengthSlotTime). Each node is randomly
scheduled to transmit a beacon at the beginning of one of these slots.

2.2.2 Adaptive Timing Synchronization Procedure

In the IEEE 802.11 ad hoc networks, because nodes can only set their timers forward
the node with the fastest clock may suffer from asynchronism with a high probability if it
fails to transmit beacons for too many beacon intervals. To alleviate these asynchronisn
problems, ardaptive Timing Synchronization Procedure (AT&Rjyroposed in [1]. The
main idea of ATSP is to give faster stations a higher priority to send beacons. Based
on this idea, each nodeis assigned a parametéfi) to determine how often it should
participate in beacon contention. Nodeontends for beacon transmission evé(y)
beacon intervals. Let,,,, be the maximum value of (i) and C'(i) be the counter in
nodei that counts the number of beacon intervals. Initially,) is randomly generated
between 1 and,,,, andC(i) = 1. In each beacon interval, nod@articipates in beacon
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Figure 2.6: An example of the ATSP algorithm. The black node (if any) in each beacon
interval is the node which wins the beacon transmission in that interval.

contention iffC' (i) mod I(i) = 0. When node receives a beacon with a faster timestamp
than its own one, its timer will be set to the received timestamp. Then, its priority will be
decreased through increasing@) by 1 if 1(7) is less than,,.., and its counte€'(:) will

be reset td). On the other hand, if nodedoes not receive any faster timestamp than its
own for I,,,,, consecutive beacon intervals, it decreas@s by 1 if () is larger thanl

and setg”' (i) to 0. At the endsof each beacon interval, each node increasesitdy 1.

Consider the example in Fig..2:6, wherg,., = 3. The order of clock speed i4 >
B > C > D. Initially, the value of timerisA > B > C' > D, andI(A) = 2,1(B) = 3,

I(C) = 1, andI(D) = 2."At the beacon-interval, sinceC(C) mod I(C) = 0, only
C participates in beacon contention, and thereby sends its beacon. This ¢atses
increase itd (D) by 1 and set’ (D) to 0: At the end of this beacon interval, every node
increases its own count€f(z) by 1. At the beacon interval, both A andC' participate
in beacon contention. In this examplé,sends its beacon first, resulting IGC') + 1,
andC(B) = C(C) = C(D) = 0. Note that/(B) and(D) can not be increased since
they are equal td,,... At the beacon interval 3, according to the rules of ATSP, no
node contends to send their beacons. At the beacon interval 4, note thaf (sindeas
remained unchanged value = I,,.,) continuous beacon intervald, will decrease
I(A) by 1, and sets”'(A) to 0. Finally, the fastest nodd will participate in the beacon
contention in every beacon interval.

With ATSP, the node with the fastest TSF timer will have a very high probability of
successfully sending its beacons, thereby synchronizing all other stations. Compared t
the IEEE 802.11 TSF, ATSP provides a simple but effective solution to improve the clock
synchronization mechanism in single-hop MANETSs.



2.2.3 Automatic Self-time-collecting Procedure for MANETS

The main ideas of ASP are to increase the successful beacon transmission probabilit
for faster nodes and to spread the faster timing information throughout the whole net-
work. In ASP, each node maintains a table callédighbor_Table to keep track of

its neighbors and their TSF timers through periodical beacon transmissions. Based ol
Neighbor_Table, nodei first calculates an integer variablgs which is defined as the
period of how many beacon intervals for node compete to transmit a beacon. For
example, ifp; = 5, nodei will try to transmit a beacon every 5 beacon intervalsis
calculated as follows.

= | (er) | e

where N A; is the number of nodés neighbors andV L; is the number of nodés
neighbors whose TSF timer is equal to or slower than that of modibe parameted is
used to adjust the number of,;nedes to contend for the beacon transmission. For exampl
for nodei, when N A; = 6 anda = 1, p; will be one only whenV L, is more than three,
while in the same case, butdf="2, p; will be one only whenV L, is more than four.

This means that a large reduces the number of nodes that can transmit their beacons in
every beacon interval.

Unlike 802.11, each node changesaftsetonly when it has received a beacon con-
taining a timestamp later than‘its local timer. In ASP, a slower node not only follows this
standard rule, but also tries to obtain the clock oscillation difference between itself and a
faster node. With this information, a slower node can updatefisetperiodically in or-
der to synchronize to the faster nodes automatically. A slower node obtains the oscillatior
difference by comparing the difference of its TSF timers with the successively received
beacons containing a faster timestamp from the same node. We defirelimel as
the elapsed time that a node receives two successive beacons from the same faster no
and Pass_Time2 as the time difference between these two beacons’ timestamps. Based
on Pass_Timel and Pass_Time2, a slower node calculates an integer variabig as
follows.

Pass_Timel
4= {PassTime? — PassTimelJ
Then, based on the value of, node: can automatically increase itéfsetby one
in everya; microseconds. Note that it is important that the beacon sender (i.e., the fastel
node) did not change itdffsetduring the two successive beacon transmissions. Otherwise,

10



the beacon receiver (i.e., the slower node) will estimate its clock oscillation to the beacon
sender improperly. In order to solve the problem, each node maintains an integer variable
Seq_No and appends the value 6tg_No at the beacon frames (here, ASP adds a 4-
bit field for Seq_No in the beacon frames. S6¢eq_No will be reset to zero when its
value is increased to sixteen). When a nodéfsetis updated because of a faster beacon,
the node’sSeq_No will be increased by one. With the design 8¢¢_No, the correct
calculation of Pass_Time2 shall be taken from two beacons sent from the same node
with the sameSeq_No. Note that due to a node may updateStsg_/No more than once in

a beacon interval, the received timing information stored in each node will be abandonec
after £ beacon intervals (here, ASP sétso eight) in order to prevent the wraparound
problem ofSeq_No.

To sum up, ASP makes nodes with faster TSF timers transmit their beacon frames
frequently. In addition, a slower node can automatically synchronize to a faster node if it
has received the beacon with the faster timing information twice from the same node with
the sameSeq_No.

11



Chapter 3

The Proposed Quorum-Based
Mechanism

3.1 Concept of Quorum

We apply the concept of quorum:to help asynchronous nodes discover each other. Quc
rums have been widely:used in distributed systems (e.g., to guarantee mutual exclusio
or fault tolerance [7,:8]). A quorum:is a set of entities from which one has to obtain
permission to perform some critical action. Any two quorum sets must have non-empty
intersections. This property helps-usito.design synchronization schemes such that any tw
asynchronous nodes have chances.to.receive each other’s beacons.

In [9], it has been shown that @ group of quorums, such agtidequorum[10], the
torus quorum11], thecyclic quorum[12], and thefinite projective quorunfil0], can be
applied to efficient synchronization protocols.

3.2 Structure of Beacon Intervals

Below, we will use thegrid quorumto explain ourQuorum-based Clock Synchronization
(QCS)protocol. A grid quorum is formed by a 2D matrix such that each quorum contains
a random column and a random row of entries. Clearly, any two quorums must have
a non-empty intersection. Here, &h x N grid quorum will be used. Each node will
partition its beacon intervals into groups such th&t beacon intervals constitute one
group. In each group, it&’? beacon intervals are arranged in a row-major manner into
anN x N grid. Each node then arbitrarily picks one row and one column and designates
these2N — 1 beacon intervals in the selected column and rowuwsrum intervalsand
the remainingV? — 2N + 1 beacon intervals ason-quorum intervals

Nodes’ actions in quorum and non-quorum intervals are defined as follows.

12



e Each quorum interval includes three padsorum beacon windovATIM window
anddata window During a quorum beacon window, a node will try to send out
its beacons. A beacon should be sent even if the node has received other node:
beacons. During an ATIM window, a node may send/receive traffic announcement
to/from other nodes. After the ATIM window, a node has to stay awake throughout
the whole data window.

e Each non-quorum interval also consists of three paxig-quorum beacon window
ATIM window anddata window In a non-quorum beacon window, beacon trans-
mission is optional and will depend on an existing clock synchronization protocol.
The clock synchronization protocol can be anyone mentioned in the Chapter 2.2.
Here, we will use a binary functioffi,(:) to denote whether node will compete
for the beacon transmission in tix¢h beacon interval or not. The value §f(7)
depends on the adopted clock synchronization protocol. We will leave the detall
discussion in the next section. A node’s behavior in an ATIM window is the same
as that in a quorum‘interval. However, a node’s behavior in a data window will
depend on whether there is any traffic announcement in the former ATIM window
related to itself: If:so, it hasto remain awake throughout the data window; other-
wise, it may go+o sleep:

Fig. 3.1 illustrates an example of grid quorum and the structures of quorum and non-
quorum intervals. With such a"structure, it has been proven in [9] that two neighboring
nodes can always hear each other’s beacons at least oncelévégacon intervals, no
matter how much their clock values drift away. The value\oalso plays an important
role in the QCS protocol to balance the performance of time synchronization and power
consumption. A smalleN can reduce the time required to synchronize two asynchronous
nodes when they become neighbors but at the cost that it has to stay awake in more da
windows when quorum intervals appear. In the Chapter 4, we will investigate this issue
under different values aW.

3.3 Beacon Transmission Rules

In the QCS protocol, beacon trasmission is mandatory in a quorum interval. However, in
a non-quorum interval, beacon transmission is controlled by two processdseaben-
receptionprocess and thibeacon-windowprocess. These two processes are illustrated in
Fig. 3.2.
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Figure 3.1: The structures of grid quorum, quorum interval, and non-quorum interval.

The beacon-reception process is triggered when a nedeeives a beacon from a
nodej. Let7; be the-current time of, 7; be the timestamp in’'s beacon,BIW be the
length of a beacon window,-andl; be the current number of nodis neighbors. Two
types of events are considered to be monitored:

e EventA: If nodei’s clock is faster than nodgs clock by the length of a beacon
window (i.e.,T; > T, + BW), eventA will be triggered.

e EventB: If node’s clock is slower than nodg¢'s clock by the length of a beacon
window (i.e.,7; < T; — BW) and node has at least one neighboring node (i.e.,
N; > 0), eventB will be triggered.

These events are apparent to show that the node who receives the beacon has soi
out-of-synchronization neighboring nodes and it is capable of synchronizing their timer.
Hence, after being aware that one of these events has taken place, the node should comp

to send its beacons in the following beacon intervals for a short period of time so as to
synchronize these neighbors. Fig. 3.2(a) shows the flow of the beacon-reception proces:
The parameteV, is defined as the number of beacon intervals where a node should

continuously compete to send its beacons when edéntriggered, andVg is for event

B. A counterCnt is used to denote the remaining beacon intervals during which a node
should compete to send its beacons. In order to meet the quorum intervals of those out

of-synchronization neighbors, the system parameteysaand N should be larger than
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Figure 3.2: The flowchart. of (a).the beacon-reception process and (b) beacon-window
process.

the quorum sizéV because a quorum interval at least appears once for évdrgacon
intervals.

The beacon-window process is triggered by the current type of beacon interval (refer
to Fig. 3.2(b)). For each coming beacon interig] we need to identify its type first. If
B; is a quorum interval, the node has to send a beacon during its beacon window ever
if it has already received others’ beacons. This is because QCS protocol relies on the
beacon exchange during the overlapping quorum intervals of two asynchronous nodes t
adjust the slower’s timer. If we only follow the beacon transmission rule of the cooperated
synchronization protocol, we may loss the benefit of the quorum systeR).i¢fa non-
quorum interval, the node should check its courdter first. If C'nt is set because the
eventA or B has been triggered, the node has to compete to send its beacon and decrea
Cnt by one untilCnt counts down to zero. WhemR,; is a non-quorum interval and
Cnt = 0, we follow the rules of the cooperated synchronization protocol. In this case,
the functionf,,(¢) dominates the beacon contention procedure to determine if thernode
should compete to send a beacon during this beacon interval.
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Fig. 3.3 illustrates the advantage of reducing a node’s beacon competition frequency
for a period of time when the eveAtis triggered. In this example, nodewith a faster
timer can be aware of the existence of an out-of-synchronization neighboringthode
by receiving from@’s beacon duringP’s ATIM window. Hence, nod&) will have a
chance to be synchronized fds timer by the continuous beacon transmissions of node
P. Fig. 3.4 shows the situation of eveitAt first, nodeB has a synchronized neighboring
nodeC and receives a beacon with a faster timestamp from nbd€hen, nodeB gets
synchronized to nodel and thereby loses the connection with naddéecause of the
asynchronism problem. In this case, ndélshould try to compete to send its beacons in
the following beacon intervals in order to synchronize néde

As shown in Fig. 3.5, it demonstrates how our QCS protocol cooperates with ATSP.
In this figure, noded’s timer is faster than nod&’s by at least a beacon window. The
variablesC' and/ are the basic parameters of ATSP (refer to Chapter 2).,,§¢ of node
n in QCS protocol is set torue whenC'(n) mod I(n) = 0 during the beacon interval
i. Assumel,,., = 10. Initially, G(A4) = 4, I(A) = 2, C(B) = 1, I(B) = 5, and
the countersC'nt of A and B are both zero in the beacon interkal Although nodeA
competes to send beacons i every.two beacon intervals, Badesses these beacon
transmissions because they are encountering the clock asynchronism problem. Durin
the beacon interval +:3, nodeA;meets a quorum interval resulting th@tA) is reset to
zero because nodé has sent its beacon during that beacon interval. During the beacon
interval k£ + 4, since noded receives nodds’s beacon, evenA is triggered. So nodd
setsCnt = N, and competes to send its beacon every beacon interval untikitgs
decreased to zero. During the beacon intekval 5, node B meets a quorum interval
and thereby receives nodgs beacon through its data window. As a result, nétigets
synchronized to nodd, increased(B) by one, and set§'(B) to zero.
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Figure 3.3: An example shows evehthat a node should temporarily reduce its beacon
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Chapter 4

Simulations

To evaluate the performance of our QCS protocol, we developed the programs in JAVA.
We simulated QCS adopted by IEEE 802.11 TSF and ASP. In our simulations, we use
two metrics to evaluate the proposed protocol.

e Average remaining time of'asynchronous pairs of nodes
The metric measures the.average remaining time of asynchronous pairs of node
throughout the :entire simulation period. We use this metric as a measurement of
the gravity of the clock asynchronism problem - the greater the value of the metric,
the graver the clock asynchronism problem.

e Beacon sending times
Since nodes have to compete to send their beacon frames in the quorum interval
and beacon transmissions will consume nodes’ power resources, this metric coulc
be used to measure if too much additional beacon transmissions occur when the ex
isting clock synchronization protocols adopt the QCS protocol as an enhancement.

4.1 Simulation Setup

Our simulator closely follows the protocol details of beacon generation and contention
specified in IEEE 802.11 standards. The value Btacon Period (the length of a bea-
con interval) is set t@.1s and the value ott AT I MWindow ( the length of an ATIM
window) is set tol6ms. Each node’s clock accuracy is uniformly distributed in the range
of [-0.01%,+0.01%] as recommended in IEEE 802.11 standards. So starting from the syn
chronized clocks, the maximum clock drift between two nodes after 1 second;is.200

In these simulations, we use the definition of the clock asynchronism problem speci-
fied in Chapter 2. That is, the asynchronism problem happens when a node’s TSF time
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is slower than another neighboring node’s TSF timer over L24ie., the length of the
beacon window when DSSS is adopted. Each simulation is performed for a duration of
500 seconds in a MANET where the number of nodes is 500. Each node is randomly
located in an area of 306B000 square meters with a transmission range of 250 meters.
All nodes’ initial TSF timers are synchronized to zero and they move according to the ran-
dom way-point model as in [4] with maximum speea 5 and pause time 20 seconds.
We run ASP witho = 3 as it is the preferred value by [4].

4.2 Simulation Results

Now we present and discuss our simulation results. As mentioned before, we evaluate oL
QCS protocol when it is adopted by IEEE 802.11 TSF and ASP as an enhancement.

First of all, we plot the maximum clock drift between any two neighboring nodes
during the whole simulation time when IEEE 802.11 TSF is adopted to fulfill clock syn-
chronization in Fig. 4.1. Besides, IEEE 802.11 TSF adopting QCS, wNei®set to
32, denoted by QCS(32), is also shown in this figure. As the figure shows, the maximum
clock drift suddenly increases over 1240around 80 seconds after the simulation be-
gins. In this case, the first asynchronous:pair appears because a node with a slower TS
timer suddenly moves inside.anether node’s transmission range. Since the original IEEE
802.11 TSF does not ‘address the issue of clock asynchronism caused by mobility, the
maximum clock drift continuously increases. At last the maximum clock drift increases
over 7000Qks.

After IEEE 802.11 TSF adopts QCS, the maximum clock drift decreases under;20000
Note thatV = 32 in QCS implies that nodes only hagg quorum intervals in every024
beacon intervals. In other words, the average of quorum intervals among all nodes is only
about30.76s throughout the entire simulation periosD()s). This implies that the clock
asynchronism problem can be easily relieved even thdugih QCS is large.

Fig. 4.2 shows the beacon sending times throughout the entire simulation period.
From this figure, we can see that when the IEEE 802.11 TSF adopts QCS with a smalle
N, the maximum or average beacon sending times increases only by a small amoun
This means that QCS does not cause too much additional beacon transmissions. Note th
N = 0in this figure means that QCS is not adopted by IEEE 802.11 TSF.

Now we discuss how the value of in QCS can affect the average remaining time of
asynchronous pairs of nodes, as shown in Fig. 4.3. Note that when IEEE 802.11 TSF doe
not adopts QCS as an enhancement, the average remaining time of asynchronous pairs
quite large since IEEE 802.11 TSF does not know how to handle the clock asynchronisir
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Figure 4.1: Maximum:clock drift between any two neighboring nodes for IEEE 802.11
TSF and IEEE 802.11 TSF with QCS whe¥eis set to 32.

problem. In addition, it is not hard'to see that when the valu&’ ah QCS is larger, the
average remaining time‘of asynchronous pairs becomes longer because a quorum interv
appears less frequently. However, it consumes more power resourcesWwibemaller.

For example N = 2 implies that there are 3 quorum intervals in every 4 beacon intervals,
i.e., nodes stay awake in abaiit’s of the entire simulation period.

Although ASP has automatic self-time-correcting functions, it is not guaranteed that
ASP can completely prevent the clock asynchronism problem. Fig. 4.4 shows the max-
imum clock drift between any two neighboring nodes during the whole simulation time
when ASP is adopted for clock synchronization. As shown in Fig. 4.4, the maximum
clock drift suddenly increases ovE240u.s around150s. The reason of the occurrence of
the first asynchronous pair is similar to the one in IEEE 802.11 TSF - mobility. At last,
the maximum clock drift increases 8d000..s around. Similarly, after ASP adopts QCS
with NV = 32, the maximum clock drift decreases undé000.s.

Fig. 4.5 shows the beacon sending times throughout the entire simulation period.
Compared with IEEE 802.11 TSF in Fig. 4.2, the maximum/average beacon sending time:
in ASP is fewer than that in TSF. Besides, from this figure, we can see that QCS cause!
some but not too many additional beacon transmissions. At last, Fig. 4.6 illustrates how
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Figure 4.5: Beacon sending times for ASP.
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Figure 4.6: Average remaining time of asynchronous pairs for ASP.

the value of NV in QCS can affect.the average remaining time of asynchronous pairs of
nodes. As only ASP is adopted, the average remaining time of asynchronous pairs is u
to 59s. However, the:situation: becomes: totally different when ASP adopts QCS. From
this figure, we can see that the average remaining time of asynchronous pairs is smalle
than4s whenN < 32 in QCS:
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Chapter 5

Conclusions

In this paper, we point out that the current clock synchronization protocols lack an ex-
ceptional handling mechanism to solve the clock asynchronism problem in IEEE 802.11
MANETS. Therefore, we propose a compatible protocol called QCS to address the clock
asynchronism problem in IEEE 802.11 multi-hop MANETSs. Through our simulations,
we show that our proposed scheme.can assist the existing clock synchronization proto
cols in solving the clock asynchranism problem successfully.
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