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摘      要 

在這篇論文當中，我們探討的議題是無線感測網路中的近似查詢處理。由於

鄰近感測節點的讀數通常具有空間相關性，將這些讀數相近的感測節點聚集成多

個叢集，並替每一個叢集選出一個 r-node(即叢集代表點)來回答查詢能有效地節

省網路的電力消耗。為了解決這個議題，我們提出資料涵蓋的觀念。我們首先定

義資料涵蓋問題是選擇最少數目的 r-node 來完整涵蓋整個網路。我們證明資料涵

蓋問題是一個NP-complete的問題。因此，我們提出了兩個誘導式演算法DCglobal
和 DClocal 來解決此問題。演算法 DCglobal 是一個集中式的演算法。我們證明

經由 DCglobal 得到的解和最佳解之間的誤差是有限的。演算法 DCglobal 消耗的

電力相當可觀，因此，我們提出演算法 DClocal。DClocal 為一分散式演算法，

分別由網路中的各個感測節點執行以選出 r-node。同樣的，我們也證明了經由

DClocal 得到的解和最佳解之間的誤差是有限的。接著我們討論如何決定演算法

DClocal 中所使用的參數的最適值。經由效能評估，我們發現演算法 DClocal 比
起 DCglobal 的確消耗了較少的電力，並且經由和其他的演算法進行比較，演算

法 DClocal 在網路時間及電力消耗方面的效能都較為優異。因此我們提出的演算

法能夠有效地節省電力，並且針對使用者的查詢提供符合使用者所需之精確度的

答案。 
 
 
關鍵字：查詢處理，無線感測網路，資料涵蓋，集合涵蓋。 



Abstract

In this paper, we focus on the issue of approximate query processing in wireless sensor net-
works. Since there are usually spatial correlations between the readings of sensors in vicinity,
it is energy-efficient to group these sensors into clusters and select one r-node, i.e. cluster-head,
for each cluster to answer queries. We propose an innovative concept called data-coverage to
address the problem. We prove that the data-covering problem which selects minimal number
of r-nodes to fully data-cover the whole network is an NP-complete problem by reducing the
set-covering problem to our data-covering problem. In order to solve the data-covering prob-
lem, we devise two heuristic algorithms DCglobal and DClocal. The first algorithm, DCglobal,
is a centralized algorithm executed at the sink. The ratio between the number of r-nodes
selected by DCglobal and that of the optimal solution is bounded. Since the energy consump-
tion of DCglobal is extremely high, we devise another algorithm called DClocal. DClocal is
a distributed algorithm executed by each sensor to locally select r-nodes. We prove that the
ratio between the number of r-nodes selected by DClocal and that of the optimal solution is
bounded. We then discuss the optimal value of the parameter used in DClocal. Through the
experimental study, it can be seen that the energy consumption of DClocal is less than that of
DCglobal. In addition, through comparing with other algorithms, the performance of DClocal
is much better in terms of network lifetime and energy consumption. Thus, we conclude that
our algorithms are energy-efficient and can provide the users the answers that satisfying their
requirements for precision.

Keywords –Query processing, sensor network, data-coverage, set-covering.
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Chapter 1

Introduction

Sensor networks are composed of a large number of sensor nodes, which are deployed randomly

or in a planned way. Since the deployed areas are usually unreachable, sensors must self-

organize and work cooperatively. Because of the cheapness and self-organizing capability,

sensor networks provide a cost-efficient way to monitor large-area phenomena that may be

impossible to do before. The monitoring applications include inventory management, habitat

monitoring [12], and battlefield awareness. The energy constraint on sensors, however, is an

important issue of monitoring applications since the power supply of sensors is limited and

irreplaceable. Therefore, the designers should take account of the low power consumption

requirement while designing applications.

Since the sensor network can be viewed as a distributed database [3], several previous works

proposed declarative SQL-like query which enable users to acquire the information about the

network through issuing queries to the sink [10][17]. Table 1.1 shows a query example which

gets the average temperature in the monitored region. To compute the answer of a query,

the sink floods the query to every sensor in the network, and the sensors which satisfy the

criterion transmit their sensing readings to the sink for computing the answer. Obviously, this

straight approach gives the user the exact answer of the query. However, one main drawback

is that, because of the huge amount of messages transmitted in the flooding, the energy cost

1



SELECT AVG(S.Temperature)
FROM Sensor S
WHERE S.Location IN region

Table 1.1: A query example.

is considerable.

In fact, it is impossible to acquire all the relevant data of the sensor network environment.

The physically observable world consists of a set of continuous phenomena in both time and

space, so the set of relevant data is in principle infinite. However, sensors can only collect

data by sampling the environment at discrete points in time and space. Therefore, once we

issue a query about the environment, we can get only approximate answers about the real

phenomena from the network. There are many previous works dealing with the approximate

query processing problem of sensor networks [6] [9].

In this paper, we deal with the approximate query processing in wireless sensor networks.

We propose to cluster sensors with similar readings and select a representative node (referred to

as r-node) for each cluster. Since the sensors are usually densely deployed in the environment,

the readings of sensors in vicinity are highly correlated. Transmitting similar readings of

sensors in vicinity to the sink incurs redundant energy consumption. To figure out this issue,

we propose a new concept, called data-coverage. A sensor is said to be able to cover another

sensor if their readings are similar. Each sensor in the networks has its own data-coverage

containing neighbors with similar readings. The r-node will represent neighbors in its data-

coverage to answer queries. Unlike traditional coverage problem in sensor networks which

focuses on full coverage on physical area, the objective of data-coverage is to select a set of

r-nodes to fully cover the network in terms of data similarity, i.e., every sensor in the network

is in at least one data-coverage of the r-nodes.

The concept of data-coverage can be best understood by the illustrative example in Figure

1.1, where the data-coverages of the 12 sensors is shown in Table 1.2. Note that there are

2
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Figure 1.1: An illustrative example of representative selection.
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Figure 1.2: There are several combinations of representative sensors.
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ID Coverage Range
A {A,B,C,D}
B {A,B,C,D,E}
C {A,B,C,D}
D {A,B,C,D,E,F,G}
E {B,D,E,F,G,H,I,L}
F {D,E,F,G,H,I,J,K,L}
G {D,E,F,G,H,I,J,K,L}
H {E,F,G,H,I,J,K,L}
I {E,F,G,H,I,J,K,L}
J {F,G,H,I,J,K,L}
K {F,G,H,I,J,K,L}
L {E,F,G,H,I,J,K,L}

Table 1.2: The data-coverages of the sensors in the example.

several combinations to fully cover the whole sensor network. For example, 3 possible selections

of r-nodes are shown in Figure 1.2(a), 1.2(b), and 1.2(c). As can be seen in this example, the

number of r-nodes differs with different selection, and thus the energy consumed in answering

queries also differs. In order to conserve energy consumption, we want to select as less number

of r-nodes as possible so as to cover the whole sensor network. The minimal number of r-nodes

of the above example is 3, as can be seen in 1.2(a).

Consequently, we explore in this paper the issue of selecting minimal number of r-nodes to

approximately answer user queries while guaranteeing that the approximation error is within

the user-tolerable error threshold. Specifically, we define this as a data-covering problem.

Given the pre-specified error threshold and a set of sensor nodes, we are going to select minimal

number of sensors as r-nodes such that the union of their data-coverages fully data-covers the

network. Moreover, the difference between the readings of a r-node and the sensors in its data-

coverage will not exceed the error threshold. We prove that the data-covering problem is NP-

Compelete in later section by reducing the set-covering problem to the data-covering problem.

Then, we propose two approximate algorithms to solve the data-covering problem. The first

one, DCglobal (standing for algorithm of Data-Coverage problem with global information),

which is a centralized algorithm executed at the sink, has bounded approximation ratio but
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higher energy consumption; whereas the second one, DClocal (standing for algorithm of Data-

Coverage problem with local information), which is a distributed algorithm executed at each

sensor, sacrifices the theoretical bound but is more energy-efficient. The sensors select r-nodes

cooperatively according to the selection criteria in DClocal.

Performance of these algorithms is comparatively analyzed and sensitivity analysis on

several parameters, including the number of hops for sensors to exchange readings in DClocal,

the error threshold, and the degree of spatial correlation is conducted. Simulation results

show that by exploiting the feature of data-cover, the lifetime of wireless sensor networks is

extended. Furthermore, due to the distributed nature of DClocal, DClocal is able to further

reduce the number of messages.

A significant amount of researches of query processing in sensor network has been done.

We mention in passing that the authors in [6] explored a model-driven architecture in which

a centralized probabilistic model is used to estimate the readings of sensors by generating

an observation plan to collect appropriate readings of sensors. In [9], the author proposed

an extension of declarative query in sensor networks, called snapshot queries. The snapshot

queries can be answered through a data-driven approach by using a linear regression model to

predict the readings of 1-hop neighbors. Despite of applying prediction techniques for approx-

imate query processing, another class of query processing uses in-network data aggregation

approaches to reduce message transmissions [18]. In [10], a declarative SQL-like query is sup-

ported and the data is aggregated in a collection tree. Similarly, the authors in [17] proposed

an architecture to support declarative queries by generating a query plan which will be spread

to the network for in-network query processing.

Since the spatial correlation between sensors is not restricted in 1-hop neighborhood, we

propose to selected sensors to answer queries for neighbors with similar readings multi-hops

away, rather than only 1-hop neighbors in [9]. Although the range of spatial correlation

is usually large, dissimilarity between two distant sensors still exists. Therefore, instead of

5



using only one distribution to capture the readings in the network in [6], we propose to select

several sensors to capture the different distributions of readings in the network environment.

The contributions of this paper are organized as follows.

• In order to take advantage of the spatial correlation in sensing readings, we propose an

innovative concept, called data-coverage, to address the problem of approximate query

processing. We define that the problem of selecting minimal number of r-nodes to fully

data-cover the network is a data-covering problem.

• We prove that the data-covering problem is NP-complete. We prove it by reducing the

set-covering problem to the data-covering problem.

• In light of this concept, we develop two approximate algorithms DCglobal and DClocal

to solve the data-covering problem. DCglobal is a centralized algorithm executed at

the sink while DClocal is a distributed algorithm. By using only r-nodes to answer

queries, the number of sensors participated in queries is greatly reduced. Thus the

network lifetime is prolonged. If there are sensors which are temporarily inaccessible,

the r-nodes can answer queries for them.

• We conduct a theoretic analysis for users to decide the optimal value of the parameter

used in DClocal.

• We devise an energy efficient maintenance mechanism which rotates the responsibility

of r-node to every sensor. Through this mechanism, the energy consumption of each

sensor is balanced.

The rest of this paper is organized as follows. Preliminaries are given in Section 2. In

Section 3, we develop two heuristic algorithms DCglobal and DClocal to solve the data-

covering problem. Performance studies are conducted in Section 4. This paper concludes

with Section 5.
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Chapter 2

Preliminaries

In this section, we first introduce the terminologies of algorithm DCglobal and DClocal in

Section 2.1. We also give a formal definition of the data-covering problem and prove that it

is NP-Complete by reducing from the set-covering problem in this subsection.

2.1 Problem Definition

In this study, we focus on the issue of approximate query processing in sensor networks. We

observed that the readings of sensors in vicinity are highly correlated. To take advantage of

the spatial correlation, we propose to cluster sensors with similar readings together and select

a sensor as an r-node for each cluster.

Table 2.1 shows the description of symbols used in our algorithms. The set of sensors is

denoted as S, and R denotes the set of r-nodes. Usually, the number of r-nodes is less than

that of sensors. Therefore, we have |R| ≤ |S|. The data-coverage (or cluster) of a sensor i

is denoted as Ci. For a sensor j ∈ Ci, R (j) = i if sensor i is selected as an r-node. Since

the selected r-nodes must fully data-cover the whole network, we have
S
r∈R

Cr = S. Let vit

denote the reading of a sensor i sampled at time t. For each sensor, the current reading is

correlated with the successive one. In order to utilize such temporal correlation, we compare

7



Description Symbol
The set of sensors S
The set of r-nodes R
The data-coverage (or cluster) of r-node r Cr

R-node of sensor i R(i)
The reading of sensor i sampled at time t vit
The reading vector of sensor i

−→vi
The pre-specified error threshold �
Distance between sensor i and j d (i, j)

Table 2.1: Discription of symbols.

the similarity between two sensors based on their readings sampled in a time period. The

readings of sensor i are stored in a reading vector −→vi . The dissimilarity between two sensors

is denoted as d(i, j). We give a mathematical definition of d(i, j) in the following.

Definition 1: Suppose that the length of reading vectors is l. The distance between

sensor i and j is the Euclidean distance between their reading vectors and can be defined as:

d (i, j) =

vuut lX
k=1

|vik − vjk|2.

From the above definition, sensor i can compute its data-coverage Ci if it has the readings

of its neighbors. The data-coverage of sensor i consists the neighbors which are data-covered

by i. We give a formal definition of data-cover in the following.

Definition 2: Sensor j is data-covered by sensor i if (1) i and j are connected by at least

a path, (2) supposed that the path connecting i and j is < s0 = i, s1, ..., sk = j >, sensor i

can data-cover st for 1 ≤ t ≤ k− 1, and (3) d (i, j) ≤ �, the dissimilarity between i and j does

not exceed the error threshold.

Thus, the problem that we study in this paper can be formally defined as follows.

Data-covering problem: Given a set of sensors, the collection of the data-coverages of

all the sensors, and a pre-specified error threshold �, the data-covering problem is to select a

set of r-nodes R, such that for each sensor i, there is at least an r-node r ∈ R data-covering

8



i, and the number of r-nodes is minimized.

By reducing the set-covering problem to the data-covering problem, we prove that the data-

covering problem is NP-complete. The set-covering problem is briefly described as follows:

Set-covering problem: Given the set of elements X, a family F of subsets of X, and

every element of X belongs to at least one subset in F , i.e.
S
S∈F

S = X. The problem

of selecting a minimize subset C ⊆ F whose members cover all of X, i.e.
S
S∈C

S = X, is

NP-complete [5].

Theorem 1: The data-covering problem is NP-complete.

Proof: Given an instance I (X,F ) of set-covering problem, we can map it into an instance

I 0 of data-covering problem. Define a sensor network with the members in X as sensors. For

each subset S in F , define S as the data-coverage of any one sensor corresponding to the

member covered by S. Noted that no two subsets in F will be assign to the same sensor. For

sensors without any data-coverage assigned, define that its data-coverage covers only itself.

From the above mapping, we can clearly see that if I 0 has a solution, I will have a solution.

Further, if a solution for data-covering problem exists, this can be verified in polynomial time.

¤

Since the data-covering problem is NP-complete, we therefore propose two heuristic algo-

rithms so as to select the minimal number of r-nodes that are able to data-cover the whole

sensor networks.
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Chapter 3

Discovering Representative Nodes

In this section, we propose two heuristic algorithms for the data-covering problem. Specifically,

a centralized algorithm DCglobal is developed in Section 3.1. In Section 3.2, we devise a

distributed algorithm DClocal. Section 4.3 is devoted to the comparison of DCglobal and

DClocal.

3.1 Algorithm DCglobal

Usually, there are a large number of sensors in the network. It is undesirable to enumerate

all the possible combinations to find the optimal set of r-nodes to fully data-cover the whole

network. Fortunately, since the data-covering problem is equivalent to the set-covering prob-

lem, several heuristic solutions are proposed for the set-covering problem and can be applied

to solve the data-covering problem. The most well-known one is the greedy algorithm which

iteratively finds the current largest set [5]. The algorithm executed at the sink (referred to as

DCglobal) for the data-covering problem is shown below.

Algorithm DCglobal first will collect the coverage information (i.e. collect the readings of

each sensor and compute the data-coverage of each sensor), and then according to the coverage

information determine the set of r-nodes.

10



Algorithm 1 DCglobal: Select Representative Nodes by Greedy Set-Covering
Input: S, set of all the sensors with their readings; �, the error threshold.
Output: R, set of r-nodes where R ⊆ S.
1: for each sensor i ∈ S do
2: for each neighbor j do
3: if d (si, sj) ≤ � then
4: i adds j to its data-coverage ci.
5: while S 6= φ do
6: Find a sensor i whose data-coverage ci maximizes |ci|.
7: for each sensor j ∈ ci do
8: Remove j from S and the remaining data-coverages.
9: Add i into R.
10: Return R

From line 1 to line 4 of algorithm DCglobal, the sink collects readings from all the sensors

and computes the data-coverage of each sensor according to the error threshold �. When all

data-coverage information of sensors are calculated, DCglobal will begin to select the r-nodes

in accordance with the coverage information. From line 5 to line 10, algorithmDCglobal selects

a sensor whose data-coverage covers the largest number of uncovered sensors as an r-node.

As can be seen in line 7 and 8, the sensors covered by the newly selected r-node are removed

from the data-coverages of remaining sensors. In line 9, the sink adds the selected r-node into

the set of r-nodes R. After the execution of DCglobal, the sink broadcasts the information

of R to each sensor in the network. Later on, the sensors belonging to R will answer queries

for sensors in their data-coverages. The other sensors only sense the environment and report

their readings to their r-nodes periodically. Basically, we borrow the concept of the existing

algorithm in [5] for algorithm DCglobal. We can proved that the ratio between the number

of r-nodes selected by DCglobal and that of the optimal solution is bounded.

Theorem 2: Given a collection of data-coverages of sensors C, let the set of r-nodes

selected by DCglobal be Cg, the set of optimal (i.e., minimal number) r-nodes be C∗, then

|Cg| ≤ |C∗| ×H (maxS∈C |S|), where H (n) =
Pn

k=1
1
k
.

Proof: See [5].

¤
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(b) F covers largest number of uncovered 
sensors and is selected as an r-node.
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(c) B covers largest number of uncovered 
sensors and is selected as an r-node.

Figure 3.1: An illustrative example for DCglobal algorithm.

An illustrative example for algorithm DCglobal is shown in Figure 3.1, where the number

on the top of a sensor is its data-coverage size. The reading and data-coverage content of each

sensor is shown in Table 3.1. In the first iteration, sensor F is selected as an r-node since it has

the largest data-coverage size. The sensors covered by F are removed from the data-coverages

of sensor A, B, and D. In the second iteration, sensor B is selected as an r-node since it has the

largest data-coverage size among all the remaining uncovered sensors. Since all the sensors

are covered after the second iteration, the execution of algorithm DCglobal terminates. The

greedy solution of this example is {F, B}.

The computation complexity for computing the data-coverages of sensors is O (n2) where

n denotes the number of sensors. The centralized method requires sensors periodically trans-

mitting their readings to the sink. The DCglobal works well only when the number of sensors

n is small. However, since the number of sensors in a sensor network is usually very large,

the method does not scale well. Additionally, the centralized method can not make quick

response when the distribution of readings changes. Therefore, it is necessary to develop an
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ID Reading Coverage Range
A 24.4 {A,B,C,D}
B 24.6 {A,B,C,D,E}
C 24.4 {A,B,C,D}
D 24.9 {A,B,C,D,E,F,G}
E 25 {B,D,E,F,G,H,I,L}
F 25.2 {D,E,F,G,H,I,J,K,L}
G 25.3 {D,E,F,G,H,I,J,K,L}
H 25.5 {E,F,G,H,I,J,K,L}
I 25.5 {E,F,G,H,I,J,K,L}
J 25.6 {F,G,H,I,J,K,L}
K 25.6 {F,G,H,I,J,K,L}
L 25.4 {E,F,G,H,I,J,K,L}

Table 3.1: The readings and data-coverage of sensors in the example.

alternative method which selects r-nodes while still preserve the approximation quality.

3.2 Algorithm DClocal

In this subsection we develop a distributed algorithm DClocal for the data-covering prob-

lem. In Section 3.2.1, algorithm DClocal is presented. In Section 3.2.2, we further analyze

parameters used in algorithm DClocal.

3.2.1 Design of Algorithm DClocal

Collecting the complete data-coverage information is necessary for DCglobal, since at each

step DCglobal needs to find a sensor with globally maximal coverage size. In a distributed

environment, however, collecting all data-coverage information is costly. Moreover, due to the

spatial correlation property in sensor networks, the readings of a sensor are more similar to the

readings of nearby sensors rather than the readings of further sensors. Thus, the requirement

for global coverage size comparison has to be relaxed. Our objective is to select r-nodes

based on local information of sensors, without knowing the global data-coverage information.

To avoid globally comparing coverage size, in algorithm DClocal, sensors compare coverage
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size locally. The concept of DClocal is that a sensor whose data-coverage is larger than its

neighbors’ data-coverages has to become an r-node. Through this relaxation, we expected that

multiple sensors may be selected as r-nodes in a single round. DClocal is executed iteratively

until every sensor is data-covered. In order to balance energy consumption, sensors with

energy capacity below a threshold value will not participate in the execution of algorithm

DClocal.

Before executing algorithm DClocal, each sensor has to collect the readings of sensors in

vicinity to compute its data-coverage. However, the message cost is considerable if each sensor

collects the readings of all the other sensors in the network. Thus, in algorithm DClocal we

restrict that each sensor exchanges readings only with neighbors within k-hops distance since

the readings are usually locally correlated. The value of k actually depends on the type of

sensing data and application. We will discuss the issue of selecting optimal value of k in next

subsection.

At the beginning of each round, every uncovered sensor exchanges its data-coverage size

with neighbors for comparison. Sensors with largest data-coverage among their neighbors

within k-hops distance become r-nodes. These r-nodes inform sensors in their data-coverages

to join their clusters. This process iterates until every sensor is covered by at least one r-node.

Since the readings of nearby sensors are highly correlated, the data-coverages of nearby

sensors usually are overlapped. When a sensor i is selected as an r-node, the neighbors of i

whose data-coverages overlap i’s data-coverage have to update. When a sensor i becomes an r-

node, i broadcasts join-messages containing the IDs of uncovered sensors in its data-coverage.

The sensor whose ID appearing in the join-message joins i’s cluster and informs its neighbors

to adjust their data-coverages by sending inform-messages containing the information of the

join-messages. The sensor which receives an inform-message adjusts its data-coverage by

eliminating the sensors whose IDs appearing in the inform-message from its data-coverage.

After all uncovered sensors adjusting their data-coverages, another round of selection starts.
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Since DClocal is executed in a distributed way, each sensor has to wait until it has received

all the inform-messages. The length of the waiting time interval is set to be equal to the time

needed for an inform-message to traverse k hops. Algorithm DClocal is shown below.

Algorithm 2 DClocal: Select Representative Nodes by Local Set-covering
Input: �, the error threshold.
Output: R, the set of r-nodes.
1: repeat
2: for each unclustered sensor i do
3: Exchanges coverage size and content with unclustered neighbor j in k-hops neighbor-

hood.
4: if i has the largest data-coverage size among its neighbors then
5: i becomes r-node and joins R
6: i broadcasts join messages to sensors within its data-coverage.
7: for each sensor j which is unclustered and is in the data-coverage of i do
8: j joins the cluster of i.
9: j forwards the information in the join message to its neighbors.
10: else
11: while i is unclustered and receives inform messages from neighbors do
12: i deletes the IDs in the inform message from its data-coverage ci.
13: until all the sensors are clustered.

Algorithm DClocal runs iteratively until every sensor in the network is clustered. Line 3

requires every sensor to exchange its data-coverage size with neighbors in k-hops neighborhood.

After comparing the data-coverage size, if a sensor i whose data-coverage size is the largest

in its k-hop neighborhood, i decides to become an r-node, as shown in line 5. In addition,

in line 6, i has to broadcast join-messages to sensors in its data-coverage. The join-message

contains the IDs of uncovered sensors in i’s data-coverage. For a sensor which has not become

an r-node, if it receives an inform-message, it deletes the sensors whose IDs appearing in the

inform-message from its data-coverage. If there are still some sensors uncovered in the end

this round, the remaining uncovered sensors again exchange their updated data-coverage size

and select new r-nodes.

Consider the illustrative example in Figure 3.2(a), where k = 1. After each step, the

updated coverage size of each sensor is shown in red number. In the first round, both sensor

B and E have the largest coverage size among their 1-hop neighbors. Thus, B and E decide
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clustered, the selection process stops.

(a) A network consists of 12 sensors.

B

C

A D

F G J

H

E I L

K

1 3

1

3

4

4 3 1

23

3

4

B

C

A D

F G J

H

E I L

K

1 3

1

3

4

4 3 1

23

3

4

B

C

A D

F G J

H

E I L

K

0

12

1

B

C

A D

F G J

H

E I L

K

0

12

1

B

C

A D

F G J

H

E I L

K

B

C

A D

F G J

H

E I L

K

(b) At first round, both sensor B and E are 
selected as r-nodes.

(c) At second round, both sensor J and L are 
selected as r-nodes. Since every sensor is 

clustered, the selection process stops.

Figure 3.2: An illustrative example for algorithm DClocal where k = 1.

to become r-nodes. Sensor A and C join the cluster of B while sensor D, F, G, and I join the

cluster of E, as be seen in Figure 3.2(b). Since sensor E has transmitted its data-coverage

content to sensors in its cluster, sensor G and I can recognize that there are neighbors may

not be covered by any sensor yet. For example, the data-coverages of sensor E and G are {D,

E, F, G, I} and {E, F, G, H, J}. By computing the set difference {E, F, G, H, J}\{D, E, F,

G, I}={H, J}, sensor G knows that its neighbor H and J are still uncovered. Thus, sensor

G informs H and J by transmitting inform-messages containing the data-coverage content

of E to them. Sensor H and J update their data-coverage according to the inform-message,

respectively. Similarly, L and K update their data-coverage after receiving the inform-message

of I. In the second round, after exchanging data-coverage size, sensor J and L become r-nodes.

The execution of algorithm DClocal terminates at this round since all the sensors are covered.

The result is shown in Figure 3.2(c).

After our approximate algorithm DClocal, we are going to analyze the approximation ratio

of DClocal. The following theorem shows a bound of the local method.
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Theorem 3: Given a collection of data-coverages of sensors C, let the set of r-nodes

selected by DClocal be Cl, the set of optimal (i.e., minimal number) r-nodes be C∗, then

|Cl| ≤ |C∗| ×
³
2k−1
2k+1

×maxS∈C∗ |S|
´
, where k is the number of hops for sensors exchanging

readings in DClocal.

Proof: For the simplicity of presentation, we prove the theorem in the set-covering frame-

work. Similar to the approach in [5], we assign a cost of 1 to each data-coverage of the r-nodes

selected by DClocal, and distribute the cost evenly over the sensors covered for the first time.

Recall that R represents the collection of r-nodes. Let rij denote the jth r-node selected in

the ith round of DClocal, and ri = (ri1, ri2, ...) denote the collection of r-nodes selected by

DClocal in the ith round. We use Cri to represent the set of sensors covered by the r-nodes

in ri.

If sensor s is covered for the first time by an r-node rij, the cost assigned to s is denoted

as cs. From our definition of cs, we know that cs = 1

|Crij−(Cr1∪Cr2∪...∪Cri−1)| , and
P

cs = |R|.

Let C∗ denote the optimal solution, the cost assigned to the C∗ is
P

S∈C∗
P

s∈S cs. Moreover,

since each sensor is in at least one data-coverage of the r-nodes in the optimal solution, we

have

|R| =
X

cs ≤
X
S∈C∗

X
s∈S

cs =
X
S∈C∗

KS.

Where KS =
P

s∈S cs =
P

rij∈R
|R(Crij)∩S|
|R(Crij)| and R

¡
Crij

¢
= Crij −

¡
Cr1 ∪ Cr2 ∪ ... ∪ Cri−1

¢
.

Suppose that the coverage Si in C∗ overlaps the data-coverages of r-nodes ri1, r
i
2, ..., r

i
p,

from the above definition of KS, we have KSi =
Pp

t=1

R C
rit

∩Si

R C
rit

≤ p, since
¯̄
R
¡
Crit

¢
∩ Si

¯̄
≤¯̄

R
¡
Crit

¢¯̄
. Since the number of clustered sensors is at least as much as the number of r-nodes,

we have
¯̄̄
R
³
Cri1

´¯̄̄
+
¯̄̄
R
³
Cri2

´¯̄̄
+ ...+

¯̄̄
R
³
Crip

´¯̄̄
≥ p. After each round, one of the two similar
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sensors is clustered or selected as an r-node, we have

¯̄̄
R
³
Cri1

´¯̄̄
+
¯̄̄
R
³
Cri2

´¯̄̄
+ ...+

¯̄̄
R
³
Crik

´¯̄̄
≥ |Si|

2
+
|Si|
4
+ ...+

|Si|
2k

=

µ
1− 1

2k

¶
|Si|
2

=
2k − 1
2k+1

|Si| .

From the above derivation, we have KSi ≤ p ≤ 2k−1
2k+1

|Si|, thus the approximation ratio of

DClocal is as follows:

|Cl| ≤ |C∗| ×
µ
max
S∈C∗

KS

¶
≤ |C∗| ×

µ
2k − 1
2k+1

×max
S∈C∗

|S|
¶
.

¤

3.2.2 The Optimal Number of Hops for Collecting Local Informa-

tion

In algorithm DClocal, each sensor broadcasts its synopsis to all its neighbors within k-hops

distance. It consumes more energy in broadcasting synopsis for each sensor when k is larger.

However, for larger k, the sensors may be able to cover more neighbors, and the number

of r-nodes needed to cover all the sensors is fewer. The energy consumption is saved by

requiring fewer r-nodes to answer queries. Therefore, how to decide the optimal value of k is

an important issue since the network lifetime is greatly affected by k.

In this subsection, we build a theoretical model for users to decide the optimal value for

the parameter k. The value of k decided by this model can be used to analyze the performance

of algorithm DCglobal and DClocal. We apply the idea of marginal benefit and marginal cost
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in economics to model the extra energy saving and consumption by increasing the value of k.

To decide the optimal value of k, our idea is to increase the value of k until the marginal cost

exceeds the marginal benefit.

To facilitate the following discussion, we make some assumptions: (1) the number of

sensors follows a spatial Poisson process with parameter λ, and (2) the difference between the

readings of two adjacent sensors is an independent identically-distributed (i.i.d.) Gaussian

random variable with mean 0 and variance σ2. Note that the value of σ differs upon different

environments.

When the value of k is increased from t to t + 1, the additional cost for the network is

the additional number of message transmissions for each sensor to collect the synopses of its

(t+ 1)-hops neighbors. The message cost for a sensor to collect the synopsis of each (t+ 1)-

hops neighbor is t + 1. We define that the additional message transmission resulted from

increasing the value of k is the marginal cost. We give a formal definition of the marginal cost

in the following.

Definition 5: Let nt denote the average number of t-hops neighbors for each sensor, and

MCt+1 denote the marginal cost of increasing the value of k from t to t+ 1, then

MCt+1 = nt+1 × (t+ 1) (3.1)

In the definition of spatial Poisson process, the number of sensors in an area A is λA. Let

r denote the maximal transmission range of a sensor, therefore, the maximal distance for a

sensor and its t-hops neighbor is tr. We derive that the number of neighbors within t-hops

distance is λ× π (tr)2. Thus, the average number of (t+ 1)-hops neighbors is

nt+1 = λ× π (t+ 1)2 r2 − λ× πt2r2

= (2t+ 1)λπr2.
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From the above derivation, we can rewrite 3.1 as

MCt+1 = (2t+ 1)λπr2 × (t+ 1)

=
¡
2t2 + 3t+ 1

¢
λπr2.

After defining the marginal cost, we are going to define the marginal benefit of increasing

the value of k. When the value of k is increased from t to t + 1, the additional benefit for

the network is the future saving of message transmissions in answering queries. The formal

definition of marginal benefit is shown below.

Definition 6: Let q denote the average number of queries, bnt denote the expected number
of t-hops neighbors which can be data-covered by each sensor, distsink denote the average

distance between a sensor and sink, and MBt+1 denote the marginal benefit of increasing the

value of k from t to t+ 1, then

MBt+1 = q × bnt+1 × distsink.

To compute bnt+1, we must have the probability density function of the dissimilarity between
a sensor i and its t-hops neighbor j. Since we have assumed that the difference between the

readings of two adjacent sensors is an i.i.d. Gaussian random variable with mean 0 and

variance σ2, we can derive the distribution of the dissimilarity between i and j. Suppose that

there is a path < s0 = i, s1, s2, ..., st−1, st = j > connecting i and j, and xuv is the random

variable which is the difference between the readings of su and sv. The difference between the

readings of i and j can be written as follows:

x0t = x01 + x12 + ...+ x(t−1)t.

Let P (x0t) denote the probability density function of the dissimilarity between a sensor i
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and its t-hops neighbor j. Recall that � represents the pre-specified error threshold, we have

bnt+1 = nt+1 × P (x0t ≤ �).

According to the property of Gaussian distribution, P (x0t) also follows a Gaussian distrib-

ution with mean 0 and variance tσ2. Thus, we have the distribution of the difference between

the readings of a sensor i and its t-hops neighbor j. Recall that we have defined the sufficient

condition for sensor i to data-cover j by the inequality shown below:

q
(vi1 − vj1)

2 + (vi2 − vj2)
2 + ...+ (vil − vjl)

2 ≤ �. (3.2)

If we can derive the probability density function of the dissimilarity between sensor i and j,

we can get the probability that sensor i can data-cover j.

Let xijm = vim − vjm, i.e., the difference between the mth readings of sensor i and j for

1 ≤ m ≤ l. Therefore, (3.2) becomes:

x2ij1 + x2ij2 + ...+ x2ijl ≤ �2. (3.3)

By normalizing the random variable xijm, we define a new standard Gaussian random variable

yijm =
xijm√
tσ
with mean 0 and variance 1. Thus, we can rewrite (3.3) as follows:

y2ij1 + y2ij2 + ...+ y2ijl ≤
�2

tσ2
.

To facilitate our discussion, we define a new random variable Y = y2ij1 + y2ij2 + ... + y2ijl .

According to the property of standard Gaussian distribution, the distribution of Y is a chi-

square distribution with degree of freedom l. Thus, P (x0t ≤ �) is equal to P
³
Y ≤ �2

tσ2

´
whose

definition is shown below:

P

µ
Y ≤ �2

tσ2

¶
= F

µ
�2

tσ2
, l

¶
=

γ
³
l
2
, �2

2tσ2

´
Γ
¡
l
2

¢ , (3.4)
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where Γ denotes the Gamma function and γ is the incomplete Gamma function.

Thus, the probability that a sensor can data-cover its t-hops neighbors can be evaluated

through (3.4). We get the expected number of t-hops neighbors that a sensor can data-cover

by multiplying the probability and the average number of t-hops neighbors. Moreover, we

can computed the marginal benefit of increasing k from t− 1 to t. We can then compute the

marginal benefit according to the definition described above.

From the above discussion, the theoretically optimal value of k for their applications can

be decided by the marginal benefit and marginal cost.

3.3 Comparison of DCglobal and DClocal

In this subsection, we first analyze the energy consumption of DCglobal and DClocal, respec-

tively. The energy efficiency is important since the energy of sensors is limited. We compare

the average energy consumption of each sensor during the execution of DCglobal and DClocal

in terms of number of message transmission because the energy consumption is dominated by

message transmissions.

Suppose that there are n sensors in the network. Recall that in DCglobal, every sensor has

to transmit their readings to the sink. Let dist (i, sink) denote the number of hops between

sensor i and the sink. Since the cost for a sensor to send its information to external storage is

O (
√
n) [14], the energy consumption for a sensor to send its readings to the sink is O (

√
n).

In DClocal, each sensor has to exchange its readings and coverage size with neighbors

within k-hops distance. We also assume that the number of sensors follows spatial Poisson

distribution with parameter λ. To broadcast a message to all 1-hop neighbors, a sensor i has to

broadcast once. To broadcast a message to all 2-hops neighbors, all i’s 1-hop neighbors have to

broadcast once, and the energy consumption is n1 where nt is the number of t-hops neighbors of

sensor i. Similarly, the energy consumption for broadcasting messages to i’s 2-hops neighbors
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is n2. Thus, we conclude that the energy consumption for a sensor i to broadcast messages

to all its neighbors within k-hops distance is 1 + n1 + n2 + ...+ nk−1. Since in spatial Poisson

distribution, the number of neighbors within k-hops distance of a sensor is λk2 × πr2, where

r denotes the maximal transmission range of a sensor, n1 + n2 + ... + nk−1 = λ (k − 1)2 πr2.

Since every uncovered sensor has to compare the coverage size with at least one neighbor, at

least half number of uncovered sensors are clustered after each round of DClocal. The number

of rounds executed is bounded by log2 n and the average number of message transmissions

can be written as

λ (k − 1)2 πr2 ×
log2 nX
i=0

1

2i
≤ λ (k − 1)2 πr2 ×

∞X
i=0

1

2i
= 2λ (k − 1)2 πr2.

Thus, the average number of message transmissions for each sensor is actually the number

of neighbors within (k − 1)-hops distance. Since k is usually small, the number of neighbors

within (k − 1)-hops distance is smaller than √n. Therefore, we can conclude that algorithm

DClocal is more energy-efficient than DCglobal.

Recall that we proved in previous sections that the ratio between the number of r-nodes

selected by DCglobal or DClocal and that of the optimal solution is bounded in. Let the

set of optimal r-nodes be C∗, the set of r-nodes selected by DCglobal is Cg, and the set of

r-nodes selected by DClocal is Cl. Theorem 2 shows that |Cg| ≤ |C∗| × H (maxS∈C |S|),

where H (n) =
Pn

k=1
1
k
. Theorem 3 shows that |Cl| ≤ |C∗| ×

³
2k−1
2k+1

×maxS∈C∗ |S|
´
. By

the definition of H (n), we have n ≥ H (n). Therefore, we can conclude that the number of

r-nodes selected by DClocal and that of DCglobal is also bounded, and DClocal will select

more r-nodes than DCglobal do. From the comparison of DCglobal and DClocal in terms

of energy consumption and the number of selected r-nodes, we can conclude that although

DClocal selects more r-nodes than DCglobal does, the energy consumption of DClocal is less

than that of DCglobal.
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Chapter 4

Performance Analysis

In this section, we evaluate the performance of our algorithms DCglobal and DClocal on syn-

thetic data. We develop a network simulator that allows us to vary several characteristics of

the network like the network size, the number of sensors, the error threshold, and the distri-

bution of readings, etc. We first introduce the design and settings of the network simulator

in Section 4.1. In Section 4.2, we studied the comparison of the energy consumption in algo-

rithm DCglobal, DClocal, and without representative sensors. Finally, we present a sensitivity

analysis of our algorithms, varying various parameters in Section 4.3.

4.1 Simulation Model

We design a network simulator to generate the queries, and the sensors associated with their

readings. The simulated network consists of 300 sensors randomly deployed in a [0, 300] ×

[0, 300] two-dimensional area. The coordinate of the sink is (0, 0). The transmission range of

each sensor is set to 40. In order to simulate the spatial correlation between nearby sensors in

real-world data, we devised a mechanism to generate the readings of sensors according to the

events in the network. An event characterize the readings in a specific area. The readings of

sensors which are near an event will be affected by the event. We randomly select 50 points in
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the network as the locations of events. The readings of events is generated following a random

walk pattern. The initialized reading of each event is sampled from a normal distribution

with mean 25 ◦C and standard error 20 ◦C. The move probability for the random walk is set

to 0.7 for the purpose to make the readings more volatile, and the step size for each move is

1 ◦C. The probability for the next reading to increase or decrease is 0.5. The readings of each

sensor is affected by all the events in the network. The reading of a sensor at time t is the

weighted average of the readings of events at time t. The weight of an event is the inverse of

the square of the distance between the sensor and the event.

4.2 Energy Consumption

In this subsection we first conduct experiments on the energy consumption under different

situations with range queries existing over random parts of the network. The query points are

randomly generated in the network. The query interval of each query is set to 30 time-units

with the start time randomly chosen from the simulation time interval [0, 999]. The query

range of a query is a 30× 30 region. 200 queries are submitted in the network.

In Figure 4.1, we compare the energy consumption of algorithm DCglobal, DClocal, and

without r-nodes answering queries (called Naïve scheme). The initial energy capacity of each

sensor is set to be equal to the simulated cost of 500 message transmissions. We repeat the

experiment 10 times and present the average values. In each run, we let the sensors operate

for 100 time-units. Algorithm DCglobal and DClocal are executed every 100 time-units to

select new r-nodes, respectively. The error threshold is 0.5 ◦C for both DCglobal and DClocal.

In DClocal, the number of hops for a sensor to discover its data-coverage is set to 3.

In DCglobal or DClocal, for each query, a selected r-node reports its readings to the sink

if some sensors in its data-coverage are within the query window. In Naïve scheme, all the

sensors within a query window report their readings to the sink. We account total remaining
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Figure 4.1: The average available energy of different algorithms over time.

energy for DCglobal, DClocal, and Naïve scheme every 100 time-units.

As can be seen in Figure 4.1, the total remaining energy of sensors in Naïve scheme is

smaller than that of DCglobal and DClocal. Additionally, it can be seen that the energy

consumption speed of DClocal is slower than that of DCglobal. The main reason is that the

energy consumed by DCglobal to select r-nodes is much higher since each selection requires

all the sensors transmitting their readings to the sink.

In the second experiment, we compare the performance of DCglobal and DClocal with two

algorithms. The first one is Snapshot, sensors build a linear regression prediction model to

estimate the reading of their 1-hop neighbors [9]. The second one is Max-Min, sensor which

has the largest ID among its k-hops neighbors or is the one with largest ID in one of its

neighbor’s k-hops neighborhood is selected as cluster-head [2].

At first, in Figure 4.2 we compare the number of representatives selected by each algorithm,

respectively. Since in Snapshot the selected representatives are 1-hop cluster-head, the number

of representatives selected by Snapshot is far more than that of the other algorithms. Because

of this property of Snapshot, the number of representatives selected by Snapshot is irrelevant
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Figure 4.2: The impact of k on different algorithms.

to k, and is almost constant when k increases. Equivalently, the number of r-nodes selected by

DCglobal is also constant when k increases. For DClocal and Max-Min, we can observe that

for larger value of k, the number of representatives selected by the two algorithms decreases,

and the number of representatives of the two algorithms is very close.

We next compare the network lifetime of the 4 algorithms. In this experiment, we follow

the definition in [19][7][8][4] and define that the network lifetime is the time that the first

sensor dies. For the concern of load balance, we prefer smaller value of the network lifetime.

In Figure 4.3, we observed that the lifetime of Max-Min increases rapidly as k increases while

the lifetime of the other algorithms remains almost constant. In Max-Min, sensors which have

the largest ID are selected as cluster-heads. It is expected that these sensors with larger IDs

are always selected and therefore their energy will be run out soon. Since DCglobal, DClocal,

and Snapshot selected cluster-heads based on the similarity between sensors, they will not

suffer this drawback. The lifetime of Snapshot is lowest because the cluster-heads only have

to stand for their 1-hop neighbors, however, the r-nodes in DCglobal and DClocal stand for

neighbors in multi-hops distance.
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Figure 4.3: The network lifetime of different algorithms when the value of k varies.

From the discussion of Figure 4.2, we can observe that the energy consumption speed

of Snapshot is faster than that of DClocal and Max-Min since the representatives selected

by Snapshot is more. Although DClocal and Max-Min select almost the same number of

representatives, we can observe from Figure 4.3 that the energy consumption speed of DClocal

is more balance than that of Max-Min.

4.3 Sensitivity Analysis

In this subsection, we experiment the impact of different parameters by varying the value

of one parameter while keeping other parameters unchanged. In each experiment we let the

sensors operates for 1000 time-units. We repeat each experiment 10 times and present the

average values.

In the first experiment, the communication range of each sensor is set to be 40. The error

threshold is set to 0.5 ◦C. We varied k, the number of hops for each sensor to exchange its

readings in algorithm DClocal, from 1 to 6. In Figure 4.4, the total remaining energy of
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Figure 4.4: The impact of the value of k on the total remaining energy.
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Figure 4.5: The impact of the value of k on the number of r-nodes.
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Figure 4.6: The impact of the standard error on the total remaining energy.

DCglobal and DClocal at the end of the simulation is plotted.

As can be seen in Figure 4.5, due to the property of DCglobal, the number of r-nodes

selected by DCglobal is not affected by k and the available energy is almost constant. On the

other hand, when the value of k is less than 3, the available energy of DCglobal is higher than

that of DClocal. This is because that, for smaller k, more r-nodes are selected by DClocal.

Therefore, the energy consumed in answering queries is higher. In Figure 4.5, when the value

of k increases, the number of r-nodes selected by DClocal decreases. Since the number of

r-nodes for answering queries decreases, the available energy of DClocal increases. As shown

in Figure 4.4, the available energy of DClocal is higher than that of DCglobal when k is

equivalent to 3 or 4.

However, the energy consumption in exchanging readings also increases as the value of

k increases. As mentioned before, if the cost of increasing the value of k is higher than the

benefit of increasing, the available energy decreases, as can be seen in Figure 4.4 when the

value of k is larger than 4. Therefore, from the observation we can concluded that in this

example the optimal value of k is 3 or 4.
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Figure 4.7: The impact of the standard error on the number of r-nodes.

In the second experiment, we varied the standard error of the readings of the events in

our network simulator. The standard error controls the volatility of the reading of sensors

since the readings of sensors are the weighted average of the events in the network. The total

remaining energy of different situation at the end of the simulation is shown in Figure 4.6.

In this experiment, we set the value of k is 3, thus the available energy of DClocal is always

higher than that of DCglobal for different values of standard error. In Figure 4.6, for both

DCglobal and DClocal, the available energy decreases as the standard error increases. This

is because that for more volatile environment, more r-nodes are selected to fully data-cover

the whole network. The number of r-nodes selected by DCglobal and DClocal can be seen in

Figure 4.7. Therefore the energy consumption of the network in more volatile environment is

larger. Since no r-nodes are selected in Naïve scheme, the available energy of Naïve is always

the smallest one.

In the third experiment, we varied the values of the error threshold. The available energy

of DClocal with different value of k and DCglobal is shown in Figure 4.8. As can be seen in the

figure, the available energy of each algorithm is inversely proportional to the error threshold.
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Figure 4.8: The impact of the error threshold on the total remaining energy.

This is because that, for larger value of the error threshold, the number of r-nodes needed

to fully data-cover the whole network is less. The number of r-nodes selected by DClocal

with different value of k and DCglobal can be seen in Figure 4.9. In addition, the available

energy of DClocal with k = 3 is the highest among all the cases, which is consistent with the

discussion of Figure 4.4. The available energy of DClocal with k = 1 is the lowest, since the

number of r-nodes in this case is the most.

In addition, for the value of error threshold larger than 0.8, the available energy of the 4

cases tends to be constant. This is because that the r-nodes almost cover all their neighbors

within k-hops distance when the value of the error threshold is 0.8.
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Chapter 5

Conclusions

In this paper we focused on approximate query processing in sensor networks. Since the

readings of nearby sensors are usually correlated, it is power-efficient to group these sensors

together and let only one of them respond to queries. We proposed a innovative concept called

data-coverage to address the problem. We proved that the data-covering problem which selects

minimal number of sensors as r-nodes with the union of their data-coverages data-cover all the

sensors in the network is an NP-complete problem by reducing the set-covering problem to the

data-covering problem. We then devised two heuristic algorithms DCglobal and DClocal to

solve the data-covering problem. Algorithm DCglobal is a centralized algorithm executed at

sink. The ratio between the number of selected r-nodes selected by DCglobal and that of the

optimal solution is bounded. Since the message cost of selecting r-nodes in executing DCglobal

is very high, we devised another distributed algorithm DClocal. Each sensor discovers its

data-coverage by exchanging readings with only nearby neighbors. The sensors exchange

their data-coverage size with nearby sensors to select sensors with locally largest coverage size

as r-nodes. Through the experimental study, it can be seen the performance of DClocal is

almost as good as DCglobal with energy consumption less than the energy consumption of

DCglobal. The selected r-nodes answer queries within the pre-specified error threshold and

the network lifetime is prolonged.
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