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The Study of Phase Tracking and Frequency
Search for Single DCO-based ADPLL
Designs

Student: Jyun-Rong Li Advisor: Dr. Terng-Yin Hsu

Institute of Computer Science and Engineering College of Computer
Science
National Chiao Tung University

Abstract

Modern system-on-a-chip (SoC)- processors ‘often «require on-chip clock generation and
multiplication to produce several unrelated frequencies-for other sub-systems. The PLL is
common way of frequency multiplicationto-accomplish the task. In order to minimize the jitter
and insure the stability for each output. frequency, the design parameters need to change
according to the output frequency and multiplication factors. Conventional analog skills suffer
from long design cycle.

In SoC design, it can save more time when we use the all-digital skill to implement the PLL.
However, most of current ADPLL controlled only discuss with the frequency tracking. Under
this situation, the ADPLL cannot meet the requirements of some applications, which is depended
on the phase error. This thesis provides a phase tracking based algorithm, thus the proposed
ADPLL can be portable in varied applications. Furthermore, the proposed tracking algorithm has
high efficiency and low output jitter. The proposed ADPLL with single DCO solves the
mismatch problem in clock pair architecture. Moreover, DSP based architecture is proposed to
provide a programmable and stable ADPLL. In order to realize All-Digital PLL, new approaches
be presented to offer portable, full-integration and low-jitter frequency synthesizer in digital
VLSI.
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Chapter 1
Introduction

1.1.  Thesis Background

Traditionally, Phase locked loop (PLL) based clock generators for microprocessor are
common way of frequency multiplication from a low-frequency reference clock, typically
from quartz oscillator. They are often applied to communication applications, such as:
frequency synthesizer, clock multiplier, Clock and Data Recovery (CDR) circuit, and clock
de-skew applications. As VLSI technology grows up rapidly, the advance of semiconductor
process enables the successful realization of system-on-chip (SoC). Such applications often
require on-chip clock generation and multiplication to produce several unrelated frequencies
for digital signal processing, 1/0 interfaces. The diversity of SoC applications has led to
diversity in operating frequencies and multiplication factors in PLL.

Because of the design of PLL=based.clock ‘generator is a trade-off among jitter
performance, frequency and phase-resolution, lock-in' time, power consumption, area-cost,
circuit complexity and design time, To provide ample flexibility for a variety of applications
is a big challenge for PLL design. It-often needs toredesign the PLL for target application.

In addition, most PLL design use mixed signal-and full custom design techniques, which
can not be fully in digital environment. Due to time-to-market issue, the design cycle remains
the same or even shorter. Thus in System-on-Chip (SoC) design, each module had better to be
reusable and process portable, so that the total design time can be reduced. As a result, how to
design these PLLs in a more efficient way becomes more and more important in these days.

1.2.  Thesis Motivation

All-digital and cell-based approach is preferred for SoC application over their analog
counterparts. Firstly, traditional analog loop filter costs a lot of chip areas. Using digital loop
filters gives benefits such as programmable parameters, robustness against noise, and also the
ability to design higher order filters without much extra power consumption and area penalty.
Secondly, analog component are vulnerable to DC offset and drift phenomena that are not
present in equivalent digital implementations. Thirdly, the loop dynamics of analog PLLs are
quite sensitive to process technology scaling, whereas the behavior of digital logic remain
unchanged with scaling, so it requires much more significant redesign effort to migrate
analog PLLs to a new technology node than all-digital and cell-based approach. For above



reason, all-digital and cell-based approach can reduce significantly both time and design
complexity by using hardware-description language, and the final circuit layout to be
generated by an auto placement and routing (APR) tools.

In recently years, ADPLL became more attractive since they yield better testability,
programmability, stability and portability over different processes. But most ADPLL design
in recently years separate phase lock into the phase acquisition and frequency acquisition to
enhance each individually. This way will reduce the period jitter and the cycle-to-cycle jitter,
thus they gat a good jitter performance. But this kind of method is not suitable in some
applications, like a graphics card driving a CRT, because of the terrible long-term jitter and
phase error. Furthermore, most designs of ADPLL use two DCOs to reduce the design
complexity; because DCO is working at the highest frequency compare with other modules in
design generally, this will lead large power consumption. And dual DCO architecture has
mismatch problem between inner clock and output clock. Thus how to design a fast-locking
ADPLL with one DCO and still have good jitter performance for widely applications in a
short design time is the challenge in ADPLL design.

1.3.  Thesis Organization

The organization of this thesis is as follows:

In chapter 1, we introduce that difference clock domains are required in a SoC chip.
Using portable clock generator to replace conventional PLL is feasible.

In chapter 2, we give an overview of PLL related techniques for the proposed ADPLL.
The different PLL approaches are discussed.

In chapter 3, the proposed algorithm is introduced. A detailed description of the idea and
simulation are given.

In chapter 4, we utilize the proposed ADPLL described in chapter 3. Detailed structures
are then discussed.

In chapter 5, some concluding remarks will be derived from this research. Finally, we
describe several design issues that needed to be further explored in the near future.



Chapter 2
Overview of Phase-Locked Loop

As shown in chapter 1, numerous applications, such as video graphics card,
microprocessor and telecommunication system, require a clock synthesizer. Several methods
exist for realizing frequency multiplication: phase locked loop (PLL), delay locked loop
(DDL), and direct digital synthesis (DDS). Each of these methods has advantages and
disadvantages for frequency multiplication. DLL approach may offer better jitter performance
than PLL approach; but it is not suitable for wide multiplication range applications. The
direct digital synthesis applied accumulator and D/A converter mechanism for frequency
synthesis. Therefore, we only focus on the PLL approach in this work.

The organization of this chapter is as follows. Section 2.1 describes the basic concept of
analog PLL. The architecture and algorithm of different digital PLL are discussed in section
2.2.

2.1.  Basic Concept of PLL

A phase-locked loop (PLL) is-combined with' phase detector (PD), voltage controlled
oscillator (VCO), and loop filter (LF). The basic black diagram is shown in Fig. 2.1, where
PLL is a negative feedback control loop.” The PLL's characteristics are determined by
characteristics of PD, VCO and, LF. Its performances are taken careful of two kinds, one is
the phase error, the difference between the input phase and output phase; and the other is the
frequency range, what range over which it will acquire lock. As a result, PLL can be regarded
as a tracking phase system.

Input signal
" Phase E
Multiplier ase ot | Low Pass Filter
(Phase Detector) (Loop Filter)
VCO Signal Voltage-controlled Control Voltage
oscillator <

(VCO)

Fig. 2.1 Basic block diagram of PLL

2.2.  Digital Phase-Locked Loop

The all-digital phase-locked loop (ADPLL) has gained increased attention in recent years.



All analog building blocks are replaced with digital representations in all-digital PLL. Many
different DPLL are discussed in literature. This section discusses some DPLL architectures as
below: (1) ADPLL with fixed high-speed clock, (2) An adaptive gain control with full-custom
DCO, (3) Standard cell-based ADPLL.

2.2.1. ADPLL with fixed High-speed Clock

It is assumed that a high-speed clock is used as reference timing, and all signals must be
referred to this clock. Generally, the high-speed clock is faster than input at least 10 times to
achieve better performance. The proposed algorithm [1] is illustrated in Fig. 2.2(a) and Fig.
2.2(b) for two conditions. Fig. 2.2(a) shows the case of DCO’s frequency (1/period) which is
slower than input signals, i.e. T (DCO) > N (input). Fig. 2.2(b) shows the other case of
DCQO’s frequency which is faster than input signal, i.e. T (DCO) < N (input).

Time= 0 Time=N Time=T T=2N T=3N

Time= 0 Time=T Time=N T=2N T=3N

High igh
e T e I
Inputj N ﬂ | ﬂ ﬂ Inputj N| ﬂ ﬂ ﬂ
Out j T !ﬂ 'ﬂ 'ﬂ Out j T Q] 1 1
Phase Ph T T ! 1
error —] ] - | Y 4_'? | !

(1) new phase = M, (1) new phase = 0,

(2) new period =T - M (2) new period=T + M
Fig. 2.2(a) Basic concept for estimating Fig. 2.2(b) Basic concept for estimating

input’s phases and frequencies. input’s phases and frequencies.
T (DCO) > N (input) T (DCO) < N (input)

2.2.2. Adaptive Gain Control With Full-custom DCO

If the high-speed clock is available, such as in SoC, and the target operation’s speed is
not very high, then DCO with fixed high-speed clock can be the choice. However, it may
consume large power due to high-speed clock operation. So, an ADPLL [2] was proposed as
a frequency synthesizer for microprocessor that did not require external fixed high-speed
clock. The ADPLL has a 50 cycle phase lock, has a gain mechanism independent of process,
voltage, and temperature.

It separated the frequency acquisition and phase acquisition. A high-resolution frequency
comparator with matching delay line was utilized to enhance frequency accuracy. An anchor
register is needed to store the baseline frequency. After frequency acquisition is completed,
the ADPLL starts to trace the phase relation between reference clock and DCO clock. The
phase tracking process was performed with a phase control algorithm and a phase detector.



After the frequency acquisition and phase acquisition, the ADPLL enters phase and frequency
maintaining process. However, the cost of this chip area is extremely high due to DCO. Those
DCO designs were required to be with full-custom layout. The full-custom DCO make it
difficult for porting to difference process as design specification to be changed.

2.2.3. Standard Cell-based ADPLL

To improve performance and decrease costs of system integration, much more
requirements and constraints must be taken into account in implementation. For advances and
improvements of digital VLSI, all digital methodology has good abilities to satisfy above
requirements of computer and communication applications in recent years. A major problem
of traditional direct DCO synthesis method is the highly technology dependence. So, the
portable design is an important issue in digital VLSI to improve system-on-chip (SOC)
turnaround. The key issue is that all of the elements are designed form standard cell library
without fully-custom layout. A high-resolution cell-based DCO is shown in Fig. 2.3, which
includes two major parts. One is the inverter chain to perform coarse searches, and the other
is the fine module. Hence, the operating range'is determined by number of cascaded inverters,
and the resolution is decided by scalé of fine module. So, how to enhance the fine module
accuracy is a big challenge of cell-based PLL:design.

DCO clock ax. Trequency T T2 T3

Coarse module

ST -

mux H

i

DCO controlled words

ik
— ¢

Target Frequency z
= Searching Threshold
s
S

Overall DCO valid range

Min. Frequency

Fig. 2.3 The structure of cell-based digital ~ Fig. 2.4 the binary search ADPLL controller
controlled oscillator

There are two common algorithms to realize the controller: one is binary search based
ADPLL controller; the other is TDC-based fast-locking ADPLL controller. The ADPLL may
have two DCOs for low output jitter associated with input reference. An average loop filter is
necessary to filter out the rippling and produce smoother digital controlled word with less
jumping.

The basic concept of binary search based ADPLL is a “Prune-and-Search” algorithm. Fig.
2.4 illustrates the frequency acquisition process. Whenever the frequency detector’s output
changes from up to down or vice versa, the search step is divided by two. And after the search
step reduces to one, the frequency acquisition is done. Then the ADPLL controller enters



phase acquisition and phase maintaining mode.

For fast-locking applications, lock-in time is the most critical design issue. Thus a
time-to-digital converter (TDC) is used to quickly calculate the nearest control code for DCO
to produce the desired frequency. TDC can convert the reference clock’s period information
to multiples of delay cell’s delay time. Hence, ADPLL controller can use this information to
quickly jump to the desired frequency band. And then ADPLL performs fine-turning to
reduce the residual frequency error and phase error. As a result, the lock-in time can be
reduced by adding TDC module. The basic structure of TDC is show in Fig. 2.5.

--

. Latch & Encoder | Latch |
Input signal |

Integrator Output

Fig. 2.5 the structure of time-to-digital converter

However, the controlled code may have 'small variations due to the following factors:
Phase detector’s dead zone, DCO’s resolution..In.phase acquisition process, Phase detector
must provide correct phase relationship information about reference clock and divided output
clock. The dead zone of phase detector will increase phase acquisition time and final phase
error. To minimize the dead zone of Phase detector, several new phase detectors are proposed.
The key component is the digital pulse amplifier. Increasing the sensitivity of pulse amplifier
will increase the sensitivity of phase detector and increase accuracy of controller.



Chapter 3
Phase Tracking and Frequency
Search Algorithm

As discussion in chapter 2, most ADPLL lock-in process is separated in frequency
acquisition and phase acquisition. By the TDC based or adaptive gain control algorithm, the
PLL controller controls the internal oscillator’s output frequency to minimize frequency error.
After frequency acquisition is completed, the PLL turns into phase acquisition and phase
maintaining mode. The lock-in time of PLL is mainly determined by the frequency
acquisition time, thus how to reduce frequency acquisition time is very important to a
fast-locking PLL design.

In this chapter, a new phase tracking based algotithm will be proposed. Most previous
ADPLL algorithms are frequency searching based algorithms. They may not meet for some
applications that depend on phase etror. Actually, it can achieve the function of ADPLL either
by frequency acquisition or by phase tracking.'By the phase tracking algorithm, we only need
to focus on how to minimize the phase error; and frequency maintain is done. We don’t need
to divider our algorithm into phase acquisition and phase & frequency maintaining modes.
The proposed algorithm is flexible and very suitable for more applications.

The organization of this chapter is as follows. Section 3.1 describes the simple phase
tracking process. Section 3.2 gives a new definition of phase tracking process. Section 3.3
explains the challenges of the phase tracking algorithm. The proposed algorithm is introduced
in Section 3.4. Section 3.5 introduces the jitter model in this thesis. How to minimize the
jitter is discussed in section 3.6. Section 3.7 gives the simulation result with verilog and

matlab.

3.1.  Basic Concept of Phase Tracking Algorithm

The basic concept of phase tracking algorithm is to minimize the phase error according
to the information phase detector provide. The simplest way is very similar to the method in
section 2.2.1 but no high speed reference clock. Fig. 3.1 illustrates the phase acquisition
process of PLL. If we assume the frequency error between reference clock and divided output

clock is very small after frequency acquisition, and the phase error between reference clock



and divided output clock isA. And we assume at time = t0, t1 and so on, the phase detector
finds that divided output clock lags behind reference clock. The PLL controller will control
the internal oscillator to speed up. Without high speed clock, we don’t know the value of A,

so we modify the DCO controlled words with a constant value.

tl 2 t3 t4 t5
Reference
Clock
Divided Output
Clock
A Ay Az Ay As

Fig. 3.1 The simple phase tracking process

Clearly, this method is passive and slow. So we think about the other way to speed up
phase tracking with TDC aided. Fig. 3.2 illustrates the modified phase acquisition process of
PLL for two conditions. Because we have more information about phase error, the value and
the direction, we can tune the DCO controlled word with variable value.

Case 1: T, <T, R R Case2:T,,>T, A, A,
Reference i i i :i Reference i j i \—57
Clock J ‘ * ‘ * L d Clock —_% ‘ H ; ‘ H ; H
Divided Output J ‘ ; ‘ ; ‘ i Divided Output_z ‘ i ‘ ; ‘ §
Clock H HH HE : Clock : HH A H
: T HH T i T : : T, i T, il T, :
Lock + + Lock

Fig. 3.2(a) When T .y is smaller than T Fig:3.2(b) When T .y 1s bigger than T
This modified method is similar a phase & frequency maintain algorithm. If we assume
that there exists a phase lock before, we get phase error due to the change of reference clock
or incorrect DCO frequency. As show in Fig. 3.2(a), when the cycle time of reference clock
changes from Ty to T new, the phase detector finds that divided output clock lags behind
reference clock, and the TDC tell us the value isA,. So we subtract a corresponding value

of A, from DCO controlled word and get new cycle time, T;.
(3-1)
T, =T, -A,

After one reference clock cycle time, we get the phase error A,. Again, by subtracting the

DCO controlled word and getting a new DCO setting. The period time of new setting is T2.

L=T-A, (3-2)



Then we can calculate the correct cycle time of reference clock from equation (3-3), and
set the corresponding setting into DCO controlled word.

T,=T,-A
T,=T,-A, =T, - A, -A,
T,+A +A, =T,
2T ., =A+T +T,
=2T, - A, - A,
T. =T, +A e » WhereA = % (3-3)

Fig. 3.2(b) shows the other case of reference clock which is slow than divided output

clock. From equation (3-4), we still get the phase & frequency lock at third cycle.

T, =T, + A,
T,=T,+A, =T, +A +A,
T,-A -A, =T,

2T ., +A =T, + T,
2T .. =2T,+ A, + A,

_ (Al = A2 ) (3'3)

T.w=T,-A where A . =
2

control

But this method is still like other phase & frequency algorithm, which need a phase lock
before; that means we need to do the phase acquisition process. So the performance of phase

error will be limited by how small phase error that phase acquisition process can achieve is.

3.2.  The Definition of Phase Tracking and Frequency Search

In real situations, input information is very important for tracking or recovering desired
signals correctly. In order to extract accurately and track immediately input information, it is
necessary to estimate both phases and frequencies of input signals continuously. Obviously,
the information from phase detector and TDC is still not enough to achieve minimum phase
error; we need to find more information to reach the goal.

Fig. 3.4 illustrates the new definition of phase tracking & frequency search problem. The
horizontal line means the cycle time of divided output clock or reference clock which is

according to the scale of TDC. The vertical line represents the phase relation between divided



output clock and reference clock. The magnitude is according to the value of TDC, too. Fig.
3.4 illustrates the relation between phase error and frequency error. When initial phase error
is zero and initial frequency error is zero, we denote this situation as (T trget, 0), Where T target
is the cycle time of reference clock. When initial phase error is zero and the cycle time of
divided output clock is (T target -A,), we denote this situation as (T et -A,, 0). Fig. 3.4(a)
shows that where the position at next cycle time while current phase error is zero and DCO
controlled word is no change. When divided output clock is faster than reference at current
cycle, like a: (T target - A, 0), next position will be at b: (T et - A, A, ) if we don’t change the
controlled word. It is very easy to been proven from Fig. 3.3. When divided output clock is
slower than reference at current cycle, like c: (T tareet TA,, 0), next position will be at d: (T
wrget TA,,-A,) if we don’t change the controlled word. Because both horizontal and vertical
line use the same scale, the oblique line will be —45°.

T target

] ml
L

-+ S
-
T target Ay Aj

Fig. 3.3 the corrésponding waveform at position a and b

Cycle time

short > long
(fast) b (T 202 1) | (slow)
Target
frequency
' ' c. (T largcl+ A 2> 0 )
Phase z . \ ';‘-'-‘-'-‘-'-l- SR One Step Of
error Y N [ .................... TDC
a. (T target” A 1> 0 )
. Target
lag phase
( T target 0 ) : :
v One step of
TDC ‘ d. (T tar; e\+ A 2o _AZ )

Fig. 3.4(a) Initial phase error is zero

Fig. 3.4(b) illustrates the situation when the initial phase error is not zero. It also can be

proven by drawing its corresponding waveform.

10



short Cycle time > long

One step of
TDC

Phase
error

One step of
TDC

Fig. 3.4(b) Initial phase error is not zero

Fig. 3.4(c) illustrates the general condition when the initial phase error is not zero and
DCO controlled word applies new setting at current cycle. This also can be proven by

drawing its corresponding waveform.

Old phase error
& cycle time

New setting

short Cycle time

A One step of

New phase error
& cycle time

Phase
error

One step of
TDC

\ 4

Fig. 3.4(c) Initial phase error is not zero and DCO controlled word applies new setting

It often waste a lot of time to drawing the waveform to explain the phase tracking &
frequency search problem, and the waveform is usually hard to be understood. We transfer
the phase tracking & frequency search problem into the other problem to deal with. The new
problem we need to solve is shown in Fig. 3.5. The problem is how to reach the position of (T
warget, 0) from any other position in Fig. 3.5. Obviously, the best solution is a straight line from
starting point to our goal, as show in Fig. 3.5(a). Actually, that is very hard to achieve it. The
greedy solution may be a whirlwind-like curve, as show in Fig. 3.5(b). To solve this problem
is to solve the phase tracking & frequency search problem. The following sections all base on

the new definition to discuss.

11



short » long

\ One step of , One step of

short long

\ Ioe -, TDC
\ /7
\ ’
lead \ /7 (T targerr 0) lead (T targer 0)
_— N —
Phase TEme PAV, One step of Phase (S One step of
error TDC error e, TDC
7 < ’
lag e N . lag T
N
| N A
A
Fig. 3.5(a) The best solution Fig. 3.5(b) The greedy solution

3.3.  Challenges of Phase Tracking and Frequency Search

As discussion in section 3.1, the modified phase & frequency maintaining algorithm only
work in special condition. Fig. 3.6 illustrates the scenario. Fig. 3.6(a) is original waveform;
Fig. 3.6(b) is the corresponding diagram by definition. Reference clock changes form Tp to T
new at 0, and then we get a positive phase error, D, from TDC at 1. So we modify the
controlled word and get a new phase error, A, at 2. Next cycle we get a phase lock at 3 and
get frequency lock at 4. The corresponding value of position by definition is listed at the left
of Fig. 3.6(b).

0 1 2 3 4 0:(Thew—D,0)
T=T, T="T, i T=T,, :: T =Ty T=Tol L (T b b
i i i ; i—— (Toew—D,+
Reference ‘ ! ‘ ! ( )
clock H H 3
o ‘ : = — 2:(Toew, +A)
Divided ] H H
output : To E E T E E T, E T pew 3: ( T new T A> 0)
clock
]+) t Lock Lock 4 ( T - 0)
Fig. 3.6(a) Original waveform Fig. 3.6(b) The corresponding diagram

What happen if there is no “really” phase lock before maintaining algorithm? The term
“really” means how small the phase error is. This term will be limited by the dead zoon of
phase detector. Fig. 3.7 shows the scenario in this situation. The path will be a close loop, and
the magnitude of phase error and frequency error will be cyclic. It never achieves the “really”
phase & frequency lock. Actually, most phase & frequency maintaining algorithms which are
discussed in chapter 2 have the same problems even though phase acquisition algorithm and
frequency acquisition algorithm are aided. This problem is due to the regularity of tracking

Process.
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L:(Thew—A,+D)
2:(Thew—(A-D),+A)
3: (T pew D, + (A-D) )
4: (T pew T A, -D)

5:(T pew + (A-D), -A)
6: (T new -D, -(A-D))

Fig. 3.7 The scenario of phase tracking & frequency search

3.4.  The Proposed Phase Tracking and Frequency Search

Algorithm

The flow chart of proposed algorithm is shown in Fig.

Power on

3.8. Phase lock begins with frequency aequisition., In this

Frequency and
Phase
Acquisition

mode an algorithm estimation and. calculate.the initial

frequency. The algorithm also initiates and determines the

parameters of coarse and fine tracking algotithm which
execute after it. When frequency aequisition is-complete,
the ADPLL enters coarse tracking :algorithm. *This

Coarse

algorithm combines phase acquisition and frequency Tracking
Algorithm

acquisition algorithms based on our definition. The pull-in

range is from half to two times of reference clock cycle
time. If the accuracy of TDC, which is compared with the

accuracy of DCO, is not enough while the input jitter of

reference clock is smaller than a single TDC cell, the

ADPLL enters the fine tracking algorithm. The fine Fine
tracking algorithm also bases on our definition. This o :f;ﬁiﬁfn

algorithm executes binary-search-like process. Its goal is to .
Fig. 3.8 The flow chart of

tune the DCO as accurate as it can. Moreover, there is a ]
proposed algorithm

watching dog to detect whether the divided output clock is

out of pull-in range or not.

3.4.1. Frequency and Phase Acquisition

The basic idea of frequency acquisition is shown in Fig. 3.9. The goal of this mode is

13



only for fast lock-in time. We just need a coarse initial frequency and phase before coarse
algorithm. This mode only need two cycles of reference clock; the first cycle to estimate the
minimum cycle time of divided output clock by TDC, and the second cycle to estimate the

cycle time of last divided output clock by TDC and calculate the initial control word.

Reference

Clock | |

Divided 912 3 4 5 ¢ m-1 m

Output o o [
Clock

™ —

Fig. 3.9 The first cycle of frequency acquisition

Initially, DCO set the minimum cycle time after power on. The controlled word in DCO
would be zero. After the first edge of reference clock comes, the controlled word will be
added by a constant value, P, at every positive edge of divided output clock. How to
determine P depends on the ration of the scales between TDC and DCO. Selecting the value
which can be detected the difference in TDC while the multiplication factor sets the
minimum value is recommend. After the'second edge of reference clock comes, the
controlled word will be held and TDC gets the corresponding value. If we assume the DCO is

linear, which is shown in Fig. 3.10, we can write the-equation (3-4) from the relation of

reference clock and divided output clock. In‘equation (3-4), k=t -t;/m, where t; is the

TDC value of intrinsic delay time in DCO; t,, is the TDC value when control word is m; and
X 1s corresponding controlled word value we want to calculate. We get the control word form
equation (3-5) which rewrite from the equation (3-4).

(t, +O0k)+(t, +1k) +(t, +2k)+.. +(t, t(m-Dk)=t, + Xk (3-4)

X = (m-1)(t, +1,)2* (A1, -t,)) (3-5)

When the calculation is complete, ADPLL will wait the coming of third positive edge

and apply new controlled word, thus a rough phase and frequency acquisition is complete.

1:T1,D
2:T2=T1+D,A
3:T3=T2+(2A-D),

phase lock

DCO Controlled Word

4: T4 (t1)=T3-A,

frequency lock

Fig. 3.10 The relation between Fig. 3.11 The basic steps of the proposed algorithm
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TDC and DCO control word

3.4.2. Coarse Tracking Algorithm

Fig. 3.11 illustrates the basic steps of the proposed algorithm, and its corresponding
waveform is shown in Fig. 3.12. There are four fundamental cycles. The initial cycle time of
divided output clock is T1 at 1, and we get the phase error, D, between the first and the
second cycles. Then we update the DCO setting with T1 + D to form the T2, and get phase
error A at 2. Because we want to create a phase lock at 3 and we know the oblique line
always is—45°in Fig. 3.11, we can calculate where the position 3 is by the property of the
isosceles triangle. Finally, we get frequency lock at 4 by the same method.

Form the view of implementation in Fig. 3.12, it is impossible to set new setting into
DCO controlled word at current divided output clock cycle time. But we can double the
difference and apply the value while divided output clock is zero to form the cycle time we
want. In order to sample the complexity of calculation, T3 will be T1 + 2A. Actually, in
implementation, T1 and T3 can be been merged into a single cycle, and we can merge T2 and
T4 into a single cycle, too. So the proposed algerithm achieves the phase lock and frequency

lock within two rounds.

_ I
] ‘ tl Tl +2D
B (_l"_allc_“g‘[‘)e B T1+2D 4: _1:1 M;A
Fig. 3.12(a) First step Fig. 3.12(b) Second step
S N S
t1+D T TI+4A TI+4A TI+A TI+A TI(TY)
]
Fig. 3.12(c) Third step Fig. 3.12(d) Fourth step

Fig. 3.13 illustrates the other situation by the proposed algorithm. Clearly, the proposed

algorithm is robust at any position.

A>D=0 2A>D>A>0
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2A=D>0 ~ 0<2A<D

2A=D<0 ~

Fig. 3.13 all situations by the proposed algorithm

3.4.3. Fine Tracking Algorithm

When the sensitivity of TDC is not enough to detect and the input jitter is very small, and
we still have a little bits of DCO controlled word that TDC can not sense the difference
between them, the ADPLL enters the fine tracking mode. The ADPLL add or subtract the
controlled word with a gain register according to the direction which phase detector indicates.
The initial value of the gain register is the corresponding value of one step time of TDC. Fig.
3.14(a) illustrates the behavior when the reference clock within the gain windows which rate
is 1.2 : 1 from two points. Clearly, the average phase error will shift up if the average cycle
time is smaller than reference clock, otherwise the average phase error will shift down if the
average cycle time is bigger than reference clock. In the shift up case in Fig. 3.14(a), the
direction will not change after the long running, and the gain register can be reduced to the
half. If the reference clock locates on the center of gain, as show in Fig. 3.14(b), the average

phase error will never change; so, we subtract the gain register by one.
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< Phase lock

1 1
1 1 . !
: 1 .2: 1 : be the half : Subtract by
| ] e
! \ Gain register value : T Gain register value
(-5-) (+,-) (-.-) : (+.-)
Reference Reference
clock clock
Fig. 3.14(a) Fig. 3.14(b)

In order to maintain the position always locate on the quadrant (-, +) or quadrant (+, -),
we need to handle the situation when the position locates on the quadrant (+, +) or (-, - ). The
simplest way is to wait the changing of direction. In order to prevent that the ADPLL wait too
long, we use the offset register and round register:to tune the gain register. The initial value of
offset register and round register is one, and,we.give it.a chance when the first event that the
direction does not change occurs; but the gain: register-is reduced and the round register is
subtracted by one. If the direction: still does not change, the gain register is added by the
offset register to speed up the locking process. Inorder to prevent the offset register grow too
quick, we define a rule, the bigger the offset register is, the more chance it has. So every time
the offset register grows up, the round register grows up, too. When the round register
become to zero, the offset can be been added by one. The more detail of flow chart is shown
in Fig. 3.15.

NO

DCO =DCO +/- Gain | |DCO =DCO DCO = DCO +/- offset DCO =DCO

Gain = Gain Gain = Gain / 2 Gain = Gain + offset Gain = Gain

Offset = 1 Offset = Offset Offset = offset+ 1 Offset = Offset

Round = 1 Round = round - 1 Round = Offset Round = round - 1
! | J J J

Fig. 3.15 the flow chart of fine tracking algorithm
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3.5. HDL Jitter Model

In order to increase the accuracy for ADPLL simulations, it is requisite to model jitter
phenomena in HDL simulation environment. If this idea can be realized, the difference
between simulations and measured results can be reduced. On the other hand, the accuracy of
simulation 1s improved to approach real situations. For implementations, jitter needs to be
handled carefully when locked stability takes into account. To compensate for jitter, DSP
schemes are requisite to eliminate these imperfections. Generally, a portable design must be
able to apply to different cell library by synthesis tool. Hence, it is necessary to model jitter
before performing synthesis to a target cell library - a HDL jitter model must be established to
verify possible ADPLL architectures.

For simplification without losing generality, we define a parameter, A jir, Which is
modeled by triangular distribution. Fig. 3.16 illustrates the relation between input parameter
p% and its waveform, where A ,ise 1S modeled by uniform distribution and T is the period of
non-jitter signal or named the central frequency. The period of output clock is T jiter, where T
jiter= T + /\ jiwer. For example, the input parameter is 1%, and reference clock cycle time is
500 ns, the period of output clock with gittet'is: from 495 ns to 505 ns. The histogram is

shown at left side.

4 ) a4 Y s & i, ag ) a9

b10<——>bp— —>b2<— —>b§— —>b4<— —>b§— —>b64— —>b7<— —>bg<— —>b9<— —>b10

d

Max pulse =T/2 + Min pulse = T/2 - Min cycle time =T - Max cycle time =T +
PY%*(T/2) + p%*(T/2) P%*(T/2) - p%*(T/2) P%*(T/2) - p%*(T/2) PY%*(T/2) + p%*(T/2)

Fistegrarn plt - ofpamcd o = 1%, s = SOCCO0ET g1, b et 190855

a;:cycletime/2=(T/2)

b (A ise) 1= (T/2)xp% ~+(T/2)xp%
¢ (Ajiger) 1 b= by

Fig. 3.16

By this HDL jitter model, many real situations are easily monitored in computer
simulations to help engineers improve their designed efficiency. From above descriptions, it
has also provided that the HDL jitter model can be used to verify the performance of possible
architectures in noise (jitter) environment. Hence, designers can improve their solutions to
prevent and reduce careless problems, such as locked bandwidth, tracking performance, and

circuit stability ... etc.
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3.6. Jitter Reduction

3.6.1. Types of Jitter

There are many different types of jitter. Period jitter, cycle-to-cycle jitter and long-term

jitter are described below.

— | ——Jitter
'

AN 7a\

Idea cycle

Cycle 0

Fig. 3.17 Period jitter Fig. 3.18 Cycle-to-cycle jitter Fig. 3.19 Long-term jitter

(1) Period Jitter : Period jitter is the maximum change in a clock’s output transition from
its ideal position. Fig. 3.17 is a graphical representation of period jitter.

(2) Cycle-to-Cycle Jitter : Cycle-to-cycle jitter is the change in a clock’s output transition
from its corresponding position in the previous cycle. Fig. 3.18 depicts the graphical
representation of cycle-to-cycle, jitter. JIand J2 are the jitter values measured for
single ended signals. The maximumsof such values measured over multiple cycles is
the maximum cycle- to-cycle jitter.

(3) Long-term Jitter : Long-term jitter measures the maximum change in a clock’s output
transition from its ideal over a large number of cycles. Fig. 3.19 is a graphical
representation of long-term jitter. The actual number of cycles depends on the

application and the clock frequency. Long-term jitter is also called accumulated jitter.

3.6.2. Tradeoffs Between Loop Filter Parameters

From above descriptions, jitter must be eliminated to make output as clean as possible.
With considerations of cost and performance, the mean processing is a useful scheme to
reduce noise or jitter, which it can average the spectrum in frequency domain or period in
time domain. By taking algorithm complexity into account, it is not flexible to average
signals in frequency domain because it needs more procedures for Fourier transform and
inverse transform. The period after mean processing (it is activated in time domain) is equal

to

ZTjitter zAjitter (3—6)

T = -1 =T +-1

average
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Note that the second term in equation (3-6) can be regarded as a period error after mean
processing. By central limit theorem (CLT), it is shown that the variance after mean
processing in equation (3-6) is smaller than origin one. This means that the jitter has been
decreased by applying mean value. Theoretically, it is impossible to completely remove jitter;
however it can be reduced by large “n”. On the other hand, it is possible to minimize the
period error in equation (3-6); however the error can not be eliminated. General speaking, the
response time is also proportional to “n”, the number of average cycles. Because of physical
limitations, such as size, complexity, and speed ... etc, “n” can not be set too large in
implementation. As a result, the average processing is a recycle action per “n” to trade off
both period error and response time.

In order to reduce the cycle-to-cycle jitter and period jitter, IIR-like filter is added in
ADPLL. The more degree the filter has, the more jitter be reduced. However the phase error
and long-term jitter will be enlarged. The relation between the IIR filter degree and output
jitter at S0OMHz DCO output, under 2 MHz reference clock with HDL jitter model, where the
peak-to-peak period jitter is £5000ps, is shown in Fig. 3.20. From Fig. 3.20, IIR degree =4 is

a proper selection to trade off costs and performance.

PkPk value rms value
- 2100

9000 &=~~~ *

]

7000 f-------- fresnees feoeeeees s e s frrnens .

e w

e T e R e I N N N BN NN
0 1 2 3 5 6 7 8 o 1 2 3

5 6 7 8

4
degree of IIR filter

Fig. 3.20(a) The peak-to-peak value of  Fig. 3.20(b) The rms value of long-term

long-term jitter and phase error jitter and phase error

PkPK value rms value
T T

T T
—+ rms dco period jitter
-+ ms cycle jitter

3 3 7 8 0 1 2 3 5 B 7 8

1 2 3

4
degree of lIR filter

Fig. 3.20(c) The peak-to-peak value of Fig. 3.20(d) The RMS value of period

period jitter and cycle-to-cycle jitter jitter and cycle-to-cycle jitter
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As a result, the filter of ADPLL needs to be programmable to achieve variable
applications. The structure of filter is shown in Fig. 3.21, where the C is controlled word and
the degree of IIR filter is four. Because the coarse algorithm get phase & frequency lock
every two reference cycles, the mean processing works every two reference cycles. And the
IIR-like filter works every DCO cycle.

ux n
L 2c
c 2

1/

S}

1/4 3/4

R2 C new

R3

%

IR

Fig. 3.21 The structure of filter

3.7.  Simulation Results

In this section, we will discuss the simulation- result with HDL jitter model. The
environment is as follows. The control bit of the DCO. is 23 bits. The finest resolution is
1.55ps and the intrinsic delay is about 1ns. The dead zone of phase detector is 50ps. The “n”
is 128 for mean processing.

Fig. 3.22 illustrates the relation between jitter performance and multiplication factor. The
reference clock is 10 KHz (100000ns); the peak-to-peak jitter of reference clock is £1000ps.
The DCO frequency is form 100 KHz to 10MHz. It is shown that the long-term jitter and
phase error will increase when the multiplication factor increases; the absolute value of the
period jitter and cycle-to-cycle jitter tend toward a constant value, but the relative value
increase, too. The corresponding waveform when multiplication factor is 10 and 1000 are
shown in Fig. 3.23 and Fig. 3.24.

. deo period
12000 | —

T
: [+ deo peiod |

$ : :
i -

mmmmsman?m'rmgnmn
Multsplic ation factor (M) Mutiphication Ector (M)

HE I S S S N R
T T

Fig. 3.22(a) The average period of DCO vs. Fig. 3.22(b) The peak-to-peak long-term

multiplication factor jitter and peak-to-peak phase error vs.
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multiplication factor

PPk value xi0? PkPK %
T T T T T

+ PKPK dco period jiter |
+ PPk cycle jitter

+ % output clock

I
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Muhiplicatian factor (N)

400 500
Multiplication Ector (N)

Fig. 3.22(c) The peak-to-peak period jitter ~ Fig. 3.22(c) The peak-to-peak period jitter
and peak-to-peak cycle-to-cycle jitter vs. and peak-to-peak cycle-to-cycle jitter (%

multiplication factor output period) vs. multiplication factor
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Fig. 3.23 The waveforms and its close view when multiplication factor is 10
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Fig. 3.24 The waveforms and its close view when multiplication factor is 1000
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From behavior simulations at 80MHz DCO output, the period is 12.5ns, under 2 MHz
reference clock, the period is 500ns, with HDL jitter model, where the ratio of peak-to-peak
period jitter is from + 0% to + 1% of reference clock, the peak-to-peak value is form +0ns to
+5ns. The relation between input jitter and output jitter is shown in Fig. 3.25. Clearly, the
output jitter and phase error will increase when the input jitter increase. Because the phase
error between idea clock and reference clock with jitter is never smaller than the input period
jitter, and it is impossible to generate the idea clock, the value of “PkPk phase error” is never
smaller than the value of input period jitter. Fig. 3.25(g) shows the histogram of output clock
when the input peak-to-peak jitter is = 1 %; the histogram of input clock is shown in Fig. 3.16.
Fig. 3.26(h) shows the histogram of output clock when the input jitter is zero.

PkPk value ms value
T T T

—

.| =+ PEPE lang jitter

i i i i i i i i i i i i i ; i i I H
o 01 02 03 04 D5 O0E OF7 0B 09 1 01 02 03 04 05 06 07 0B 09 1
Jter from 0% to 1% jitter from 0% 10 1%

Fig. 3.25(a) The peak-to-peak value of Fig. 3.25(b) The RMS value of long-term
long-term jitter and phase ertor vs. jitter and phase error vs. peak-to-peak input
peak-to-peak input jitter from 0%-to +1 % jitter from 0% to =1 %
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T T T

— T — T — 1T T — T — T T T T

: : : : : : : : 4 + PkPk deo period jitter :
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Jiter from 0% 10 1% Jitter from 0% to 1%
Fig. 3.25(c) The peak-to-peak value of Fig. 3.25(d) The peak-to-peak value of
period jitter and cycle-to-cycle jitter vs. period jitter and cycle-to-cycle jitter relate

peak-to-peak input jitter from 0% to =1 %  to output period vs. peak-to-peak input jitter
from 0% to =1 %
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Fig. 3.25(e) The RMS value of period
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peak-to-peak input jitter from 0% to =1 %
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Fig. 3.25(g) The histogram of output clock

when input jitter is £1%
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Fig. 3.25(f) The RMS value of period jitter
and cycle-to-cycle jitter vs. peak-to-peak
input jitter from 0% to £1 %
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Fig. 3.25(h) The histogram of output clock

when input jitter is £0%

From behavior simulations at 30.72MHz DCO output, the period is 32.5ns, under 30
KHz reference clock, the period is 33333.3ns, with HDL jitter model, where the ratio of
peak-to-peak period jitter is from + 0% to + 1% of reference clock, the peak-to-peak value is
form +0ns to +333.3ns. The relation between input jitter and output jitter is shown in Fig.
3.26. To compare with ISSCC04 [3], which list in Table 3.1, the proposed algorithm get the
same jitter performance under + 0.55% of input jitter from our simulation result. That means
the proposed algorithm will get the better performance when the real input jitter is smaller
than +£183.3ns.
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Fig. 3.26(a) The peak-to-peak value of Fig. 3.26(b) The peak-to-peak value of

period jitter and cycle jitter vs. peak-to-peak period jitter and cycle jitter vs.
input jitter from 0% to £1 % peak-to-peak input jitter from 0% to £1 %
. ms value a2 ms %
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Fig. 3.26(c) The RMS value of period jitter Fig. 3.26(d) The RMS value of period

and cycle jitter vs. peak-to-peak input jitter jitter and cycle jitter vs. peak-to-peak

from 0% to +1 % input jitter from 0% to £1 %
Performance Parameter This work ISSCC’04[3]
Process simulation underi90nm'CMOS 90nm CMOS
Approach TDC + single DCO PFD + TDC Digital loop
Input Range Min. cycle time: 30 KHz ~65 MHz

max { TDC delay line+ 2 x (' Register x 2 +
ALU ) +filter+ 2 x Register +'DCO decoder,
N x (intrinsic delay of DEOQ)x 20 }

Max. cycle time :

4 x { max. DCO clock cycle time }, (while

TDC register doesn’t overflow)

Output Range Depend on process and the bit numbers of 0.18~600 M
DCO controlled word

Multiplication Factor 4 ~ the bit numbers of divider 1~1023

Max. Lock time Theoretical cycle : 4 after power on >150

Output Jitter (peak-to-peak) 10.6 % @ 30.72MHz, N=1024 10.6 % @ 30.7 MHz,
N=1023

input jitter (peak-to-peak) 1183.3ns (£0.55 % ) @ 30 KHz Unknown @ 30 KHz

Table 3.1 To compares with different PLL
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Chapter 4
The proposed ADPLL Architecture

4.1. ADPLL Architecture Overview

Based on the algorithm proposed in chapter 3, the corresponding architecture of TDC
based ADPLL is shown in Fig. 4.1. There are ten basic modules; frequency error detector,
flag, delay time selector, estimator, register files, arithmetic logic unit, DCO, DCO controlled
word buffer, ADPLL controller, frequency divider. The details of each module will be
illustrated at next section.

______________________________________________________________

E Control
|
: -
1 )
1‘ - F. AT R s~~~ ittt
! ALU
Estimator i ”
1 er
—] : (e ||,
TDC 5 z
1 D
{ bFF : Multiplier
Frequency Reference.
Divided || Divider clock
output Tj
clock DCO clock
\ N

Fig. 4.1 The proposed architecture

4.2.  Circuit Designs

4.2.1. Digital-Controlled Oscillator (DCO)

A high-resolution cell-based DCO is shown in Fig. 4.2, which includes two or three
major parts depend on application. One is fine module to provide the high resolution; the
other is coarse module to provide the wide clock range; the last is the heavy module to
provide the ultra wide range that the coarse module can’t support. The heavy module is
optional depend on which application.
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word ™
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Fig. 4.2 The proposed DCO

The basic idea of heavy module is a delay loop, which equal the maximum delay time of
whole DCO loop. The goal of this madule is to.save the delay line in coarse module.

The coarse module uses the NAND gate delay chain to replace the inverter gate delay
chain. When the total intrinsic delay time is small than the delay time at inverter delay chain,
it will cause function error if controlled word switch from the lowest to the highest; it is
shown in Fig. 4.3. Because this reason; we use the NAND gate as our coarse module. And we
get efficiency of the stable DCO and power saving also. But if the intrinsic delay time is
bigger than the delay time at inverter, the inverter delay version is recommended.

The fine module uses novel varactors, which is proposed in [4]. The proposed DCO get
high resolution with the fine module, and has ability of wide bandwidth generation with the
heavy module.

TLTLTLTL LML
— L\ 1= = [T L 5=

[ — MUXm Mqu ]
SRS TL

N N
LT LT L B [ e N o I

Fig. 4.3 The problem of inverter delay line

4.2.2. TDC
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As discussion in chapter 2, the structure of TDC is shown in Fig. 2.5. Actually, the
trouble in TDC design is the synchronism between latches in the delay line and the counter. It
is needed a method to prevent the wrong when the delay line finish a count but the input turn
off and counter had not added by one. The propose TDC uses a flag register to detect and
choose the correct value.

4.2.3. HSPD with Pulse Amplifier

The HSPD was proposed in [5]. We choose the HSPD with modification as our phase
detector. In order to prevent the width violation, the proposed pulse amplifier to modify the
pulse width to meet the circuit requirement. The proposed pulse amplifier is shown in Fig. 4.4.
And the corresponding waveform is shown in Fig. 4.5. Be careful the Tanp must be less than
TOR.

IN Tor Tour-min = T petay + Tanp + Tor
~ ouT
Reset
Tan If Tor < Tin < Tour-min
F Tout = Tour-mIN
If Tour-min < Tin
—} _
Tour =Tin
TDeIay
Fig. 4.4 The proposed pulse amplifier
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4 Top™(AND T >4 Tanp »*Tor™
Delay
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Fig. 4.5 The corresponding waveform of proposed pulse amplifier

4.2.4. Frequency Error Detector (FED)

In order to prevent tracking fail of DCO due to the violent change of reference clock, the
ALPLL uses a “watching dog” to monitor reference frequency and divided output frequency
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during phase tracking. The basic idea of frequency error detector is shown in Fig. 4.6(a). The
behavior of frequency error detector is like an up-down counter. Fig. 4.6(b) is the proposed
structure to realize; where the “Pos Pulse” output a pulse when input positive edge of clock,
the “Neg Pulse” output a pulse when input negative edge of clock.

Frequency
. Counter > eror Reference Reset

,' ; clock { Pos Pulse ] [
! b1 —| DFF Error

pd ! S

- Divided
output clock@

Fig. 4.6(a) The behavior of frequency Fig. 4.6(b) The structure of frequency error

error detector detector

4.2.5. Flag

The goal of flag is to notify the DTS, the current state of ADPLL, including the frequency
error or not, the value of TDC is zerg«0r not =« etc:

4.2.6. ALU

In order to save the gate count and reduce the complexity of ADPLL, the proposed
ADPLL share the arithmetic logic unit in the different time. There are two adders, two
multipliers and one divider.

4.2.7. Register

Although the proposed ADPLL is general purpose-like design, the register file has
different size of registers in order to reduce the redundant logic.

4.2.8. Delay Time Selector

The basic idea of delay time selector is a similar to DCO. There are four paths to select
according the delay time which the current instruction needs. For example, if current
instruction is to divide or to multiply in ALU, the DTS select the longest path; if the current
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instruction is just a jump to another address, and the DTS select the shortest path. The other
function DTS supported is to point out the address of current instruction and determine the
next address according to the flag output. The proposed structure is shown in Fig. 4.7.

Delay Line

Mask[n/2-2] 1'bl

MUX

Internal
clock

\J

Fig. 4.7 The proposed structure of delay time selector

4.2.9. Controller

The controller has two basic sub modules, one defines the instruction flow, and the other
defines the controlled signals for each module in ADPLL. According to the address DTS
provided, the controller generates the correct controlled signals.

4.2.10. DCO Controlled Word Buffer (DCWB)

The DCO controlled word buffer is a-buffer between whole controller with the internal
clock and DCO loop with the DCO clock. There are four sub modules, instBuf is used to hold
the average controlled word after mean-process and hold the current controlled word; the
Filter is used to smooth the controlled word which is discussed in section 3.6.2; the decoder is
used to decode the controlled word; and the update register update the decode values at
correct time.

4.2.11. Frequency Divider

Frequency divider is used to divide the DCO clock. Because the proposed coarse
algorithm works on the situation when the multiplication factor is even number, we need to
divide the input reference clock when the multiplication factor is odd number. Because of
dividing by two of reference clock and divided output clock simultaneously has the same
DCO output clock, the ADPLL still works very well.
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Chapter 5
Conclusion and Future Work

5.1.  Conclusion

In order to realize All-Digital PLL, new approaches have been presented to offer portable,
full-integration and low-jitter frequency synthesizer in digital VLSI. The phase state
diagram is proposed to analyze the relation between phase and frequency; the new phase
tracking & frequency search algorithm is proposed to achieve fast phase and frequency lock;
the proposed ADPLL with single DCO solves the mismatch problem in clock pair
architecture; A DSP based architecture is proposed to provide a programmable and stable
ADPLL; By cell-based digital approach, it provides ADPLL with capability of fully pulling
bandwidth. For improving simulation, a HDL jitter model is completed to help designs more
efficient and accurate in noisy environment. As'a result, the proposed ADPLL is very
suitable for variable application as demanded in current SoC designs.

5.2.  Future Work

The following topics to extend the work can be proposed.

(1) To provide a power-saving mode for low-power or mobile applications, so the
system can turn off the ADPLL if needed.

(2) To enhance the resolution of DCO. Digitally controlled oscillator is the key
component of all-digital PLL. It is very hard to design a cell-based DCO with
good linearity and small area. But we will have a precise clock if we have a
precise DCO.

(3) To design an all-digital multi-phase locked loop based proposed ADPLL with
modification. Multi-phase clocks are useful in many applications such as high
speed serial link.

4) The proposed algorithm can be implemented with DSP for programmable and
portable issue
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