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Abstract

Motivated by the promising voice over IP technology, and the wide service
availability of WLANS, the application of VOWLAN is expected to experience dramatic
growth in the near future. IEEE 802.11e standard was established to guarantee a high
level of QoS especially for the time‘sensitive applications, such as voice services. It
introduced a new medium access mechanism HCF in order to solve the QoS provisioning
problem in the legacy IEEE 80211 'and its two medium access mechanisms of DCF and
PCF. In order to reduce access delays.and-pelling overhead, as well as to enhance the
throughput of the channel, we propose.an adaptive:polling scheme, which works on the
HC side in HCCA mode, in which, HC maintains two dynamic polling lists, one contains
talking stations and the other contains silence stations, those lists are updated
dynamically in order to classify stations into several levels of priority, they are reordered
and sorted according to the traffic direction and the queue occupancy on the HC and the
station. Stations are classified to be talking or silent according to a simple silence
detection mechanism. VBR and CBR codecs are taken into consideration in our silence
detection mechanism. TXOPs for stations in the talking list are calculated separately from
the TXOPs for stations in silence list. HC then polls stations in both lists in a Round-
Robin manner starting from the top of polling list and ending with the tail of silence list.
Simulation results show that the polling overhead is reduced significantly, in addition to a
high throughout and low access delays comparing to the classical Round-Robin polling

scheme and the reference scheme in the standard.
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Chapter 1 Introduction

Deployments of wireless networks (WLANSs) have grown rapidly in the last few
years, it can prove to be very useful in public places — libraries, guest houses, hotels,
cafeterias, airports, and schools are all places where one might find wireless access to the
Internet. Nowadays most of handheld devices such as notebooks, tablet PCs, and PDAs
are provided by one or more built-in wireless interfaces, users can access internet without
the need to install any wires.

IEEE 802.11 is the most popular protocol amongst other wireless protocols such as
Bluetooth, WiMAX, and UWB. The 802.11 working group was established in 1990 by
the IEEE Executive Committee. Their goal was to create a wireless local area network
(WLAN) standard. The standard speeified an opérating frequency in the 2.4GHz ISM
(Industrial, Scientific, and Medical) band. | Seven years later (1997), the group approved
IEEE 802.11 as the world's first WLAN standard with data rates of 1 and 2 Mbps. In
1999 the working group approved two extensions to 802.11, the first one is 802.11a
operates on U-NII band (Unlicensed National Information Infrastructure) SGHz, and with
a maximum bandwidth of 54 Mbps (due to higher frequency), it only allow access to
clients within 40 — 50 feet due to power limits enforced by the FCC, while the second
extension is 802.11b which operates on 2.4GHz ISM band, with a maximum bandwidth
of 11 Mbps, it allows client access up to well over 1000 feet. The whole Family of IEEE
802.11 is shown in Table 1.1.

Ad Hoc mode and Infrastructure mode are most common wireless configurations
found today. Ad Hoc mode (which also referred to as “Independent Basic Service Set”
(IBSS)) provides peer-to-peer communication links between two or more wireless
devices without the use of an AP, while Infrastructure mode (which is also known as

“Basic Service Set” (BSS)) requires an Access Point and at least one wireless client.



Table 1.1: The IEEE 802.11 zamilz.

Standard Description

802.11a It operates in 5 GHz band, and uses a 52-subcarrier orthogonal
frequency-division multiplexing (OFDM) with a maximum raw data
rate of 54 Mbps. The data rate is reduced to 48, 36, 24, 18, 12, 9 then 6

Mbps if required. It advantage is the less interference.

802.11b It operates on 2.4GHz ISM band, with a maximum bandwidth of 11
Mbps, it allows client access up to well over 1000 feet.

802.11c It is a specification to cover bridge operation with IEEE 802.11
MAC:s.

802.11d It is an amendment to 802.11 specification regarding

telecommunication and information exchange between two systems

and extensions to operate in additional regulatory domains

802.11e It expands support’ for applications with Quality of Service
requirements
802.11f Inter Access Point Protocol (IAPP). It allows mobile devices roaming

between multi-vendor APs:

802.11g It works in the 2.4°GHz band,and operates at a maximum raw data
rate of 54 Mbps. The modulation scheme used in 802.11g is
orthogonal frequency-division multiplexing (OFDM) for the data rates
of 6,9, 12, 18, 24, 36, 48, and 54 Mbps

802.11h It is standardized for certain zone spectrum (Europe). It is intended to
resolve interference issues introduced by the use of 802.11a in some

locations, particularly with military radar systems and medical devices.

802.111 It enhances the current 802.11 MAC to provide improvements in
security (WEP and TKIP).
802.11j It is standardized for certain zone spectrum (Japan).

Recently, Voice over Internet Protocol (VoIP) became one of the most popular
Internet applications. Some products of VoIP like Skype and MSN are able to guarantee a

high level of voice quality over wired networks. The popularity of VoIP comes from its



low cost and good quality, thus, people can use their PCs to make calls instead of the
expensive cell phone calls, statistics says that the number of residential VoIP users will
rise from three million at 2005 to 27 million by the end of 2009[17].

To provide person-to-person (instead of place-to-place) connections anywhere and
anytime, the Internet is expected to penetrate the wireless domain. One very promising
wireless network is the wireless local area network (WLAN), which has shown the
potential to provide high-rate data services at low cost over local area coverage. However,
Voice over 802.11 (VO802.11) faces a lot of challenges to guarantee a high level of
quality, such as low bandwidth, large interference, long latency, high loss rates, and jitter,
so we need to enhance the 802.11 standard to be able to support VoIP with a high level of
voice quality. Furthermore, the distributed coordination function (DCF) and the point
coordination function defined in basic IEEE 802.11 are unsuitable to guarantee QoS
effectively.

As a solution of the Quality of«Sérvice problem facing the VO802.11, the IEEE
802.11 group chartered the 802.1le task,group with the responsibility of enhancing the
802.11 Medium Access Control (MAC) to include bidirectional QoS to support latency-
sensitive applications such as voice and video. The new standard of IEEE 802.11e [1] is
expected to solve the QoS problem of real-time applications over wireless local area
networks.

IEEE 802.11e has brought many enhancements, some are general and some are
specific. The first general enhancement is the option to allow stations to talk directly to
other stations, bypassing the AP, even when there is one. The second general
enhancement is the introduction of negotiable acknowledgements, IEEE 802.11e
introduces the notion of negotiable acknowledgements whereby a packet in a stream need
not to be acknowledged, or such acknowledgements can be aggregated depending on the
parameterization of a stream, such negotiable acknowledgements lead to a more efficient
utilization for the available channel and enable applications such as a reliable multicast.
And the third general enhancement is the introduction of traffic parameterization and
traffic prioritization. These are central to any QoS mechanism. The major novelty
developed by IEEE 802.11e is the new coordination function called Hybrid-Coordination

Function (HCF). It is a coordination function that combines aspects of the distributed



coordination function and the point coordination function. HCF uses a contention-based
channel access method, called the Enhanced Distributed Channel Access (EDCA).
Because it operates in the contention period, EDCF is similar to DCF. QoS support is
realized with the introduction of the Traffic Categories (TCs). However, EDCA doesn’t
guarantee QoS of time sensitive applications. The second mechanism for access to the
wireless medium, which is part of the HCF, is called HCF-Controlled Channel Access
(HCCA). It provides the capability for reservation of transmission opportunities (TXOPs)
with the HC. This mechanism is expected to be used for the transfer of periodic traffic
such as voice and video. HCCA operates on Contention Free Periods (CFPs) or it can be
invoked during Contention Periods (CPs). HCF is based on polling, so it is a modified
version of PCF, it is promising to guarantee QoS of real-time applications. HCCF is a
little complex to be implemented and many researches are still in progress.

HCCA polling mechanism is still unspecified in the standard, polling scheduling in
HCCA is left to designers till now. The'$tudy ins[2] shows the polling overhead problem
and its negative effect on the QoS of voice stteams in WLANs. An effective polling
scheduler will extremely enhance-the performance, and-assure a high level of QoS for the
time sensitive applications. The most popular polling mechanism mentioned in [6] is the
round robin mechanism, it is popular.due to the simplicity if its implementation. Many
other polling schemes have been proposed such as [4], [5], and [7].

In our study we focus on HCCA, on its polling scheduler in particular. We
proposed a new scheduler called Adaptive Polling Scheme (APS), the proposed scheduler
showed a high performance against the other schedulers. APS depends on prioritizing
voice stations according to their state using a simple mechanism of silence detection, and
on the queue occupancy at both the AP side and the station side. In addition to its role in
scheduling the order of stations and calculating TXOPs, it works as a queue management
scheme to prevent full queues on the AP and to prevent stations from dropping packets of
their voice traffic category. In APS we maximized the usage of piggybacking feature of
IEEE 802.11e, to increase the total throughput of the wireless channel. Here we proposed
two dynamic polling lists, one contains the information of the stations in talking state
while the other contains the information of the stations in the silent state, each station has

its own order in the polling lists, since each one of the two polling list is sorted according



to different criteria, the talking list is sorted according to the occupancy percentage at the
AP transmission queues and at the station traffic categories calculated by giving those
occupancies different weights, while silence list is sorted according to the occupancy
percentage of the transmission queues at the AP only.

The rest of this thesis is organized as follows. Chapter 2 introduces the background
of IEEE 802.11 and IEEE 802.11e, voice transmission requirements on WLANSs, and a
brief survey of current polling mechanisms. Chapter 3 points to the problem definition
that motivated us to do this work. In chapter 4, we discuss the proposed adaptive polling
scheme. We demonstrate our simulation and analytical results in chapter 5. Finally the

conclusion and future works are presented in chapter 6.



Chapter 2 Background and Related Work

In this chapter we will review IEEE 802.11 and IEEE 802.11e, including their
medium access mechanisms. Then we will go through the advantages and disadvantages
of WLANs MACs. We will also give a brief background about voice transmission
requirements, including a review of voice codecs and how do they work, furthermore.

Finally, we will list some related works that have been proposed.

2.1 Review of IEEE 802.11 MAC

Access to the wireless medium is controlled by coordination functions. Ethernet-
like CSMA/CA access is provided by the distributed coordination function (DCF). If
contention-free service is required, it can be provided by the point coordination
function (PCF), which is builtzon top of the DCE, Contention-free services are
provided only in infrastructure networks. Thé Coordination functions are described in

the following list.

2.1.1 Distributed Coordination Function

Distributed Coordination Function (DCF) is the fundamental access mechanism in
the IEEE 802.11 MAC. In this section we will briefly describe the basic access
mechanism of DCF. When a node (station) has a packet to transmit, it senses whether the
medium has been idle for a period of time no shorter than the Distributed InterFrame
Space (DIFS), the packet transmission may begin immediately at the beginning of the
following slot. Otherwise, the node should defer the packet transmission as follows, The
node waits until the medium is idle for a DIFS and then sets its backoff timer. The
backoff timer is set to a value which is randomly selected from 0, 1, ..., CW-1 with equal
probability, where CW represents contention window size. Initially, contention window

size is set to its minimum CW,,;, for the first transmission attempt of a packet. Every time



the packet is involved in a collision, contention window size is doubled for the next
transmission attempt. However, the contention window size cannot exceed its maximum
CW,ax. The backoff timer is decreased by 1 every slot time (50 psec for FHSS PHY)
after the medium has been idle for a DIFS, but is frozen when the medium becomes busy.
When the backoff timer becomes zero, the station transmits the packet. If the destination
node receives the packet correctly, it sends a positive acknowledgment (ACK) packet
after a Short InterFrame Space (SIFS). When the source node does not receive an ACK, it
assumes that the packet has experienced a collision and updates the contention window
size¢ CW according to Binary Exponential Backoff (BEB) algorithm as illustrated in
Figure 2.1, then sets its backoff timer to a newly selected backoff values after an
Extended InterFrame Space (EIFS). Since the number of transmission retries is bounded
by threshold m, a packet must be dropped after m transmission retries, that is, after

experiencing m times of packet collision.
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Figure 2.1: Backoff mechanism of BEB: CW iy = 16, CWyae = 1024, m = 7.

As with traditional Ethernet, the interframe spacing plays an important role in
coordinating access to the transmission medium. 802.11 uses four different interframe
spaces. Three are used to determine medium access; the relationship between them is

shown in Figure 2.2.
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Figure 2.2: Interframe Spacing Relationship.

The interframe space times in IEEE 802.11 are:

Short Interframe Space (SIFS): The SIFS is used for the highest-priority
transmissions, such as RTS/CTS frames and positive acknowledgments. High-
priority transmissions can begin once the SIFS has elapsed. Once these high-
priority transmissions begin, the medium becomes busy, so frames transmitted
after the SIFS has elapsed have priority over frames that can be transmitted only
after longer intervals.

PCF Interframe Space (PIFS): The PIES, sometimes erroneously called the
priority interframe spacej is used by the PCF-during contention-free operation.
Stations with data to transmit in the conteéntion-free period can transmit after the
PIFS has elapsed and preempt.any contention-based traffic.

DCF Interframe Space (DIFS): The DIFS is the minimum medium idle time for
contention-based services. Stations may have immediate access to the medium if
it has been free for a period longer than the DIFS.

Extended Interframe Space (EIFS): The EIFS is used only when there is an error

in frame transmission.
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2.1.1 Point Coordination Function

As an optional access method, the 802.11 standard defines the PCF, which enables
the transmission of time-sensitive information. With PCF, a point coordinator within the
access point controls which stations can transmit during any given period of time.
Within a time period called the contention free period, the point coordinator will step
through all stations operating in PCF mode and poll them one at a time. For example, the
point coordinator may first poll station A, and during a specific period of time station A
can transmit data frames (and no other station can send anything). The point coordinator
(PC) will then poll the next station and continue down the polling list, while letting each
station to have a chance to send data. Thus, PCF is a contention-free protocol and
enables stations to transmit data frames synchronously, with regular time delays between
data frame transmissions. This makes it possible to more effectively support information
flows, such as video and control+mechanisms, having strict synchronization
requirements.

The contention Free Period<(CEP) is the.window of time for PCF operation. The
CFP begins at setting intervals-following-a beacon -frame which contains a delivery
traffic indication map (DTIM) «nformation element. The frequency of CFPs is
determined by the network administrator. Once'the CFP begins, the AP assumes the role
of PC (and as such, PCF operation is only supported in infrastructure BSSs). Each
802.11 client sets its NAV to the CFPMacDuration value. This value is included in the
CF parameter set information element. The CFPMaxDuration defines the time value that
is the maximum duration for the CFP. The PC can end the CFP before the
CFPMaxDuration time elapsed. The AP transmits beacon frames at regular intervals,
and beacon frames sent during the CFPDurationRemaining field to update station NAVs
of the remaining duration of the CFP. Figure 2.4 depicts the CFP and contention period
as a function of time. Unlike DCF operation, DCF doesn’t allow station to freely access
the medium and transmit data. Stations can only send data (one frame at a time) when
the PC polls them. The PC can send frames to stations, poll stations for frame
transmission, acknowledge frames requiring MAC-level Acknowledgements, or end the

CFP.
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Figure 2.4: The CFP and CP timeline.

When the CFP begins, the PC must access the medium in the same manner as a
DCEF station. Unlike DCF stations, the PC attempts to access the medium after waiting an
interval of PIFS. The PIFS interval is one slot time longer than SIFS interval and one slot
time shorter than the DIFS interval, allowing PCF stations to access the medium before
DCF stations yet still allowing control frames, such as acknowledgement frames, to have
the  highest  probability  of gaining . access to the medium.

After waiting a PIFS interv‘él, the- PC sends thérinitial beacon containing the CF
parameter information element. The PC waits for one SIFS interval subsequent to the

beacon frame transmission and then sends one of the following to a CF-Pollable station:

e A data frame

e A Poll frame (CF-Poll)

e A combination data and poll frame (Data+CF-Poll)

e A CFP end frame (CF-End)
If the PC has no frames to send and no CF-Pollable stations to poll, the CFP is
considered null, and immediately following the beacon frame, the PC sends a CF-End

frame for terminating the CFP. An example of PCF is shown in Figure 2.5.

The time period for a PC to generate beacon frames is called target beacon
transmission time (TBTT). Usually, PCF uses a round-robin scheduler to poll each station
sequentially in the order of the polling list, but priority-based polling mechanisms can

also be used if different QoS levels are requested by different stations.
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Figure 2.5 An exa_riqjale ofPCF operation.

2.2 Introduction to IEEE 802:11e -

]

IEEE 802.11 MAC can’t guaﬁﬁte’g the Quallty of Service (QoS) for time sensitive
applications such as audio and video applications, and it faces the problems of high level
of quality, such as low bandwidth, large interference, long latency, high loss rates [18],
and jitter. To solve the problems of QoS , the IEEE 802.11 group chartered the 802.11e
task group with the responsibility of enhancing the 802.11 Medium Access Control
(MAC) to include bidirectional QoS to support latency-sensitive applications such as
voice and video. The new standard of IEEE 802.11e [1] is expected to solve the QoS
problem of real-time applications over wireless local area networks. IEEE 802.11e has
brought many enhancements, some are general and some are specific. The first general
enhancement is the option to allow stations to talk directly to other stations, bypassing the
AP, even when there is one, which is called the Direct Link Protocol (DLP). The second
general enhancement is the introduction of negotiable acknowledgements. And the third
general enhancement is the introduction of traffic parameterization and traffic

prioritization. The major novelty developed by IEEE 802.11e is the new coordination
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function called Hybrid-Coordination Function (HCF). It is a coordination function that
combines aspects of the distributed coordination function and the point coordination
function. HCF uses a contention-based channel access method, called the Enhanced
Distributed Channel Access (EDCA), and a contention-free-based mechanism for access
to the wireless medium is called HCF-Controlled Channel Access (HCCA). The
relationship between IEEE 802.11 and IEEE 802.11e is shown in Figure 2.6.

1k BCF EDCA HCCA |:| 2802.11e
MAC
DCF
\J
A
802.11b 802.11a 80211g

Figure 2.6: IEEE 80214 Protocol layer.

2.2.1 Enhanced Distributed Channel Access (EDCA)

EDCA is designed to enhance the DCF mechanism and to provide a distributed access
method that can support service differentiation among classes of traffic. The EDCA
mechanism provides differentiated, distributed access to the WM for QSTAs using eight
different User Priorities (UPs). The EDCA mechanism defines four access categories
(ACs) that provide support for the delivery of traffic with UPs at the QSTAs. The AC is
derived from the UPs as shown in Table 2.1.

Table 2.1: UP to AC mapping.

P
P (Same as 802.1D : Designation
Priority 802.1D user designation AC (informartive)
priority)
Lowest 1 BK AC BK Background
2 — AC BK Background
0 BE AC _BE Best Effort
3 EE AC_BE Best Effort
4 CL AC VI Video
Highest
5 VI AC VI Video
] Vo AC VO Voice
1 NC AC_VO Voice
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EDCA assigns smaller CWs to ACs with higher priorities to bias the successful
transmission probability in favor of high-priority ACs in a statistical sense. Indeed, the
initial CW size can be set differently for different priority ACs, yielding higher priority
ACs with smaller CW. To achieve differentiation, instead of using fixed DIFS as in the
DCEF, an AIFS is applied, where the AIFS for a given AC is determined by the following
equation:

AIFS = SIFS + AIFSN x aSlotTime (2.1)

Where AIFSN is AIFS Number and determined by the AC and physical settings, and
aSlotTime is the duration of a time slot. The AC with the smallest AIFS has the highest

priority. Figures 2.7 and 2.8 illustrate these EDCA parameters and the access procedure,

respectively.
count down when medium
is idle for ATFS period
AIFS|ACOD] | .
3 i Low
AIFS[AC2] V/ Priority counter frozen
M
ATFS[AC3] / / Medium counter frozen
- > Priority
SIFS . — SIFS
Busy <—>| / High Priority RTS |(«—»| CTS
—  j— Tim:a
SlotTime
defer access Contention Window

Figure 2.7: IEEE 802.11eEDCA mechanism parameters.
In the EDCA, both the physical carrier sensing and the virtual sensing methods are
similar to those in the DCF. However, there is a major difference in the countdown
procedure when the medium is determined to be idle. In the EDCA, after the AIFS period,
the backoff counter decreases by one at the beginning of the last slot of the AIFS (shown
as the crossed time slot in Figure 2), while in the DCF, this is done at the beginning of

the first time slot interval following the DIFS period.
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random

backoff new
3‘“‘] [: backoff
o 4 slots
STAl - | | RTS DATA «——p Freeze
ATFS[AC3] AIFS[AC3] ’
STA2 CTS ACK]
random remaining
backoff backoff
3 slots 2 slots
STA3 | Freeze counter, set NAV M RTS
ATFS[ACI] AIFS[ACT]

Figure 2.8: IEEE 802.11 EDCA channel access procedure.
For a given station, traffic of different ACs are buffered in different queues as shown in
Figure 2.9. Each AC within a station behaves like a virtual station: it contends for access
to the medium and independently starts its backoff after sensing the medium idle for at
least AIFS period. When a collisibn occurs amohg different ACs within the same station,
the higher priority AC is granted the opportunity for physical transmission, while the
lower priority AC suffers from é‘virtuarl collision, which is similar to a real collision

outside the station.

/ AP Received frames are classified into
- Received a suitable frame transmission queue

The CSMA/CA is executed for cach queue. Bikg] frame according to AC value,
High AC value becomes short frame | e T
transmission interval because the L~ | AC value | Service category
fluctuation time is set to be short time, Frame classification part ] 1] Background
frame transmission interval l l 1 J' ! Beﬂ-Eﬂ'nrt
Fined | Nuctuation ACH| | AC1| | Ac2 || AC3 2 Video
time . time quene queue | | quewe | | queue . 3 Voice
=N - .
L s FSMM.‘A% }"SMNE4 |tswu1m| lc:.umcnl
Time 1 1 1 I If the frame transmission timing

| collides among several frame
- transmission queues, the queue of
I_ Frame sending part high AC value can be sent frames

\ l preferentially.

Figure 2.9: The mechanism of EDCA.
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IEEE 802.11e also defines a transmission opportunity (TXOP) limit as the interval of
time during which a particular station has the right to initiate transmissions. During an
EDCA TXOP, a station may be allowed to transmit multiple data frames from the same
AC with a SIFS gap between an ACK and the subsequent data frame. This is also
referred to as contention free burst (CFB).
Problem with EDCA

The throughput of each terminal can be calculated from the amount of sent/received
frames per unit of time. Thus, if the numbers of terminals with high QoS priority
increases, the frames transmission queue with a high AC value has a relatively longer
waiting time for sending frames. Therefore, the allocated communication time of the
wireless channel is not sufficient to guarantee the QoS communication for the requesting
terminals. When the amount of sent/received frames per unit of time decreases, the
throughput of each terminal decreases too. In public WLAN access environments, all
users can use an unspecified number of APs to achieve the AP roaming, so the number of
terminals accessing an AP varies=over the time,scale of hours to days. Therefore, we
think that it is difficult for this method to guarantee QoS communication very well in

public WLAN access environments [6]:

2.2.2 HCF Controlled Channel Access (HCCA)

The HCCA is a centralized access mechanism controlled by the Hybrid Coordinator
(HC), which resides in the QoS-enabled Access Point (QAP). Each QoS-enabled station
(QSTA) may have up to eight established Traffic Streams (TS); a TS is characterized by
a Traffic Specification (TSPEC) which is negotiated between the QSTA and the QAP.
Mandatory fields of the TSPEC include: Mean Data Rate, Delay Bound, Maximum
Service Interval, and Nominal SDU Size. For all established streams the QAP is required
to provide a service that is compliant with the negotiated TSPEC under controlled
operating conditions. 802.11e compliant stations must be able to process the additional

frames reported in Table 2.2.
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Table 2.2: QoS frames.

QoS frames

QoS piggybacked frames

QoS Data
QoS CF-Ack
QoS Null
QoS CF-Poll

QoS Data + CF-Ack
QoS Data + CF-Poll
QoS Null + CF-Ack
QoS Data + CF-Poll + CF-
Ack

The QAP enforces the negotiated QoS guarantee by scheduling Controlled Access

Phases (CAPs). A CAP is a time interval during which the QAP may either transmit
MSDUs of established downlink TSs or poll one or more QSTAs by specifying the

maximum duration of the transmission opportunity (TXOP): a QSTA is never allowed to

exceed the TXOP limit imposed by the QAP, including interframe spaces and

acknowledgments. If the traffic stream of a polled QSTA is not backlogged, then the

QSTA responds with a Null frame. Figute 2:10 shows a sample CAP during which the

QAP transmits two frames and polls the QSTA,.which in turn transmits two frames. It is

worth noting that the scheduling.of CAPs, i.e. of HCCA traffic streams, also affects the

overall capacity left to contention=based traffic, i.c. EDCA and DCF.

busy

QAF Data

Data+Pol

CAP

ACK

ACK

//

PIFS

QSTA

SIFS

SIFS

ACK

SIFS

SIFS

Data+Ack

SIFS

SIFS

Data

AIFS[]

contentior

dCCass

//

TXOF

Figure 2.10: Example of HCCA frame exchange sequence.

After the frame is received it is classified to be served by HCCA or EDCA, if it was

classified to be served by HCCA then this frame must be enqueued into the appropriate

transmission queue, since each Traffic Stream (TS) is assigned to a unique transmission
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queue. Each one of those FIFO transmission queues contains packets to the station that

initiated that TS. Figure 2.11 shows the HCCA mechanism.

AP
/‘ Received

frame Recewred frames are classified indo
a suitahle frame transmission queve
} ~ Which is set for each Qo5 requesting
Frame classification part ter )
Terml Termi-1| [Terml-2 Tl:ﬂil-&l

queus Quee queua quene Each frame iransmission guewe
i | | l |4 i sending frames to he satisfied with

: the negotiated QoS requirments

\ Frame sending part for each termenal .
|

Term: Terminal

Figure 2.1 1: HCCA.mechanism.

The IEEE 802.11e standard {{1] does not define~a mandatory HCCA scheduling
algorithm; however, a reference scheduleris specified and reported therein for
informational purposes. The reference scheduler requires that flows specify the following
TSPEC parameters: Mean Data Rate, Nominal SDU Size, Maximum SDU Size and
Maximum Service Interval (MSI). The MSI of a given flow is the maximum time that
elapses from the start of two subsequent service periods to that flow. The reference
scheduler produces TDM-like schedules: each TS is periodically allocated a fixed amount
of capacity. The period is called Service Interval (SI) and it is the same for all traffic
streams. It is computed as the smallest admitted MSI. The TXOP duration is then set to
the time required to transmit the packets of Nominal SDU Size that arrive at the
negotiated Mean Data Rate during the SI; the TXOP is rounded up to contain an integer
number of Nominal SDU Size. In order to avoid head of line blocking, the actual TXOP
value is the maximum between the value obtained with the above procedure and the time
to transmit a packet with Maximum SDU Size. A sample schedule showing three

admitted flows (i, j and k) is demonstrated in Figure 2.12.

17



TXOP THOP THOP TXOP THOP TXOFP

EDCA
DCF

=——— HCCA

Figure 2.12: Sample scheduling with the reference scheduler.

2.3 Comparison between WLAN MACs

In this chapter we have reviewed two types of medium access mechanisms, the first
type is a contention-based medium aceess :mechanism, which includes the DCF and
EDCA from the legacy IEEE 802.11 gstandard-and the IEEE 802.1le standard
respectively. The second type is=contention-free-based or Polling-based medium access
mechanism which includes PCE from Jlégacy. IEEE. 802.11 and HCCA from IEEE
802.11e.

An advantage of Contention-based medium access mechanisms is that they are
adaptive to the change in the network condition and are suitable for high load of traffic.
Another advantage is the simplicity in implementation comparing with the polling-based
medium access mechanism; this relative implementation simplicity comes as a result of
the distributed access between the AP and the station. However, contention-based
medium access mechanisms has some drawbacks, for example in EDCA case when the
number of terminals of that are requesting QoS service increases, the other terminals
should wait longer and longer, decreasing the sending/receiving rate for the lower priority
transmission queues. Another drawback is that contention-based medium access
mechanisms cannot guarantee QoS for time sensitive traffic, this comes from the
randomness of selecting backoffs. Collision is another problem facing the contention-
based medium access mechanisms, especially when using the same channel for

transmitting or with the existence of hidden terminals.
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Polling-based mechanisms have several advantages; one is eliminating the problem
of hidden terminal. Another advantage is the guarantee of QoS for real-time traffic
because of the centralized mechanism on the AP and the contention free transmission
granted to stations by the AP. Channel utilization is much better because backoff
overhead and collision problems are reduced. Nevertheless, the complexity of
implementing polling-based mechanisms is much higher than implementing contention-
based mechanisms. Finally, polling overhead is a drawback of polling-based mechanisms
especially if we compare the CF-Poll Packet transmission time with the voice

transmission time.
2.4 Voice Transmission Requirements over WLANSs

Voice application requirements are expressed in terms of QoS parameters with
quantifiable values that can be determined’ from,the application’s technical specification

(i.e., Voice codec-ITU-T G.711) or'from experimentation.

e Throughput: It is mostly-expressed as the average data rate:
o0 ITU-T G.711: 64 kbps
0 ESTI GSM 6.10: 16 kbps
o ITU-T G.727: Variable bit rate.

For applications that generate Variable Bit Rate (VBR) traffic, the average data
rate doesn’t properly capture the traffic characteristics. Some voice codecs
generates packets in VBR, which means that they generate voice packets while
the station they work for is talking only. Constant Bit Rate codecs generate voice
packets continuously every packetization interval, 5 ms, 10 ms, 20 ms, etc. VoIP
requires relatively low bandwidth and the traffic pattern is relatively constant.
Voice traffic is packetized in small packets of around 44 to 200 bytes resulting in
short transmission times. Since voice conversations contain up to 60% silence
[20], encoding algorithms yield lower bandwidth requirements with acceptable
quality. Table 2.3 shows the speech coding standard. Mean Opinion Score (MOS)

in Table 2.3 reflects the sound quality in quantitative way. MOS is an empirical
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value determined by averaging the opinion score (i.e., the range from 1=worst to

5=best) of sample group of listeners who listen and evaluate the voice quality.

Table 2.3: Speech Coding Standards

Bandwidth Payload Sound Quality Packetization

Codec kbps bytes MOS Interval (ms
ITU-T G.711 64 160 >4 20
ITU-T G.722 48-64 - 3.8 -

ITU-T G.723.1 6.4/5.3 20/24 3.9 30
ITU-T G.726 32 - 3.8 -
ITU-T G.728 16 - 3.6 -
ITU-T G.729 8 - 3.9 -

GSM 06.10 13 33 3.5 50
GSM 06.20 5.6 - 3.5 -
GSM 06.60 12.2 - >4 -
GSM 06.70 4.8—-12.2 - >4 -

e Delay and Delay jitter: The value is provided in a form of a bound (i.e., the
delay should be less than a certain value). In delay intolerant applications, such
as voice applications, the network has to follow the delay requirement strictly.
However, in HCCA the station sends its delay bound value to the AP within a
Traffic SPECefication (TSPEC) in order to inform it about the transmission
requirements.

e Loss: it is mostly expressed as a statistical value (i.e., the percentage of loss

packets should be less than a certain value).
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2.5 Related Works

In our survey, we found that most of proposed polling mechanisms tried to find a
mechanism in HCCA to avoid polling stations that have no packets to transmit in order to
reduce the polling overhead and increase the channel efficiency [3], [4]. Another
mechanisms proposed polling schemes with a silence detection mechanisms to avoid
polling stations in silent state or delay them later after polling stations in talking state, for
the VolIP traffic [2], [5]. Some other schemes proposed queue management mechanisms
to reduce packet loss ratio on both station side and AP side like mechanism proposed in
[11].

The survey in [7] reviews the most popular polling protocols and describes their
advantages and drawbacks including polling list management mechanisms, determining
the polling sequence, and minimizing polling overhead, then they propose a polling
mechanism that aims to reduce packet loss ratio.

In [8] a full and comprehensivejsimulation 4s implemented for the reference
scheduler proposed in the IEEE 802:11e standatd [1].

In most of related works in‘our sutvey, researchers tried to avoid enforcing fairness
in polling VoIP stations, and proposed schemes to' differentiate between stations with
download traffic (silence) and stations with upload traffic (talking) in order to reduce the

polling overhead and delays, and improving the throughput of the transmission channel.
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Chapter 3 Problem Definition

3.1 Introduction

The draft of IEEE 802.11e introduced a new medium access mechanism to
guarantee a high level of QoS for the real time services, the working group E has
proposed the Hybrid Coordination Function (HCF) as an enhancement to the legacy
medium access functions: the Distributed Coordination Function (DCF) and the Point
Coordination function. The DCF can’t guarantee QoS, while PCF can guarantee a low
level of QoS but it still has some problems as described earlier in chapter 1. The HCF is a
coordination function that combines aspects of the distributed coordination function and
point coordination function, it cong$ists of two ‘medium access functions that work
together: Enhanced Distributed Channel Access (EDCA) and HCF-Controlled Channel
Access (HCCA). EDCA is an:enhanced version of DCF, it is a contention based
mechanism, while HCCA is an enhancedversion of PCF that is contention free based and
uses the polling mechanism to grant'QoS stations the access to the medium for a limited
amount of time calculated at the Hybrid Coordinator (HC), this time is called
transmission opportunity (TXOP). IEEE 802.11e draft specifies neither a scheduling
mechanism nor a polling mechanism for HCCA, and only an example that satisfies the
minimum real time traffic requirements has been proposed, the scheduler has been left for
designers. Although many scheduling mechanisms have been proposed, a lot of work still
needs to be done to achieve an efficient scheduler.

In this chapter we will focus on some scheduling problems in general and on the
Round-Robin (RR) polling mechanism in particular, we will discuss its weaknesses, and
show its performance through simulations.

RR polling mechanism have some problems that we are going to discuss in this

chapter, those problems are:

- Fairness polling problem.

22



- Polling overhead problem.

- High delays with the increase of network population.

3.2 Fairness polling

In RR polling mechanism, HC polls stations sequentially in the order they are
placed in the polling list. When the current polling round is over, the AP memorizes the
place and starts polling it in the next round.

In a voice conversation users normally tend to stop their conversation, listen to their
counter part and restart their conversation. The effect is known as the talkspurt-silence
alternation, and the behavior is independent of the codec used and can be modeled by a
two-state Markov chain as shown in Figure 3.1. The model is actually an ON/OFF
stochastic process. The ON (talkspurt) and OFF (silence) periods are exponentially
distributed with mean values 1/ a and 1/ 8, respectively. During talk periods a voice flow
is represented as an isochronous soutce with fixed inter-arrival time T that are determined
by the audio codec. In other words, the packet generation rate A is fixed. During silence

period, nevertheless, no packets are generated.

Figure 3.1: 4 two-state Markov chain voice activity model.

The talkspurt-silence alternation characteristic of voice traffic makes RR polling
mechanism not efficient at all. The reason is that the HC will neither add/delete station
IDs in the polling list, nor change the sequence according to stations which are polled. As
a result, although a certain voice source enters silence period, the still HC continues to

poll it even the station responds NULL frame each time. This will cause wastage of
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valuable bandwidth wastage and incurs unnecessary delay to other stations in talkspurt
state [17].

We see that when the HC enforces fair access to all stations regardless they were
talking or silent, it wastes the resources that should be reserved for the talking stations

with higher priority than the silent stations.

3.3 Polling overhead

In the IEEE 802.11e draft, overhead in HCF is due to frequent poll frames from the
AP to mobile stations. The AP sends a QoS CF-Poll frame to each station (according to
its polling list) one by one to grant the TXOP. However, this polling method is inefficient
due to the large overhead. According to the IEEE 802.11 standard, the CF-Poll frame is
required to be transmitted at the basic rate (2 Mb/s of IEEE 803.11b) regardless of the
data rate. The size of CF-Poll frame is 36 bytes in the 802.11e draft, including 10 bytes
for frame/sequence/QoS control and frame check sequence (FCS), 24 bytes for station ID,
and 2 bytes for duration ID. Its_transmission time-at 2 Mb/s is 36 * 8/2 = 144 ps.
Furthermore, considering the PHY 'overhead (192 |is),~the total transmission time is 336
us. The transmission time for a 196-byte voice packet (160-byte payload with a G711
codec and 36-byte MAC header) at 11 Mb/s data rate is 196*8/11 = 142.55 us. Compared
to the voice packet transmission time, the ‘'overhead contributed by the CF-Poll frame is
relatively large. For a WLAN accommodating N voice users, the total overhead
contributed by CF-Poll is 336 * N ps, which is significant [2]. Consider 40 voice users,
half of them are talking and the other half are listening, to give any of them the
permission to access the medium AP must send a QoS CF-Poll first, for the silent users
who has no voice packets to send this poll is wasted and they are polled for nothing, and
this poll is considered as overhead, 20*336 = 6720 ps. So we need a mechanism to avoid

polling those stations with no buffered packets on their voice TC.

3.4 Delay

Polling silence stations wastes the time of receiving the null packet in addition to
the time required to send the CF-Poll packet to the silent station, and by polling those

silent stations frequently, longer and longer time is wasted, as a consequence of this
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wasted time, talking stations will suffer long access delays, because they are enforced to
wait until the HC poll all the stations before them in the polling list, which may be silent.
Long delays may cause a high packet drop ratio on the station side. Talking station that is
generating voice packets continuously may start dropping voice packets because of the

long waiting time it may suffer.

Delay Average VS Network sieze

40
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Round-robin
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Number of stations

Figure 3.2: Delay average against network size for RR using HCF
We can notice in Figure 3.2, which we got from our simulation, the increasing delay
due to the increase in the network size, which can be explained by the wasted polls to the
silent stations and due to the high polling overhead. While Figure 3.3, which is a result of
our simulation too, shows the packet loss ratio of RR for different network sizes, the
increasing in packet loss ratio is noticeable; this increase is a result of the high access

delays when the number of stations in the network is increased.
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Chapter 4 Proposed Adaptive Polling Scheme

4.1 Overview

Based on the problems addressed in the previous chapter, in order to eliminate the
problem of polling fairness and to minimize the packet loss ratio, polling overhead, and
delay, we propose an Adaptive Polling Scheme (APS) to poll the VOIP stations on the
HCCA mode efficiently. APS operates on the MAC sublayer of the HC. APS
distinguishes between talking stations and silent stations and takes the transmission

queues occupancy into consideration.

4.2 Scheme Architecture

The proposed APS maintains two polling lists, the first one is the talking polling list,
it contains the Traffic Stream IDs(TSIDs) of the stations that are considered to be talking,
while the second list is the silence poling list; which contains the TSIDs of the stations
that are considered to be silent. APS ‘consists-of two modules, Silence Detector and List
Manager (SDLM) module, and Polling Decision Maker (PDM) module.

Frames arriving at the HC’s MAC are classified first in order to be served by EDCA
or HCCA, if a frame was classified to be served by HCCA, it should be enqueued into the
appropriate transmission queue. Since each admitted stream is assigned to a transmission
queue on the HC, SDLM detects the state of the source stations that have sent the packet
to the HC, if a source station is detected to be talking, then SDLM will update the talking
list by modifying the values in the target TSID element then it will reorder its elements
according to the new values inside this element, if the source station is detected to be
silent, then SDLM will update the silence list by modifying the values in the target TSID
element, then it will reorder its elements according to the new values inside this element.

When a frame is dequeued from the transmission queue in order to be sent to the
destination station, SDLM will be invoked again to updates the talking polling list or the

silence polling list by modifying their elements values, then it will reorder them
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according to the new values. As a result of the SDLM updates, the two polling lists are
reordered according to their stations state, the number of buffered packets on the AP
queues, and the number of buffered packets on the TC voice queue on the station side,
reordering those lists in this manner makes it efficient to poll them sequentially. The
PDM is responsible for polling stations in the two polling lists, and to determine TXOPs
for traffic streams. PDM sends its decision to the frame sending module to poll the

chosen station. Architecture of our proposed scheme is shown in Figure 4.1.
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Figure 4.1: Architecture of the proposed scheme

\ 4

28



4.3 The motivation of using two lists

In order to achieve high resource utilization, we should consider the on/off
characteristic of voice traffic so that resources are allocated to stations only when they are
talking. However, the IEEE 802.11e draft does not describe a polling method in HCF to
achieve voice traffic multiplexing. Generally, it is easy for the AP to recognize the ending
moment of a talk spurt, but it is difficult to know the exact starting moment of a talk spurt.
The AP may still need to poll a voice station even during its silence periods in order not
to miss the beginning of a talk spurt, which is not efficient. [17]

Polling silence stations wastes resources that should be allocated for talking stations
and increase the access delay for the stations that are waiting to be polled to send their
voice packets, in addition to the increase of polling overhead when polling a silence
station and replying a NULL packet.

In our scheme we proposed two polling lists:
1. Talking polling dist
2. Silence polling-list
Talking polling list contains the information of the stations in talking state while silence

polling list contains the information-of the stations in‘silence state.

4.3.1 The talking list structure

Each element in the talking list encapsulates the following information:
- TSID: this is the Traffic stream ID
- QNoP: this is the number of packets buffered in the transmission queue of a
specified TSID on the AP side.
- SNoP: this is the number of packets buffered in the TC on the station side, and
it is calculated on the AP side by our scheme using the information sent from
the station in the TSPEC.

Figure 4.2 shows talking list elements.
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TSIDO QNOPO SNOP()
TSIDl QNOP] SNOP1
TSID, | QNoP, | SNoP,

Figure 4.2: Talking polling list

4.3.2 The silence list structure

Each element in the silence list encapsulates the following information:
- TSID: this is the Traffic stream ID
- QNoP: this is the number of packets buffered in the transmission queue of a
specified TSID on the AP side.

Figure 4.3 shows Silence list.elements.

TSIDg" | QNoP,
TSID 1 QNOP]
TSID, | QNoP,

Figure 4.3: Silence polling list

4.4 Updating polling lists

As we mentioned before, SDLM updates talking polling list and the silence polling
list, it updates them depending on the events that may occur on any one of the
transmission queues, the procedure of updating the two polling lists are explained in the

next subsection.
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4.4.1 Silence detection

Initial silence detection

First of all, when a station request a HCCA to access the medium and the stream is
admitted by the admission control policy on the AP, SDLM will check the direction field
of the TSPEC (direction field of TSPEC is shown in Table 4.1), if it is Uplink then
SDLM will consider this station as a talking station and it checks whether the
transmission queue is already existed, if it wasn’t, then a new transmission queue is
created and assigned to the new TSID, SDLM then inserts this TSID at the top of the
talking polling list. If the queue was already created then SDLM calculates a Weight as
described in equations 4.1 and 4.2, then it inserts this TSID element into the talking
polling list at the appropriate place, because the talking polling list must be sorted in
descending order according to the Weight. If the direction field was Downlink then
SDLM will consider this station as a.silent station and insert its TSID into the silence
polling list at the appropriate placement -acéording t6-QNoP, because the silence polling
list is ordered in descending order;according to the QNoPs of the TSIDs. Figure 4.4

shows a flowchart of the initialization and'silence detection procedure of SDLM.

R x MSI
SNoP = —— ]
MSDUsize (4.0)

ONoP

Weight = SNoP +
2x Delay bound

(4.2)

Where R is the mean data rate, MSI is the Maximum service interval, MSDU
size is the nominal packet size, and D is the delay bound. Equations 4.1 and 4.2
will be covered in details later.

Table 4.1: TSPEC direction field is a two bits field to specify the direction of traffic

Bit5 | Bit6 Usage
0 0 Uplink (MSDU s are sent from the non-AP QSTA to HC)
1 0 Downlink (MSDUs are sent from the HC to the non-AP QSTA)
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Figure 4.4: A flow chart of initial silence detection.

Primary silence detection

When the AP starts polling station in the talking list or in the silence list, the polled
station will send a NULL packet if the codec was a VBR codec or a silence packet if the
codec was a CBR codec if the polled station was silent, or it may reply a data packet back
to the AP if it was talking. There are two cases of the polled station
If this station was in the talking list, the HC checks the reply packet type as follows:

If the reply was a NULL or silence packet, then remove this station from

the talking list and add it into the tail of the silence list.

If the reply was a data packet, then keep it in talking list and reorder the

list.
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2. Ifthis station was in the silence list, then check the reply packet type as follows:
e If'the reply was a data packet then remove this station from the silence
polling list and add it into the top of the talking list.
e If'the reply was a NULL packet or a silence packet then update the QNoP
and insert the station in the new place according to QNoP.

Figure 4.5 (a) shows a flowchart of management and reordering procedure of the Talking

O,

L J

Lists.
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o Yes
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Find CQMoP,
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Figure 4.5 a: Talking list management.
While Figure 4.5 (b) shows a flowchart of management and reordering procedure of the

Silence Lists.
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4.4.2 Reordering the lists

When a frame is classified to be served by HCCA it will be enqueued into one of
the transmission queues since every admitted Traffic Stream (TS) is assigned to a unique
transmission queue on the AP side. After enqueuing this frame into the appropriate queue
an update should be done on the QNoP value in the corresponding element in the talking

list or silence list, this update is done by incrementing the value of QNoP by one
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(QNoP=QNoP + 1). A reverse update happens when a frame is dequeued from the
transmission queues in order to be sent, i.e. (QNoP = QNoP — 1).

In the proposed scheme we use three schedule elements of TSPEC to find out the
number of buffered frames on the station side (SNoP) as shown in equation 4.1, then
update SNoP variable in talking list.

After each update on each list it should be reordered. The talking list should be
sorted according to QNoP and SNoP but by giving QNoP higher weight than SNoP, i.e. it
is sorted dynamically according to the result of equation 4.2, while silence list is
reordered after each update according to QNoP. So now we have the talking list and the
silence list sorted in descending order according to Weight and QNoP respectively.

The reason of those updates is to keep the information needed to take polling
decision updated at any time, and to maximize the usage of IEEE 802.11e piggybacking
feature as we will see later.

As a result of these updates, stations have been classified into five types which
differ in polling priority, i.e. the order tobe polled. Stations with the highest priority are
the talking stations with the buffered packets in the corresponding transmission queue
and the highest queue occupancy,i.e. almost near the queue size (88% in our simulation).
The second highest priority statienms are the stations with buffered packets in the
transmission queue and in talking list. Stations with only uplink traffic that are considered
to be talking come in the third place in priority. Fourthly, stations with only buffered
packets, and no uplink voice traffic, those stations are considered to be silent and have
less priority than the previous types. Finally, silent stations that have no buffered packets,
those stations are not polled and dropped from the list. Table 1 shows those types of
stations and priorities.

Table 4.2: Priorities of stations in polling lists

arameters ) _ No _
Talking Silence Buffered b High
. uffered
Priority state state packets packets Occupancy
1 Highest V N N
2 \ N
3 \ N
4 7 y
5 Lowest N v
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4.5 TXOP Calculation

Since the HC can also grant TXOPs, by sending QoS(+)CF-Poll frames, during the
CP, it is not mandatory for the HC to use the CFP for QoS data transfers, therefore, in
our scheduler we only use CAPs to transfer QoS data, in which the HC use a mix of
EDCA and HCCA.

We distinguished between the TXOPs granted to the talking stations and the
TXOPs granted to the silent stations, we used the calculation method mentioned in the
standard to calculate TXOPs for the talking stations, and we proposed another method to
calculate TXOPs for the silent stations. We used two different methods because silent
stations downlink information is on the AP side while the uplink information of the
talking station is calculated by the HC according to the sent TSPEC from the station side.
So it is more accurate to calculate talking stations TXOP according to TSPEC fields and
to calculate silent stations TXOPs according to the current downlink flow statistics on the
HC.

To calculate the TXOP intervals for the talking stations we use, the following
TSPEC parameters: Mean Data. Rate, Nominal MSDU size, and maximum service
interval. The service period is determined as follows:

- Find the minimum of maximum’service intervals of admitted streams m
SP is the maximum number lower or equal to m and is submultiple of the
beacon interval.

- Calculate the number of MSDUs that are expected to be sent with the mean
data rate during the SI:

| SIx p,
N, _{—L. ‘| (4.3)

l

Where p; is Mean Data Rate for stream I, Li is the Nominal MSDU Size of
stream 1.

- Calculate TXOP duration for stream 1i:

N, xL, M ] (4.49)

TXOP, = max| — +0,—+0
R R,

i i
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Where R; is the Physical Transmission Rate, O is the overhead, and M is the
Maximum Allowable Size of MSDU, i.e., 2304 bytes.
The TXOPs of silence stations are calculated as follows:
- Find the transmission queue with the minimum number of buffered packets, k.
- Calculate TXOP for stream 1 a follows:

TXOP, = min(k ;L

+ 0,% + oj (4.5)

Where R is the Physical Transmission Rate, O is the overhead, and M is the
Maximum Allowable Size of MSDU, i.e., 2304 bytes.

4.6 Polling the talking and silence lists

Depending on the information stored in the talking list and silence list, PDM will
start polling stations that reside on those, lists starting from top of talking list and ending

by the tail of silence list.

4.6.1 Polling the talking-list

PDM starts polling stations in:talking polling list from the top to the tail of the list,
talking list is already sorted according to.QNoP and SNoP, where the stations that have
the highest priority reside at the top of the list and priority is getting lower as we go
down in the list.

Because the elements at the top represents the stations that have buffered packets on
AP and station, then it is efficient to turn the piggybacking feature of IEEE 802.11¢ on.
As we mentioned in the previous chapter, CF-Poll is a control packet and it is sent using
the basic data rate, this increases the polling overhead significantly comparing to the time
required to send QoS Data, but when we turn the piggybacking on, then the piggybacked
(QoS Data + CF-Poll) or the (QoS Data + ACK) packets are considered as data packets
and could be sent at the negotiated data rate between the station and the HC. This will
decrease the polling overhead, especially because of the dynamic sort of the talking

polling list that we have explained above.
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4.6.2 Polling silence list

Silence polling list is ordered according to QNoP, stations in this list are given
priorities such as stations in talking polling list, but all stations in silence polling list has
lower priority than those in the talking polling list.

After polling all stations in talking polling list, PDM tells the HC to start polling
stations in silence polling list from the top to the tail of the list.

In the next beacon interval HC start polling from the top of the talking list again.
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Chapter 5 Simulations and results

5.1 Simulation environment

The simulation environment consists of one QAP and a varying number of stations,
all of those stations are initiating voice calls, and operating on IEEE 802.11b. The MAC
and physical parameters are shown in table 5.1.

Table 5.1: MAC and physical parameters

Data rate 11 Mbps
Basic rate 2 Mbps
PHY header 192 ps
Retry limit 5

SIFS 10 ps
PIFS 30 ps
DIFS 50 ps
CWmin 31
CWmax 1023

We assumed that the channel is error-free and that there are no hidden stations, thus
RTS/CTS feature is turned off, while the piggybacking feature is turned on.
We used NS2 (ns-allinone-2.27) simulator to evaluate the performance of our scheme,
we compared our scheme with two other schedulers, the reference scheduler mentioned

in the standard in addition to the round robin scheduler.

5.2 Simulation results

We compared the above mentioned schedulers among different criteria, we
measured delay, throughput, and overhead for different network sizes, and the results are

shown as follows:
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5.2.1 Throughput

Total throughput VS Network size
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Figure 5.1: Total throughput against network size for-Reference, APS, and RR schedulers

From Figure 5.1 we can notice a significant increase in the throughput for APS
comparing to RR and reference schedulers. Reference scheduler starts at 0.5 Mbps when
the network consists of 4 mobile nodes, so do for APS and RR. Throughput keeps
increasing for all schedulers when the number of mobile nodes is 8, with a little
difference for RR’s and APS’s account. The gap between APS, RR, on a hand and the
reference on the other hand getting increased when the network size is getting larger,
because reference scheduler keeps on the same throughput whatever the network size was,
while the throughput of RR and APS is growing continuously as the network size
increases. When the network size is larger than 28 nodes APS shows a much better
performance than RR and the gap between them is getting bigger as the number of

mobile nodes in the network increases.

40



Reference scheduler can support a limited number of transmission queues, which
means that the number of supported voice stations is limited, when the network size
increases, its performance doesn’t show any enhancement. On the contrary it is getting
worse but in a very small percentage, and it is not noticeable. RR shows a good
performance as the number of mobile stations increases but the APS shows a much better
performance. The differentiation between the stations in the talking state and the stations
in silence state, the ordered polling list according to the traffic directions and the TXOPs

calculation method played an important role to make this difference.

5.2.2 Delay

Delay Average VS Network sieze
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Figure 5.2: Average delay against network size for Reference, APS, and RR schedulers
Figure 5.2 shows the average transfer delay against different network sizes, it shows a
significant growing gap between RR and reference schedulers on one side and APS
scheduler on the other side. The higher delay in both RR and reference scheme is
primarily due to the polling-induced overheads, in addition to the fairness in polling

stations, which reaches 99.98% for the reference scheduler; while APS shows a very low
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delay comparing to the other two schemes, this gap is explained by the unfairness and

piggybacking features of the APS.
5.2.3 Packet loss ratio

Packet Loss Ratio VS Network size
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Figure 5.3: Packet loss ratio against network size for Reference, APS, and RR schedulers

Figure 5.3 shows the packet loss ratio, it shows a good performance for APS
comparing to the two other schemes. Voice packets are generated continuously every 20
ms in G711 codec, which means that those stations should be polled as soon as possible
to give them the chance to send their voice packets, but in RR and reference schedulers,
and with the increase of the network size, talking station may not be polled at the right
time, thus, stations may start dropping packets from its TC, and this is the main reason of
the packet loss ratio in RR and reference schedulers. On the other hand APS classifies
stations into several types and give each type a priority to be polled, Table 4.2 shows the

priorities given to the stations, talking stations with downlink will be at the top of the
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priorities so the talking stations will always have the chance to send their packets, this

will affect the packet drop ratio positively, and enhance the overall performance.
5.2.4 Polling Overhead analysis

We show analytically how polling overhead is decreased in APS comparing with
RR. Our analysis inputs are: fixed TXOPs of 10 ms, Beacon interval of 100 ms, and 4
mobile nodes. In RR HC polls stations sequentially, that means it will poll silent stations
as well as talking stations.

The polling frame consists of 36 bytes as mentioned in chapter 3. It should be sent
at the base rate (2 Mbps), the PHY overhead is considered to be 192 pus. the total
transmission time for the CF-Poll packet transmission is (36 * 8 / 2) + 192 = 336 ps. The
4 stations may be polled 2.5 times at maximum and not polled at all at minimum, so let’s
say the average of the 4 stations to be polled is (0 + 2.5) / 2 = 1.25 times. For 4 station
there will be 4 * 1.25 CF-Polls per Beacon interval which is equals 6 CF-Polls. The total
transmission time for those 6 CF-Poll'packets 1s 6. *.336 = 2016 us per beacon interval. If
we run the RR for 500 second, then the total CE-Poll transmission time is 2016 * 5 =
10080 ps = 10.08 ms. From the transmission time for the voice packet of G.711 codec is
196 * 8/ 11 = 142.55 ps, we can notice howW-many voice packets we can send during the
polling overhead.

In APS we use piggybacking, and according to the way we order the polling lists it
will be much more efficient to send a QoS Data + CF-Poll than sending only CF-Poll,
especially that the piggybacked packet is considered to be a data packet, and it could be
sent on the negotiated data rate between station and HC, and by doing the same
calculations as we did for RR, we get (36 + 160) * 8 /4 =392 us to send one poll and one
voice packet on the data rate of 4 Mbps, for 6 polls 392 * 6 = 2352 us and for 5 beacon
intervals 2352 * 5 = 11760 pus = 11.76 ms compared to 10.08 ms for RR but with the
difference that we have sent 30 voice packets piggybacked with the Poll packets. Sending
the same number of voice packets that have been sent piggybacked with CF-Polls in APS
without piggybacking costs (160 * 8 / 11) * 6 * 5 =3490.9 us on 11 Mbps data rate. By
subtracting the time required to transmit those voice packets without piggybacking them

with CF-Polls 11760 — 3490.9 = 8269.1 pus = 8.3 ms.
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Comparing the time required to transmit polling packets for APS and RR we see
that APS decreased the polling overhead, especially with the growth of network size.
Based on the previous results we can notice a significant enhancement in APS comparing
to the Reference and RR polling mechanisms. Table 5.2 shows the enhancement
percentage of APS against RR and Reference.

Table 5.2: Percentage of enhancement for APS against RR and Reference.

APS VS Reference APS VS RR
Network Packet Packet
Size throughput | Delay loss | throughput | Delay loss
Ratio Ratio
4 3.75% 78.57% | 46.67% 2.89% 72.73% | -1.82%
8 21.33% | 90.23% | 41.20% 11.08% | 90.23% | 30.51%
12 35.76% | 86.70% | 52.37% 5.67% 87.65% | 50.93%
16 53.82% | 73.22% | 69.60% 11.17% | 76.14% | 65.49%
20 73.82% | 78.03% | 69.83% 13.69% | 78.46% | 68.10%
24 80.70% | 80.11% | 69.73% 15.57% | 80.44% | 69.73%
28 97.52% | 80.49% | 70.97% 18.60% | 81.23% | 73.63%
32 124.45% | 82.45%. | 73.75% 22.88% | 83.62% | 78.92%
36 160.35% | 82.18% | 73.70% 40.42% | 83.03% | 79.66%
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Chapter 6 Conclusion and Future Work

To introduce an efficient solution of the problems and challenges facing
provisioning QoS for real-time applications in general and for VoIP over IEEE 802.11 in
particular, we proposed a new polling scheme called Adaptive Polling Scheme (APS).

In APS we introduced two dynamic polling lists polling, the first list is the Talking
Polling List, it contains the stations that are considered to be talking, while the second list
is the Silence Polling List, which contains the silent stations. However, to determine the
state of the station, we proposed a silence detection mechanism of two phases, the first
phase is an Initial Silence Detection phase in which a station sends a request to the HC to
access the medium using the HCCA mode, HC receive this request and predict the state
of this station according to the traffic direction requested in the TSPEC, if the direction
was downlink then HC considers thi$ station as:a silent station and insert it into the
Silence Polling List according to dn algofithm which assures that the order of the newly
inserted station satisfies a descending orderin the list. Since the list should be sorted
according to the number of buffeted packets-in-the transmission queue on the HC, if the
traffic direction was upload, the HC will consider-this station as a talking station, and
insert it into the Talking Polling List according to another algorithm, which do the same
ordering as the one for the Silence Polling list. But it sorts the Talking Polling List
according to different criteria which is a combination of the number of packets in the
transmission queue on the HC, and the number of buffered packets in the station’s buffer
with a heavier weight to the number of buffered packets on the station side. The next
phase is the Primary Silence Detection phase, in this phase the station already reside in
one of the two lists, and after the HC polls any of the stations in the two lists, it receives a
reply from the corresponding station, this reply may be a voice packet or a silence packet
or a NULL packet, HC decides the state of the station according to its reply. However, if
the reply wasn’t a voice packet it will consider this station as a silent station and insert it
into the silence polling list according to the algorithm in the Initial Silence Detection,
otherwise it will insert it to the Talking Polling List according to the algorithm in Initial

Silence Detection.
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From the above mentioned updates on the Talking and silence Polling Lists, two
dynamic polling lists are generated, both of those lists reflect the state of each station and
how much packets it needs to transfer and to receive and within what delay bound. HC
then can do a Round-Robin polling by polling all of the stations in the talking polling list
from its top to its tail, then polling the silence polling list from its top to its tail. Next
round, HC will start polling from the start of the Talking Polling List, moreover,
according to the way we sort the two polling lists, where the stations with bidirectional
traffic resides at the top of the two lists and by turning the feature of piggybacking on,
QoS Data + CF-Poll will be sent from the HC to the station and QoS Data + Ack will be
sent from the station to the HC on a negotiated data rate between both of them, which
leads to increase the throughput and reduce the polling overhead efficiently.

In APS we took in consideration the two types of codecs, CBR and VBR codecs,
because the CBR codes generates packets in a fixed packetization interval, regardless the
stations was talking or silent, while the VBR codecs only generates packets when the
station is talking.

Moreover, we differentiated between the TXOPs granted to stations in the talking
state and the stations in the silence state by calculating-the TXOPs for the talking stations
depending on the statistics on the“station side which is sent to the HC by the TSPEC,
while TXOPs for silent stations are calculated according to the statistics on the HC side.

We used ns2 (ns-allinone-2.27) simulator to evaluate the performance of our APS,
we compared our scheme with two other schedulers, the reference scheduler mentioned
in the standard and the round robin scheme.

APS has shown much better results than the simulation results of two other schemes,
in terms of throughput, access delay, packet loss ratio, and polling overhead.

In the future, we will improve our silence detection mechanism to make it
independent of the station’s reply, and use a super poll to poll silent stations to reduce the
null responses and polling overhead, which leads to the reduction of the access delay and

delay jitter.
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