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Abstract

CPMD is the program using a plane wave/pseudopotential implementation

of density functional theory. It can calculate electronic properties. The aim of

this paper is to calculate the ground state energy of isolated H2, H2O molecule,

and 32 water molecules(H64O32) by using the three methods in CPMD: optimize

wavefunction, optimize geometry and Car-Parrinello molecular dynamics and

then compare their computation process and results.
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1 Introduction

The aim of an electronic structure calculation is to calculate properties of a

system from only the knowledge of the component atoms. When done without explicit

recourse to experimental data (with the exception of the use of fundamental constants

and comparison with experimental results), these can be termed ab initio calculations.

Electronic structure calculations have been proved useful in many areas of condensed

matter physics and chemistry, especially with the rapid growth in computer power.

An alternative to wavefunction based methods, Density Functional Theory(DFT) has

become widely used. DFT provides an (in principle) exact method for calculating the

energy of a system of interacting electrons in terms of a set of single electron equations.

1.1 Density functional theory

Density functional theory(DFT) is developed by Hohenberg and Kohn (1964)

and Kohn and Sham (1965). Hohenberg and Kohn proved that the total energy,

including exchange and correlation, of an electron gas (even in the presence of a

static external potential) is a unique functional of the electron density. The minimum

value of the total-energy functional is the ground-state energy of the system, and

the density that yields this minimum value is the exact single-particle ground-state

density. Kohn and Sham then showed how it is possible, formally, to replace the

many-electron problem by an exactly equivalent set of self-consistent one-electron

equations.

The Kohn-Sham total energy functional for a set of single occupied electronic

states ψi can be written

E[{ψi}] =
∑

i

∫
ψi

[
− ~

2

2m

]
∇2ψid

3r +

∫
Vion(r)n(r)d3r

+
e2

2

∫
n(r)n(r′)
|r − r′| d3rd3r′ + EXC [n(r)] + Eion({RI}), (1.1)

where Eion is the Coulomb energy associated with interactions among the nuclei(or

ions) at positions {RI}, Vion is the static total electron-ion potential, n(r) is the
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electronic density in term of occupied single-particle orthonormal given by

n(r) =
∑

i

|ψi|2, (1.2)

and Exc[n(r)] is the exchange-correlation functional.

Only the minimum value of the Kohn-Sham energy functional has physical mean-

ing. At the minimum,the Kohn-Sham energy functional is equal to the ground-state

energy of the system of electrons with the ions in positions {RI}.

1.2 The Kohn-Sham equations

It is necessary to determine the set of wave functions ψi that minimize the

Kohn-Sham energy functional.These are given by the self-consistent solutions to the

Kohn-Sham equations(Kohn and Sham,1965):
[−~2

2m
∇2 + Vion(r) + VH(r) + VXC(r)

]
ψi(r) = εiψi(r), (1.3)

where ψi is the wave function of electronic state i, εi is the Kohn-Sham eigenvalue,

VH is the Hartree potential of the electrons given by

VH = e2

∫
n(r′)
|r − r′| . (1.4)

The exchange-correlation potential, VXC ,is given formally by the functional derivative

VXC(r) =
δEXC [n(r)]

δn(r)
, (1.5)

The Kohn-Sham equations represent a mapping of the interacting many-electron

system onto a system of noninteracting electrons moving in an affective potential

due to all the other electrons. If the exchange-correlation energy functional were

known exactly, then taking the functional derivative with respect to the density would

produce an exchange-correlation potential that included the effects of exchange and

correlation exactly.

The Kohn-Sham equations are a set of eigenequations, and the terms within the

bracket in Eq.(1.3) can be regarded as a Hamiltonian. The bulk of the work involved
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in a total-energy pseudopotential calculation is the solution of this eigenvalue problem

once an approximate expression for the exchange-correlation energy is given.

1.3 Local-Density approximation

The Hohenberg-Kohn theorem provides some motivation for using approximate

methods to describe the exchange-correlation energy as a function of the electron

density. The simplest method of describing the exchange-correlation energy of an

electronic system is to use the Local-density approximation(LDA). In the local-density

approximation the exchange-correlation energy of an electronic system is constructed

by assuming that the exchange-correlation energy per electron at a point r, in the

electron gas, εXC(r), is equal to the exchange-correlation energy per electron in a

homogeneous electron gas that has the same density as the electron gas at point r.

Thus

EXC [n(r)] =

∫
εXC(r)n(r)d3r (1.6)

and
δEXC [n(r)]

δn(r)
=

∂[n(r)εXC(r)]

∂n(r)

with

εXC(r) = εhom
XC [n(r)]

where εXC(r) is the exchange-correlation energy density(single variable) function of

uniform electron gas. The local-density approximation assumes that the exchange-

correlation energy functional is purely local. Several parameterizations exist for the

exchange-correlation energy of a homogeneous electron gas, all of which lead to total-

energy results that are very similar.

1.4 Bloch’s theorem

Bloch’s Theorem states that in a periodic solid each electronic wave function

can be written as the product of a cell-periodic part and a wavelike part,

ψi(r) = exp[ik · r]fi(r) (1.7)
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The cell-periodic part of the wave function can be expanded using a basis set

consisting of a discrete set of plane waves whose wave vectors are reciprocal lattice

vectors of the crystal,

fi(r) =
∑

G

ci,Gexp[iG · r] (1.8)

where the reciprocal lattice vectors G are defined by G · l = 2πm for all l where l

is a lattice vector of the crystal and m is an integer. Therefore each electronic wave

function can be written as a sum of plane waves,

ψi(r) =
∑

G

ci,k+Gexp[i(k + G) · r] (1.9)

When plane waves are used as a basis set for the electronic wave functions,the

Kohn-Sham equations assume a particularly simple form. Substitution of Eq.(1.9)

into (1.3) and integration over r gives the secular equation

∑

G′

[
~2

2m
|k + G|2δGG′ + Vion(G−G′) + VH(G−G′) + VXC(G−G′)

]
ci,k+G′ = εici,k+G.

(1.10)

In this form, the kinetic energy is diagonal, and the various potentials are described

in terms of their Fourier transforms. Solutions of Eq.(1.10) proceeds by diagonaliza-

tion of a Hamiltonian matrix whose matrix elements Hk+G,k+G′ are given by terms

in the brackets above. The size of the matrix is determined by the choice of cutoff

energy (~2/2m)|k + Gc|2 , and will be intractable large for systems that contain both

valence and core electrons. This is a severe problem, but it can be overcome by the

use of the pseudopotential approximation, as will be discussed in next section.

1.5 Pseudopotential approximation

Although Bloch’s theorem states that the electronic wave functions can be ex-

panded using a discrete set of plane wave, a plane-wave basis set is usually very poorly

suited to expanding electronic wave functions because a very large number of plane

wave needed to expand the tightly bound core orbitals and to follow the rapid oscilla-

tions of the wave functions of the valence electrons in the core region. An extremely
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large plane-wave basis set would be required to perform an all-electron calculation,

and a vast amount of computational time would be required to calculate the elec-

tronic wave functions. The pseudopotential approximation allows the electronic wave

functions to be expanded using a much smaller number of plane-wave basis states.

It is well known that most physical properties of solids are dependent on the

valence electrons to a much greater extent than on the core electrons. The pseudopo-

tential approximation exploits this by removing the core electrons and by replacing

them and the strong ionic potential by a weaker pseudopotential that acts on a set of

pseudo wave functions rather than the true valence wave functions. An ionic poten-

tial, valence wave function and the corresponding pseudopotential and pseudo wave

function are illustrated schematically in Fig.1.

FIG.1. Schematic illustration of all-electron (solid lines) and pseudoelectron (dashed lines)

potentials and their corresponding wave function. The radius at which all-electron and

pseudoelectron values match is designated rc.

1.6 Computational procedure with conventional matrix di-

agonalization

The sequence of steps required to carry out a total-energy pseudopotential cal-

culation with conventional matrix diagonalization techniques is shown in the flow
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diagram in Fig.2. The procedure requires an initial guess for the electronic charge

density, from which the Hartree potential and the exchange-correlation potential can

be calculated. The Hamiltonian matrices for each of the k points included in the cal-

culation must be constructed, as in Eq.(1.10), and diagonalized to obtain the Kohn-

Sham eigenstates. These eigenstates will normally generate a different charge density

from the one originally used to construct the electronic potential, and hence a new set

of Hamiltonian matrices must be constructed using the new electronic potential. The

eigenstates of the new Hamiltonians are obtained, and the process is repeated until

the solutions are self-consistent. In practice the new electronic potentials generated by

the old and the new eigenstates, since this speeds the convergence to self-consistency.

To complete the total-energy calculation, tests should be performed to ensure that

the total energy is converged both as a function of the number of k points and as a

function of the cutoff energy for the plane-wave basis set.

FIG.2. Flow chart describing the computational procedure for the calculation of the total energy of

a solid, using conventional matrix diagonalization.
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2 CPMD program

CPMD is an ab initio electronic structure and molecular dynamics (MD) pro-

gram using a plane wave/pseudopotential implementation of density functional the-

ory. It is mainly targeted at Car-Parrinello MD simulations, but also supports wave-

function optimizations, geometry optimizations, Born-Oppenheimer MD, path inte-

gral MD, response functions, excited states and calculation of some electronic prop-

erties. In this paper we use CPMD version 3.9.2.

2.1 Optimize Wavefunction by DIIS

There are three methods available for optimizing wavefunction : preconditioned

conjugate gradient(PCG), steepest decent and direct inversion in the iterative sub-

space(DIIS). The default method (DIIS) is the most powerful method but sometimes

it needs some assistance from outside. We have implemented some empirical rules for

restarting the DIIS procedure in case that the optimization gets stuck. If the DIIS

converged gets stuck, stop the run and restart using preconditioned conjugate gra-

dient with line search(PCG MINIMIZE). Wavefunction optimizations for geometries

that are far from equilibrium are often difficult. If you are not really interested in

this geometry (e.g. at the beginning of a geometry optimization or this is just the

start of a MD) you can relax the convergence criteria to 10−3 or 10−4 and do some

geometry steps. After that, optimization will be easier. The aim of this method is to

find a better set of initial wavefunction.

2.1.1 DIIS Method

We start with the Kohn-Sham eigenvalue problem

Hψj = εjψj, (2.1)

writing Eq.(2.1) for iteration i as

H i{ψj}i = {εj}i{ψj}i. (2.2)
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Suppose that we have a set of trial vectors φi = {ψj}i of the i iteration as a sum

of the converged solution φF plus an error vector ei:

φi = φF + ei. (2.3)

The DIIS method assumes that a good approximation to the final solution φF in

subspace of φi can be obtained in a least squares sense by writing

φm+1 =
m∑

i=1

diφ
i, (2.4)

where The coefficients di are subject to the restriction

m∑
i=1

di = 1, (2.5)

and therefore

em+i =
m∑

i=1

die
i. (2.6)

When em+i = 0,then φm+i = φF and convergence is achieved. In real-life appli-

cations, the number of degree of freedom is much larger than m. Therefore, in finite

number of iterations, the condition em+i = 0 can be achieved only in a mean squares

sense. This leads to a set of m+1 linear equations from which the di can be calculated:




b11 b12 . . . b1m 1

b21 b22 . . . b2m 1
...

...
. . .

...
...

bm1 bm2 . . . bmm 1

1 1 . . . 1 0







d1

d2

...

dm

−λ




=




0

0
...

0

1




,

where the bi,j = eT
i ej and λ is the Lagrangian multiplier arising from the previously

mentioned constraint. The error vectors ei are not known, but within a quadratic

approximation they are given by

ei = K−1gi, (2.7)

where g and K are first and second derivatives of the energy density functional with

respect to the coefficients φ. In the same approximation, K is constant and the new
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trial vector becomes

φ = φm+1 −K−1gm+1, (2.8)

where the first derivative of the energy density functional is estimated to be

gm+1 =
m∑

i=1

dig
i. (2.9)

In most applications, the matrix K is too large to be stored and inverted. There-

fore approximations are needed. One could choose K to be a constant diagonal

matrix. Another popular choice is to take K as the diagonal part of the Kohh-Sham

Hamiltonian in the plane-wave representation.

2.1.2 Wavefunction Optimization: Input File Format

For calculation we will need the input file 1-h2o-wave.inp and the pseudo-

potential file H-MT-BLYP.psp , O-MT-BLYP.psp. Now let’s have a look at the

input file. The input is organized in sections which start with &NAME and end

with &END. Everything outside those sections is ignored. Also all keywords have

to be in upper case or else they will be ignored. The sequence of the sections does

not matter, nor does the order of keywords, except where noted in the manual. A

minimal input file must have a &CPMD, &SYSTEM and an &ATOMS section.

The input file starts with an (optional) &INFO section. This section allows you

to put comments about the calculation into the input file and they will be repeated

in the output file. This can be very useful to match input and output files.
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This first part of &CPMD section instructs the program to do a wavefunction

optimization (i.e. a single point calculation) with a convergence criterion 1.0d-7(the

default is 1.0d-5 for the wavefunction(ORBITALS)) and print structure informa-

tion(BONDS,ANGLES) at the end of the run.

The &SYSTEM section contains various parameters related to the simulations

cell and the representation of the electronic structure. The keyword SYMMETRY

defines the supercell symmetry type. You can put a number or a keyword in the

next line (i.e. 1: Simple CUBIC, 2: FACE CENTERED CUBIC (BCC), 3: BODY

CENTERED CUBIC (BCC) and for more details on the input syntax, please refer

to the CPMD manual). The keyword CELL specifies the size of the supercell. Six

numbers in the following order have to be provided: a, b
a
, c

a
, cosα, cosβ, cosγ. For

cubic phases, a is the lattice parameter which describes the distance between the ad-

jacent corners of the cubic. It does not give the distance from an atom to its nearest

neighbor. Furthermore for cubic lattice, lattice constant a will be equal to b and c,

α = β = γ = 90o. The last keyword CUTOFF defines the size of the basis set as

well as the plane wave cutoff.
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The &DFT section is used to select the density functional and related param-

eters. In this case we go with the Becke-Lee-Yang-Parr(BLYP) functionals (default

is the local density approximation(LDA)).The keyword GC-CUTOFF specifies the

density cutoff for calculation of the gradient correction. The default value is 10−8.

Experience showed that for a small CUTOFF value a bigger values have to be used.

Finally the &ATOMS section is needed to specify the number of atom and atom

coordinates and the pseudopotentials, that are used to represent them. In this case

we use the Becke-Lee-Yang-Parr(BLYP) pseudopotential basis. The detailed syntax

of the pseudopotential specification is a bit complicated. If yuo want to know more,

please refer to the Further Details of the Input section of the CPMD manual.

2.2 Optimize Geometry by GDIIS

Optimize Geometry causes the program to optimize the geometry and the wave-

function of the system. The geometry optimization using direct inversion in the itera-
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tive subspace(GDIIS) is not much else than repeated single point calculations, where

the positions of the atoms are updated according to the forces acting on them. Any

combination of methods for geometry optimization and wavefunction optimization is

allowed. Possible options for geometry optimization are GDIIS, RFO, BFGS, and

steepest descent. If you choose steepest descent for both, geometry variables and the

wavefunction, a combined method is used. For all other combinations a full wave-

function optimization is performed between changes of the ionic coordinates. The

default options are GDIIS and ODIIS. The quasi-Newton methods (GDIIS, RFO,

and BFGS) are using the BFGS method to update an approximate Hessian. At the

beginning of a run, the Hessian can either be initialized as a unit matrix HESSIAN

UNIT or with an empirical force field by default.

Geometry Optimization and Wavefuncion Optimization use the same method,

DIIS, to iterate vectors. The main difference of them is that Geometry Optimization

updates the positions of the atoms and uses BFGS method to update the Hessian

matrix each time as wavefunction converge.

2.2.1 Geometry Optimization: Input File Format

The input file of the wavefunction optimization and geometry optimization are

similar. The required changes in the input file are rather small (1-h2o-geoopt.inp):

We have replaced WAVEFUNCTION with GEOMETRY and added the sub-

option XYZ to have CPMD write a ’trajectory’ of the optimization in a file name

GEO OPT.xyz (so it can be visualized later). The keyword HESSIAN UNIT tells
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the CPMD program to set the initial approximate Hessian for a geometry optimiza-

tion constructed by simply a unit. Also, we specify the convergence parameter for

the ions(GEOMETRY) with 3× 10−4. Default value is 5× 10−4.

2.3 Car-Parrinello Molecular Dynamics

The basic idea of the Car-Parrinello approach can be viewed to exploit the

quantum mechanical adiabatic time-scale separation of fast electronic and slow nu-

clear motion by transforming that into classical-mechanical adiabatic energy scale

separation in the framework of dynamical systems theory. In order to achieve this

goal the two-component quantum/classical problem is mapped onto a two-component

purely classical problem with two separate energy scales at the expense of loosing the

explicit time-dependence of the quantum subsystem dynamics. Furthermore, the cen-

tral quantity,〈Ψ0|H|Ψ0〉, evaluated with some wavefunction Ψ0, is certainly a function

of the nuclear positions {RI}. But at the same time it can be considered to be a func-

tional of the wavefunction Ψ0 and thus of a set of one-particle orbitals {ψi} used to

build up this wavefunction (being for instance a Slater determinant Ψ0 = det{ψi} or a

combination thereof). Now, in classical mechanics the force on the nuclei is obtained

from the derivative of a Lagrangian with respect to the nuclear positions. This sug-

gests that a functional derivative with respect to the orbitals, which are interpreted

as classical fields, might yield the force on the orbitals, given a suitable Lagrangian.

In addition, possible constraints within the set of orbitals have to be imposed, such as

e.g. orthonormality (or generalized orthonormality conditions that include an overlap

matrix).

Car and Parrinello postulated the following class of Lagrangians

L =
1

2

∑
i

µ〈ψ̇i|ψ̇i〉+
1

2

∑
I

MIṘ
2
I

︸ ︷︷ ︸
kinetic energy

− 〈Ψ0|H|Ψ0〉︸ ︷︷ ︸
potential energy

+ constraints︸ ︷︷ ︸
orthonormality

, (2.10)

to serve this purpose. The corresponding Newtonian equations of motion are obtained

from the associated Euler-Lagrange equations

d

dt

[
∂L

∂ṘI

]
=

∂L

∂RI

(2.11)
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d

dt

[
∂L

∂ψ̇∗i

]
=

∂L

∂ψ∗i
, (2.12)

like in classical mechanics, but here for both the nuclear positions and the orbitals

and that the constraints are holonomic. Following this route of ideas, generic Car-

Parrinello equations of motion are found to be of the form

MIR̈I = − ∂

∂RI

〈Ψ0|H|Ψ0〉+
∂

∂RI

{constraints} (2.13)

µψ̈i = − ∂

∂ψ∗i
〈Ψ0|H|Ψ0〉+

∂

∂ψ∗i
{constraints}, (2.14)

where µ are the fictitious masses or inertia parameters assigned to the orbital degrees

of freedom; the units of the mass parameter µ are energy times a squared time for

reasons of dimensionality. Note that the constraints within the total wavefunction

lead to constraint forces in the equations of motion. Note also that these constraints

constraints = constraints ({ψi}, {RI}), (2.15)

might be a function of both the set of orbitals {ψi} and the nuclear positions {RI}.
These dependencies have to be taken into account properly in deriving the Car-

Parrinello equations following from Eq.(2.10) using Eq.(2.11)-(2.12). The correspond-

ing CP total energy (Hamiltonian) as constant of motion is

EHAM =
1

2

∑
i

µ〈ψ̇i|ψ̇i〉+
1

2

∑
I

MIṘ
2
I + E[{ψi}, {RI}]. (2.16)

According to the Car-Parrinello equations of motion, the nuclei evolve in time

at a certain (instantaneous) physical temperature ∝ ∑
I MIṘ

2
I , whereas a ”fictitious

temperature” ∝ ∑
i µ〈ψ̇i|ψ̇i〉 is associated to the electronic degrees of freedom. In

this terminology, ”low electronic temperature” or ”cold electrons” means that the

electronic subsystem is close to its instantaneous minimum energy min{ψi}〈Ψ0|H|Ψ0〉,
i.e. close to the exact Born-Oppenheimer surface. Thus, a ground-state wavefunction

optimized for the initial configuration of the nuclei will stay close to its ground state

also during time evolution if it is kept at a sufficiently low temperature.

The remaining task is to separate in practice nuclear and electronic motion such

that the fast electronic subsystem stays cold also for long times but still follows the

slow nuclear motion adiabatically (or instantaneously). Simultaneously, the nuclei are
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nevertheless kept at a much higher temperature. This can be achieved in nonlinear

classical dynamics via decoupling of the two subsystems and (quasi-) adiabatic time

evolution. This is possible if the power spectra stemming from both dynamics do not

have substantial overlap in the frequency domain so that energy transfer from the

”hot nuclei” to the ”cold electrons” becomes practically impossible on the relevant

time scales. This amounts in other words to imposing and maintaining a metastability

condition in a complex dynamical system for sufficiently long times.

2.3.1 Molecular-dynamics Lagrangian

Car and Parrinello formulated their method in the language of molecular dy-

namics. Their essential step was to treat the electronic wavefunctions as dynamical

variables. Here Eq.(2.10), (2.13), and (2.14) are specialized to the case of a plane wave

basis within Kohn-Sham density functional theory. Specifically the functions ψi are

replaced by the expansion coefficients ci(G) and the orthonormality constraint only

depends on the wavefunctions, not the nuclear positions. The equations of motion

for the Car-Parrinello method are derived from this specific extended Lagrangian

L = µ
∑

i

∑
G

|ċi(G)|2 +
1

2

∑
I

MIṘ
2
I − E[{G}, {RI}], (2.17)

where µ is a electron mass, MI are the masses of the nuclei, E is the Kohn-Sham

energy functional, RI is the position of ion I. The Kohn-Sham energy functional

takes the place of the potential energy in a conventional Lagrangian formulation.

The electronic wave functions are subject to the constraints of orthonormality,
∫

ψ∗i (r)ψj(r)d
3r = δij. (2.18)

These constraints are incorporated in the molecular-dynamics Lagrangian by using

the method of Lagrange multipliers. The molecular-dynamics becomes

L = µ
∑

i

∑
G

|ċi(G)|2+ 1

2

∑
I

MIṘ
2
I−E[{G}, {RI}]+

∑
i,j

Λij

(∑
G

c∗i (G)cj(G)− δij

)
.

(2.19)

The Lagrange multipliers Λjj ensure that wavefunctions remain normalized, while

the Lagrange multipliers Λij(i 6= j) ensure that the wavefunctions remain orthogonal.
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The Lagrange multiplier may be thought of as providing additional forces acting on

the wavefunctions, which ensure that the wavefunctions remain orthonormal.

2.3.2 Molecular-dynamics equations of motion

The Lagrangean in eq.(2.18) generates a dynamics for the parameters {ci}’s and

{RI}’s through the equations of motion:

µc̈i(G) = − ∂E

∂c∗i (G)
+

∑
j

Λijcj(G) (2.20)

MIR̈I = − ∂E

∂RI

. (2.21)

The forces needed in a CPMD calculation are the partial derivative of the Kohn-

Sham energy functional with respect to the independent variables, i.e. the wavefunc-

tion ψi and the nuclear positions RI . The forces are calculated as the action of the

Kohn-Sham Hamiltonian on the wavefunction −∂E/∂c∗i (G). The forces with respect

to the nuclear positions are −∂E/∂RI . The Lagrange multipliers add forces Λijcj(G)

to the force −∂E/∂c∗i (G). These forces ensure that the electronic wave functions

remain orthonormal as they propagate along their molecular-dynamics trajectories.

Because of the expansion of the electronic wavefunction in plane waves, the orthonor-

mality constraint does not depend on the nuclear positions. For basis sets that depend

on the atomic positions (e.g. atomic orbital basis sets) or methods that introduce an

atomic position dependent metric the integration methods have to be adapted.

2.3.3 Numerical Integration

In a computer experiment we will not be able to generate the true trajectory

of a system with a given set of initial positions and velocities. For all potentials

used in real applications only numerical integration techniques can be applied. These

techniques are based on a discretization of time and a repeated calculation of the

forces on the particles. However, what we are looking for is a method with special

properties: long time energy conservation and short time reversibility. Long time
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energy conservation ensures that we stay on (in fact close) to the constant energy

hypersurface and the short time reversibility means that the discretize equations still

exhibit the time reversible symmetry of the original differential equations. Using these

methods, the numerical trajectory will immediately diverge from the true trajectory

(the divergence is exponential), but as they stay on the correct hypersurface, they

still sample the same microcanonical ensemble. On the other hand, a short time

accurate method will manage to stay close to the true trajectory for a longer time

and ultimately will also exponentially diverge but will not stay close to the correct

energy hypersurface and therefore will not give the correct ensemble averages.

Our method of choice is the velocity Verlet algorithm. It has the advantage that

it uses as basic variables positions and velocities at the same time instant t. The

velocity Verlet algorithm looks like a Taylor expansion for the coordinates:

R(t + δt) = R(t) + V (t)δt +
F (t)

2M
(δt)2. (2.22)

This equation is combined with the update for the velocities

V (t + δt) = V (t) +
F (t + δt) + F (t)

2M
δt (2.23)

where δt is the length of the time step, R(t) is the value at the present time step, and

R(t + δt) is the value at the next time step.

The velocity Verlet algorithm can easily be cast into a symmetric update procedure

that looks in pseudo code

V (:) := V (:) + (δt/2M(:)) ∗ F (:)

R(:) := R(:) + δt ∗ V (:)

Calculate new forces F (:)

V (:) := V (:) + (δt/2M(:)) ∗ F (:)

To perform a computer experiment the initial values for positions and velocities

have to be chosen together with an appropriate time step (discretization length) δt.
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2.3.4 Integration of equations of motion

The integrator used in the CPMD code is based on the velocity Verlet/rattle

algorithm. The velocity Verlet algorithm requires more operations and more storage

than the Verlet algorithm. However, it is much easier to incorporate temperature

control via velocity scaling into the velocity Verlet algorithm. In addition, velocity

Verlet allows to change the time step trivially and is conceptually easier to handle.

The equations of propagation may be integrated using the velocity Verlet algorithm

that takes the following form:

ci(t + δt) = ci(t) + δtċi(t) +
δt2

2µ

[
fi(t) +

∑
j

Λijcj(t)

]

ċi(t + δt) = ċi(t) +
δt

2µ

[
[fi(t) + fi(t + δt)] +

∑
j

Λijcj(t)

]

RI(t + δt) = RI(t) + δtṘI(t) +
δt2

2MI

FI(t)

ṘI(t + δt) = ṘI(t) +
δt

2MI

[FI(t) + FI(t + δt)] .

It is defined by the following equations

˙̃RI(t + δt) = ṘI(t) +
δt

2MI

FI(t) (2.24)

RI(t + δt) = RI(t) + δt ˙̃RI(t + δt)

˙̃ci(t + δt) = ċi(t) +
δt

2µ
fi(t)

c̃i(t + δt) = ci(t) + δt ˙̃ci(t + δt)

ci(t + δt) = c̃i(t + δt) +
∑

j

Xijcj(t)

calculate FI(t + δt) : −∂E/∂RI

calculate fi(t + δt) : −∂E/∂c∗i (G)

ṘI(t + δt) = ˙̃RI(t + δt) +
δt

2MI

FI(t + δt)

ċ′i(t + δt) = ˙̃ci(t + δt) +
δt

2µ
fi(t + δt)

ċi(t + δt) = ċ′i(t + δt) +
∑

j

Yijcj(t + δt),
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where RI(t) and ci(t) are the atomic positions of particle I and the Kohn-Sham

orbital i at time t respectively. Here, FI are the forces on atom I, and fi are the

forces on Kohn-Sham orbital i. The matrices X and Y are directly related to the

Lagrange multipliers by

Xij =
δt2

2µ
Λp

ij (2.25)

Yij =
δt

2µ
Λv

ij. (2.26)

Notice that in the rattle algorithm the Lagrange multipliers to enforce the or-

thonormality for the positions Λp
ij and velocities Λv

ij are treated as independent vari-

ables. Denoting with C the matrix of wavefunction coefficients ci(G), the orthonor-

mality constraint can be written as

C†(t + δt)C(t + δt)− I = 0 (2.27)

[
C̃ + XC

]† [
C̃ + XC

]
− I = 0 (2.28)

C̃†C̃ + XC̃†C + C†C̃X† + XX† − I = 0 (2.29)

XX† + XB + B†X† = I − A, (2.30)

where the new matrices Aij = c̃†i (t + δt)c̃j(t + δt) and Bij = c†i (t)c̃j(t + δt) have been

introduced in eq.(2.29). The unit matrix is denoted by the symbol I. By noting that

A = I + O(δt2) and B = I + O(δt), Eq.(2.29) can be solved iteratively using

X(n+1) =
1

2

[
I − A + X(n)(I −B) + (I −B)X(n) − (

X(n)
)2

]
, (2.31)

and starting from the initial guess

X(0) =
1

2
(I − A). (2.32)

In Eq.(2.30) it has been made use of the fact that the matrices X and B are real

and symmetric, which follows directly from their definitions. Eq.(2.30) can usually

be iterated to a tolerance of 10−6 within a few iterations.

The rotation matrix Y is calculated from the orthogonality condition on the or-

bital velocities

ċ†i (t + δt)cj(t + δt) + c†i (t + δt)ċj(t + δt) = 0. (2.33)
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Applying Eq.(2.32) to the trial states Ċ ′ + Y C yields a simple equation for Y

Y =
1

2
(Q + Q†), (2.34)

where Qij = c†i (t + δt)ċ′
†
i (t + δt). The fact that Y can be obtained without iteration

means that the velocity constraint condition Eq.(2.32) is satisfied exactly at each time

step.

The procedure for performing a total-energy pseudopotential calculation using the

molecular dynamics technique is shown in the flow diagram of Fig.3 The procedure

requires an initial set of trial wavefunctions from which the Hartree potential and

the exchange-correlation potential can be calculated. The Hamiltonian matrices are

constructed, and from these the accelerations of the wavefunctions are calculated.

The equations of the motion for the electronic states are integrated, and the wave

functions are orthogonalized and normalized. The charge density generated by the

new set of wavefunctions is then calculated. This charge density used to construct

a new set of Hamiltonian matrices, and a further set of wavefunctions is obtained

by integration of the equations of motion and orthonormalization of the resultant

wavefunctions. These iterations are repeated until the wavefunctions are stationary.

The wavefunction are then linear combinations of the Kohn-Sham eigenstates. The

Kohn-Sham energy functional is minimized and its value gives the total energy of the

system. The solution is identical to the solution that would be obtained by using
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matrix diagonalization techniques with the same basis states.

FIG.3. Flow chart describing the computational procedure for the calculation of the total energy of

a solid with molecular dynamic.

2.3.5 Car-Parrinello Molecular Dynamics: Input File Format

For the CP-MD job you need a new input file, 1-h2o-cpmd.inp, which should

be copied into the same directory, where you started the wavefunction optimization

run. If you compare it to the previous input files, you will find, that the only changes
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are again only in the &CPMD section of the input file.

The keyword MOLECULAR DYNAMICS CP defines the job type. RESTART

[OPTION] this keyword controls what data is read(at the beginning) from the latest

restart file (which is named RESTART.1 by default). A list of different OPTIONS

can be specified (i.e. WAVEFUNCTION: Read old wavefunction from restart file,

COORDINATES: Read old coordinates from restart file, VELOCITIES: Read

old ionic,wavefunction and (cell)velocities from restart file, LATEST: Restart from

the latest restart file as indicated in file LATEST, ALL: Restart with all fields of

RESTART file, etc.). MAXSTEP limits the MD to 500 steps(default is 10000

steps) and the equations of motion will be solved for a time step of 2 atomic units

(1 a.u. = 0.0241888428 femtoseconds).
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3 Procedure

An outline of the three procedures for the CPMD program is given below:

The CPMD program starts with reading the input files, setting up the factors,

which are applied to the computation, and the environment, e.g.the number of plane

waves for wavefunction cutoff, super cell etc. First,decide which method, Optimize

Wavefunction, Optimize Geometry, or Molecular Dynamic CP, will be used to com-

pute the ground state energy. After that, allocate the memory for approximation, and

give the initial guess for the electron structure. When the approximation completes,

deallocate the memory and print out the total running time.
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3.1 Optimize Geometry: Procedure

3.1.1 GEOPT.F: Initialization

Initialization starts with allocating electronic density array and electronic poten-

tial size. Second, check whether the data comes from the restart file. Then, find

phase factors, atomic masses, and degree of freedom etc.. Subsequently, set either

unit matrix as the initial Hessian matrix or an empirical force field by default, and

then symmetrize the matrix. Finally, specify the electronic convergence criteria.
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3.1.2 GEOPT.F: The main loop for approximation
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After the initialization, calculate a new set of wavefunctions by using ODIIS sub-

routine repeatedly until the wavefunctions are stationary. After that, start the geom-

etry optimization by using BFGS method to update the Hessian matrix and calculate

new forces and coordinate changes. A set of wavefunctions are calculated again by

DIIS method and check the convergence of gradient and orthogonalize a set of wave-

functions by Gram-Schmidt method. These routines repeat until both the set of

wavefunction and the gradient are stationary. The evolution of computation will be

printed out in each iteration.

Print-out the final result: store data into the restart file and GEOMETRY file,

and calculate the values, GNORM(Norm of Gradient) and GNMAX(maximum com-

ponent). Then, print-out final result, the total energy and computational information,

in the output file.
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3.2 Car-Parrinello Molecular Dynamics: Procedure

3.2.1 MDMAIN.F: Initialization

The program starts with allocating electronic density array and electronic po-

tential size. After that, reset accumulator, save initial positions and reset the time

counter, and then give the starting configuration i.e.read data from the restart file,

calculate phase factor etc, which are the same as the previous method. Subsequently,
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give the kinetic energy of the ions. Then, calculate the potential and the force on

the ions as well as the electronic force and electronic density. Finally, calculate the

constraint matrix velocities.
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3.2.2 MDMAIN.F: The main loop for approximation
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The procedure starts with synchronizing all processors. From the initialization,

we have the initial guess for the electron structure. The structure of the algorithm

for the wavefunctions is given below

1. Update velocities V ELP (:) = V ELP (:) + (δt/2m) ∗ FION(:)

2. Update positions TAUP (:) = TAUO(:) + δt ∗ V ELP (:)

3. Calculate Lagrange multiplier L

4. Position constraints TAUO(:) = TAUP (:) + L ∗ TAUO(:)

5. Calculate forces FION(:) = H ∗ TAUO(:)

6. Final update for velocities V ELP (:) = V ELP (:) + (δt/2m) ∗ FION(:)

7. Velocities constraints V ELP (:) = V ELP (:) + L ∗ TAUO(:)

Now we have a new set of wavefunctions to calculate kinetic energy for ions, mean

squared displacement of the atoms from the initial coordinates, and fictitious kinetic

energy of the electrons. At each time step, print out the evolution of the accumulators

and store the new ionics positions. Perform the procedure stated above repeatedly un-

til the approximation reaches the maximum time step. Then, print out the averaged

quantities values in the output file and calculate GEMAX(maximum component of

electronic gradient), CNORM(norm of electronic gradient), GNMAX(maximum com-

ponent) and GNORM(Norm of Gradient). Finally, print the final total energy and

computational information in the output file.
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4 Discussion and Output File Format

4.1 Optimize wavefunction: Output file format

With the input file 1-h2o-wave.inp,
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we get the output file 1-h2o-wave.out. Let’s have a closer look at the contents of this

file.

We start with the header, where you can see, when the run was started, what

version on CPMD you were using, and when it was compiled. Here we have some

technical information about the environment, where this job was running.

32



Here we see the contents of the &INFO section copied to the output.

This section now gives you a summary of the parameters read in from the &CPMD

section, or their respective default settings.
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This part of the output tells you which and how many atoms and electrons are

used, what functional and what pseudopotentials were used, and what the values of

some related parameters are.

34



This part of the output presents the settings read in from the &SYSTEM section

of the input file and some derived parameters.

After some output to report the setup of the initial guess for the electron structure,

we now see a summary of the various energy contribution to the total energy of the

system, based on the initial guess. Now the program is ready to start the wavefunction

optimization.

Starting from the initial guess based on atomic wavefunctions the wavefunction

for the total system is now calculated with an optimization procedure. You can follow
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the progress of the optimization in the output file.

The columns have the following meaning:

NFI : Step number (number of finite iterations)

GEMAX : largest off-diagonal component

CNORM : average of the off-diagonal components

ETOT : total energy

DETOT : change in total energy to the previous step

TCPU : (CPU) time for this step

and you can see that the calculation stops after the convergence criterion of 1.0d-7

has been reached for the GEMAX value
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Here we have the final summary of the results from our single point calculation.

Since we have requested the output print structure information at the end of run

you can see them in title ASSUMED BONDS.
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In the final part of the output, we see some statistics regarding memory and CPU

time usage. This is mainly of interest for CPMD developers, but it does not hurt to

have an occasional look and see if the numbers are reasonable. Please note, that the
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retrieval of this information is highly platform dependent, and that on some platforms

the output may be bogus or very unreliable.

4.2 Optimize geometry: Output file format

With the input file 1-h2o-geoopt.inp,
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we get the output file 1-h2o-geoopt.out.

As you can see from the first part of the output file (1-h2o-geoopt.out), CPMD

has recognized the job type, our convergence parameter and the request to write a

GEO OPT.xyz file.
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In the following output you can see, that an almost identical wavefunction opti-

mization takes place. After printing the positions and forces of the atoms, however,

you see a small report block and then another wavefunction optimization starts. The

numbers for GNMAX, GNORM, and CNSTR stand for the largest absolute compo-

nent of the force on any atom, average force on the atoms, and the largest absolute

component of a constraint force on the atoms respectively.
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At the end of the geometry optimization, you can see that the forces and the total

energy have significantly decreased from their start values as it is to be expected.
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4.3 Car-Parrinello Molecular Dynamics : Output file format

With the input file 1-h2o-cpmd.inp,
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we get the output file 1-h2o-cpmd.out.

The header is unchanged up to the point where the settings from the &CPMD

section are printed. As you can see, the program has recognized the RESTART and

the MAXSTEP keywords.

This part of the output tells us, that the TIMESTEP 2.0 keyword was recognized

(the default is 5.0 a.u., cf. the wavefunction output file), and that there will be no

temperature control, i.e. we will do a microcanonical (NVE-ensemble) simulation.

Here we get notified, that the program has read the requested data from the restart

file. The warning about the missing wavefunction velocities is to be expected, since

they will only be available when the restart was written by a previous Car-Parrinello
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MD run.

After some more output, we already discussed for the wavefunction optimization,

this is now part of the energy summary for a Car-Parrinello-MD run. The individual

columns have the following meaning:

NFI : Step number (number of finite iterations)

EKINC : (fictitious) kinetic energy of the electronic (sub-)system (Kelc)

TEMPP : Temperature (= kinetic energy (Kions) / degrees of freedom)

for atoms(ions)

EKS : Kohn-Sham Energy (EKS), equivalent to the potential energy

in classical MD

ECLASSIC : Equivalent to the total energy in a classical MD

(ECLASSIC = Kions + EKS)

EHAM : total energy, should be conserved (EHAM = Kelc + Kions + EKS)

DIS : mean squared displacement of the atoms from the initial coordinates.

TCPU : (CPU) time needed for this step.
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Finally we get a summary of some averages and root mean squared deviations

for some of the monitored quantities. This is quite useful to detect unwanted energy

drifts or too large fluctuations in the simulation.

4.4 Computational tests and results

Comparison of the results taken by Optimize Wavefunction, Optimize Geometry

and Molecular Dynamic CP algorithms. All energies are in Hartree atomic units

(a.u.).

Table 1: Isolated hydrogen(H2) molecule

46



Table 2: Isolated water(H2O) molecule

Table 3: Isolated water(H2O) molecule when the position of the atom is not set properly at the

beginning
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Table 4: 32 water molecule(H64O32)

FIG.4. Isolated hydrogen(H2) molecule

FIG.5. Isolated water(H2O) molecule
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FIG.6. 32 water molecule(H64O32)

Wavefunction optimization gives the fastest result for single molecules and small(bulk)

systems calculation, in comparison to calculations for large molecules (Table 4).

Nonetheless, the ground-state energy calculated is not the best lowest figure because

the method does not measure and change atomic position. Unlike the first method,

Geometry optimization and Molecular dynamic CP measure and change atomic posi-

tion in all iterations until the best optimal position is found (Table 3). As a result, the

ground-state energy calculated by Wavefunction optimization will not be the optimal

value if the position of the atom in an input file is not set properly at the beginning

(Table 3). However, the method is suitable for finding the initial set of wavefunction

which then will be applied to Geometry optimization and Molecular dynamic CP

methods. The two steps process of calculation is more efficient and faster than any

single method alone. For example, Geometry optimization that read the wavefunc-

tion value from a restart file required fewer iterations than the one that did not read

the value.
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Molecular dynamic CP is suitable for large molecules calculation since it requires

much smaller CPU memory than Geometry optimization. Molecular dynamic CP

takes up ≈ 600 Mbytes CPU memory while Geometry optimization takes up twice

the CPU memory, ≈ 1200, for the same water 32 molecules(H64O32) ground energy

calculation. In addition, Molecular dynamic CP will not check convergence value but

will calculate accordingly to steps set by the user in an input file. The method focuses

more on changes in energy values in the system through time.
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A Appendix

A.1 Optimize Geometry Procedure: Initialization
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A.2 Optimize Geometry Procedure: Main Loop
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A.3 Molecular Dynamics CP Procedure: Initialization
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A.4 Molecular Dynamics CP Procedure: Main Loop
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