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摘   要 

  

 最近幾年，無線網狀網路使用無線多跳躍模式，不需有線電纜的架設，即可

以經由無線網路將可上網的範圍擴大，已引起大家的關注，而無線網狀網路主要

是利用多頻道以及多天線的架構，來增加網路吞吐量和減少延遲。因為標準的

802.11 存取控制協定只考慮到一個頻道和一個天線的使用，不適合使用於無線網

狀網路，所以我們訂定一個適合於多頻道多天線的存取控制協定，這個協定主要

是採用混合的頻道給予架構，這個架構可以輕易地解決會面問題，而為了解決多

頻道隱藏節點的問題，我們利用等待一段時間來更新頻道的網路狀態，以減少碰

撞的產生，而且提出了一個動態等待時間和一個動態給予頻道傳輸時間來增進天

線的使用率。模擬結果顯示，此協定比之前也是使用混合式的協定效果要好。 
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Abstract 

 

 In recent years, WMN (Wireless Mesh Network) which uses a multi-hop configuration to 

extend the reach of the last-mile access to Internet has come into public notice. WMN is 

characterized by the use of multiple orthogonal (non-overlapping) channels and multiple 

wireless interfaces. However, the MAC protocol in IEEE 802.11 standard was designed and 

suited for only one channel and one interface, so we need a new MAC protocol suited for 

multi-channel and multi-interface in WMN. In this thesis, we propose a new MAC protocol for 

WMN which uses a hybrid channel assignment strategy. Thus we can solve the rendezvous 

problem easily. In order to solve multi-channel hidden terminal problem, the proposed method 

uses a waiting time scheme to update network allocation vectors (NAVs). Moreover, we 

employ a dynamic staying period scheme and a dynamic waiting time scheme to improve the 

utilization of both interfaces and channels. In simulation results, the proposed protocol 

outperforms the previous MAC protocol with hybrid channel assignment. 
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Chapter 1

Introduction

In recent years, WMN (Wireless Mesh Network) which uses a multi-hop con-

figuration to extend the reach of the last-mile access to Internet, has come into

public notice. It is based on IEEE 802.11 and deployed as mesh networks to pro-

vide wireless distribution system to let APs (Access Points) connect to the internet

without wired connection. WMN is an uncentralized network and makes a set of

APs to interconnect via IEEE 802.11 links by themselves. It can dramatically

reduce the cost of deploying a large scale WLAN (Wireless Local Area Network)

network because of the absence of wired connection. For the satisfactory of wire-

less broadband networks, WMN is characterized by the use of multiple orthogonal

(non-overlapping) channels and multiple wireless interfaces.

The IEEE 802.11 standard has divided the available frequency into multiple

orthogonal channels. For instance, IEEE 802.11b provides 3 orthogonal channels

in the 2.4 GHz spectrum, and IEEE 802.11a provides 12 orthogonal channels in the

5 GHz spectrum. By assigning different channels to adjacent APs, the interference

between APs in infrastructure networks can be greatly reduced. However, the

current IEEE 802.11 standard allows only one channel to be used at any time. So

if we can make use of all available channels interchangeably, the interference can
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be further reduced and the overall capacity will be improved. Nevertheless, the

MAC protocol in the standard was designed and suited for only one channel and

one interface, so we need a new MAC protocol suited for multiple channels and

multiple interfaces in WMN.

Wireless hosts have typically been equipped with one interface. There were

many researches [1, 2, 3, 4, 5] utilizing multiple channels with one interface because

they consider that it is expensive to equip each host with multiple interfaces.

However, with the trend of reducing hardware costs [6] and in order to utilize

multiple channels efficiently, there have been many proposed MAC protocols [7, 8,

9, 10, 11, 12, 13, 14] using multiple interfaces.

There are two main problems encountered by all related works in designing

multi-channel MAC protocols. The first problem is rendezvous problem and the

second is multi-channel hidden terminal problem. We will introduce them below.

1.1 Rendezvous Problem

Before a pair of mobile hosts wants to do communication, each of them has

to know which channel the other is on. Mo et al. [15] classified all multi-channel

MAC protocols into two classes, single rendezvous and multiple rendezvous. In

single rendezvous protocols [2, 3, 5, 10, 11, 12], the exchange of control packets

occurs on only one channel ,called the control channel, at any time. These pro-

tocols will result in the control channel saturation problem because there is high

contention on the control channel when the number of data channels is large. This

problem makes the control channel to be a bottleneck and causes inefficient uti-

lization of data channels. In multiple rendezvous protocols [1, 4, 7, 8, 9, 13, 14],

mobile hosts can exchange control packets on many channels. The protocols of this
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class alleviate the rendezvous channel saturation problem but raises the challenge

of ensuring the communicating pair being able to meet on the same rendezvous

channel. The proposed protocol in this thesis belongs to this class but it can ensure

the communicating pair being able to meet each other.

1.2 Multi-channel Hidden Terminal Problem

The IEEE 802.11 DCF mechanism can avoid the the hidden terminal prob-

lem. However,in multi-channel multi-interface environment, this problem can be

further complicated. Consider the scenario in figure 1.1. All mobile hosts are

within each other’s transmission range. Host A wants to send a data packet to

host B by sending an RTS packet on Channel 1 and then B responds a CTS

packet. During the negotiation of A and B, host C and host D are in transmission

on Channel 2 so that C can’t hear the CTS packet from B and doesn’t know the

transmission occurs on Channel 1. After the end of communication between C and

D, C might initiate a communication with B and send RTS packet on Channel 1.

It will cause a collision at host B.

The above problem is called multi-channel hidden terminal problem. Wu et

al. [10] and So et al. [2] have already addressed this problem. Mobile hosts may

listen to different channels and each host on selected channel can’t hear RTS and

CTS packets sent on other channels so that it is difficult to use virtual carrier

sense function to avoid the hidden terminal problem. There have been many

researches which solve this problem by a separate control channel [10, 11], a time

synchronization scheme [1, 2, 4] or a waiting delay [3, 5, 14]. We will introduce

these in the next section.

In this thesis, we propose a new MAC protocol for multi-channel multi-
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Figure 1.1: Multi-channel hidden terminal problem

interface WMN. Our protocol is based on the hybrid channel assignment strategy.

In this strategy, each node is equipped with a fixed interface and a switchable

interface. The fixed interface must stay on a fixed channel for a long-term pe-

riod and the secondary interface can be switched among multiple channels. Each

host can know the fixed channels of its neighbors and communicate with them by

switching its switchable interface to its neighbors’ fixed channels. Thus, inherently

this strategy can solve the rendezvous problem.

The rest of the thesis is organized as follows. In Chapter II, we discuss the

related works and compare them with our protocol. In Chapter III, we present

our MAC protocol for multi-channel and multi-interface wireless network. We
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describe our simulation model and discuss the results of our simulation in Chapter

IV. Finally, we conclude this thesis in Chapter V.
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Chapter 2

Related Works

The related works can be classified into static, dynamic and hybrid chan-

nel assignment. We will discuss the characters of these three types of channel

assignment strategies and the related works of them below.

2.1 Static Channel Assignment

Static assignment strategy assigns a channel to each interface and requires it

to stay on the channel permanently or for a long time. The benefit of this strategy

is that there are neither rendezvous problem nor multi-channel hidden terminal

problem, because every interface doesn’t need to switch among multiple channels

frequently. The related works of this strategy can further be classified into two

categories. One is common channels method which assigns the same set of channels

to the interfaces of each node [7, 8, 9] and the other is diverse channels method

which assigns the different sets of channels [16].

2.1.1 Common Channels Method

The common channels method has to equip each host with interfaces as many

as channels. The benefit of it is that the network connectivity is static and good
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so as to utilize the available capacity of multiple channels efficiently. The only

concerned problem is how to decide the channel of every communication between

sender and receiver. A. Nasipuri [7, 8], and N. Jain [9] introduced different methods

to address this problem. Every host has one interface on each channel and can

monitor all the channels simultaneously. They differ in the metrics used to select

a channel for communication. The protocol [7] selects a recently used channel

first. If this channel is busy, it would select a channel generated randomly from

the free channel list where the channels are idle. Another protocol [8] select a

channel with the lowest sensed power, that is the least interference, from the free

channel list by the sender. The other protocol [9] divides all channels into one

control channel and multiple data channels. The sender and receiver negotiate on

the control channel to select a data channel with the lowest sensed power by the

receiver and communicate with each other on the selected data channel. Although

the above protocols are able to utilize multiple channels efficiently, they require

interfaces as many as channels so that their hardware cost will be very expensive.

2.1.2 Diverse Channels Method

The diverse channels method is used when the number of interfaces is smaller

than that of channels. It must have robust channel assignment algorithms to

maintain the network connectivity. Moreover, the allocation of traffic loads and

the utilization of channels are closely related to channel assignment, so the mainly

important problem is how to avoid network partitions and distribute traffic loads

to each channel fairly. A. Raniwala [16] presents a greedy load-aware channel

assignment algorithm to address these problems. The drawback of this category is

that neighbors may communicate with each other through multiple hops because
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of the absence of their assigned overlapping channels and result in more overheads.

2.2 Dynamic Channel Assignment

Dynamic assignment strategy allows each interface to switch among channels

frequently. The characteristic of this strategy is to utilize multiple channels with

few interfaces. It is always used by the protocols [1, 2, 3, 4, 5] which equip each host

with one interface. Although it can save hardware cost and power consumption,

the challenges of solving rendezvous problem and multi-channel hidden terminal

problem would be more difficult so that it has to make more sacrifices such as the

utilization of channels and interfaces. The following are the related works of this

strategy.

Tzamaloukas et al. [1] proposed RICH-DP (Receiver-Initiated Channel-Hopping

with Dual Polling), which eliminates the need for carrier sensing and code assign-

ment. All the hosts hop on a common frequency-hopping sequence with synchro-

nization, so they listen on the same channel at the same time. They carry out a

receiver-initiated collision-avoidance handshake to determine which sender-receiver

pair should remain in the present hop to exchange data, while all other mobile hosts

continue hopping on the common hopping sequence. The period of time which a

sender-receiver pair spent in communication must terminate before the time which

the same channel is used again in the common hopping sequence. Both the polling

and polled hosts can exchange data in a round. However, this scheme can only

be applied to the network with frequency hopping spread-spectrum physical layer,

and can’t be applied to other mechanisms of physical layer such as HR/DSSS

(High-Rate Direct-Sequence layer) of 802.11b and OFDM (Orthogonal Frequency

Division Multiplexing) of 802.11a.
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So et al. [2] proposed a new multi-channel MAC protocol based on ATIM

(Ad Hoc Traffic Indication Messages) of IEEE 802.11 PSM (Power Saving Mode).

During the ATIM window, all the hosts must listen on the default channel and

each sender-receiver pair use ATIM packets to negotiate the channel that will be

used for data transmission. After ATIM window, the negotiated sender-receiver

pairs switch to the selected channel and start communication by exchanging RTS

and CTS. This scheme needs more control packets than before and all the channels

except default channel are idle during the ATIM window, so it doesn’t utilize the

capacity of multiple channels efficiently. Furthermore, it switches to a new channel

every 100ms, so a host with adjacent packets which need to be transmitted on

different channels will wait for at least 100 ms to send the next packet.

Choi et al. [3] introduced a new multi-channel MAC protocol which divides all

channels into one control channel and multiple data channels. The control messages

are sent through the control channel, and then the data packet is sent through the

data channel negotiated during RTS-CTS exchange. Every host has CAVs (Chan-

nel Allocation Vectors) which indicate the time reserved for data transmission over

channels and each CAV is associated with a data channel. Nonetheless, a host have

only one interface, so they can’t keep listening on the control channel to update

CAVs while they are doing data transmission on some data channel. The scheme

classifies all channels by the transmission time and that is, each channel is used

for the transmission of different data packet size. After doing data transmission of

a host, it may have wrong information of its CAVs, so it must wait for the MTT

(Maximum Transmission Time) of the channel where its next packet needs to be

sent. The drawbacks of this scheme are that the control channel is a bottleneck

and it doesn’t utilize the capacity of multiple channels efficiently, because each host
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must wait for a specified period of time before every transmission. Moreover, the

rendezvous problem still exists. The sender can’t find the receiver on the control

channel while the receiver is doing data transmission on some data channel and

the sender wasn’t on the control channel when the receiver sent control packets.

Bahl et al. [4] introduced a link-layer protocol, called SSCH (Slotted Seeded

Channel Hopping), which employs channel hopping schedule to exploit frequency

diversity with one interface. The channel schedule of each host is determined by

a seed which is randomly chosen. Each host has its own hopping schedule which

it plans to switch to in subsequent time slots and maintains a list of the channel

schedules of all other hosts. If mobile host A , for example, wants to communicate

with another mobile host B, and A knows B’s hopping schedule, A will probably be

able to quickly send to B by changing its own schedule to partially overlap with that

of B on some subsequent slots. SSCH needs time synchronization to let the slots of

all mobile hosts start and stop at the same time and it doesn’t utilize the capacity

of multiple channels efficiently, because in order to avoid multi-channel hidden

terminal problem, an interface with a buffered packet has to wait after switching

channel for the transmission time of a maximum packet size before attempting to

reserve the medium.

Chang et al. [5] proposed MCDA (Multi-Channel MAC protocol with Direc-

tion Antenna) to increase spatial reuse and improve network throughput. MCDA

also contains one control channel and multiple data channels. Hosts which intend

to communicate should compete for RTS/CTS negotiation on control channel using

omni-directional antenna and then do data transmission with directional antenna.

The sender and receiver based on CSS (Channel Switch Sequence) which derived

in RTS/CTS negotiation to switch channel sequentially. The communicating pair
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don’t know the condition of all data channels after they negotiated on control

channel, so they have to sense the medium to find an idle channel. If the current

medium is busy, the communicating pair should switch to next data channel in CSS

immediately. The drawbacks of this scheme are that it needs more control packets,

and if traffic load is heavy, hosts will waste much time to find an idle channel so as

to make the network performance to decline. Moreover, the rendezvous problem

still exists as [3].

All of the above MAC protocol is designed to utilize the available capacity of

multiple channels to increase network throughput as our proposed MAC protocol.

However, the following related works are about utilizing multiple channels for other

purposes with dynamic assignment strategy and one interface. Kanodia et al. [17]

proposed MOAR scheme which skips multiple channels in search of a better quality

channel being able to be used in higher data rates to do data transmission. Kuang

et al. [18] proposed Bi-MCMAC scheme utilizing multi-channel to improve the

performance of TCP traffic. Zhao et al. [19] proposed MCMAC scheme to improve

multicast performance in multi-channel environment.

2.3 Hybrid Channel Assignment

Hybrid assignment strategy as implied by the name is to combine both static

and dynamic assignment strategy. A host in this strategy is equipped with more

than two interfaces, and some interfaces use static assignment and other interfaces

use dynamic assignment. This strategy uses the static assignment to solve the

rendezvous problem to let neighbors be able to find each other and uses the dynamic

assignment to utilize multiple channels efficiently. Therefore, it not only keeps

the advantage of the static assignment but is more flexible than it so that it
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doesn’t need neither too many interfaces nor time synchronization scheme. The

related works of this strategy can be further classified into two categories. One is

common channel static assignment method and the other is diverse channels static

assignment method. They and their related works will be discussed below.

2.3.1 Common Channel Static Assignment Method

This method divides all available channels into a separate control channel

and multiple data channels, and divide two interfaces into one control interface

and one data interface. Every host assigns the control channel to its control in-

terface permanently and switches data interface among all data channels. During

every transmission, the control interface is used to exchange control packets on

the control channel in order to obtain rights to access data channels and then

the data interface is used to dynamically switch to the selected data channel to

transmit data packets. The used data channel must be reserved before on the

control channel, so they can resolve traffic contention on the data channels and

avoid multi-channel hidden terminal problem.

DCA (Dynamic Channel Assignment) [10] and DCA-PC (Dynamic Channel

Assignment with Power Control) [11] are the related works of this method. In

DCA protocol, each mobile host maintains two data structures as CUL (channel

usage list) which contains the list of busy channels and FCL (free channel list)

which contains the list of idle channels. The main idea of DCA is that the sender

A sends an RTS with FCL to the receiver B. Then B compares this FCL with its

CUL to select an idle channel for their subsequent communication and reply a CTS

back. After receiving B’s CTS, A will send a RES packet to reserve the selected

channel in its neighborhood. After that, A and B will switch their data interfaces
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together to the selected channel and start data transmission. In DCA-PC protocol,

it integrates the concept of power control into the DCA protocol. It sends control

packets with maximum power and sends data packets with the receiver’s specified

power level which is determined by the receiving power level of control packets so

as to exploit channel reuse.

Although the network performance of this method is better than original

802.11 MAC protocol, they still have many drawbacks. First, the control channel

will be a bottleneck when the number of orthogonal channels is large, such as IEEE

802.11a. Second, the channel utilization will be low when the number of orthogonal

channels is small, such as IEEE 802.11b, because there must be a channel to be

the control channel so that the proportion of the available capacity to the overall

bandwidth is only two-thirds. Third, the utilization of interfaces is only half,

because the control interface can’t be used to transmit data packets. Last, they

decide to switch channel by the destination of per packet, so the overhead of channel

switching is large. Afterwards, H. Koubaa [12] extends DCA to the multiple control

channels MAC protocol. Although it solves the problem of channel saturation

problem, it still has channel utilization, interface utilization and large overhead of

channel switching problems.

2.3.2 Diverse Channels Static Assignment Method

This method equips each host with one fixed interface and one switchable

interface. Every host assigned a channel to its fixed interface permanently or for a

long time and this channel of each host can be different. The switchable interface

can be switched among all channels. If the sender wants to communicate with the

receiver, it will switch its switchable interface to the channel where the receiver’s
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fixed interface is. It can solve rendezvous problem easily and doesn’t need a time

synchronization scheme or a separate control channel to do coordination. The

following are the related works belonging to this method.

Pathmasuntharam et al. [13] introduced PCAM (Primary Channel Assign-

ment based MAC) which employs three interfaces and use modified transmission

range threshold to solve the multi-channel hidden terminal problem. The primary

and secondary interfaces are respectively fixed and switchable interfaces, and the

tertiary is used for broadcast messages. It reduces the effective transmission rage

to let the neighbors of each fixed interface doing transmission know the interface

is busy. There are two main drawbacks of this scheme. First, using physical car-

rier sensing function and the adjustment of transmission range to solve the hidden

terminal problem can’t operate accurately in real environment, because the power

which is affected by many factors is instable in real condition. Second, whether

to switch a switchable interface to a new channel is decided by per packet, so the

overhead is great.

Kyasanur et al. [14] proposed a suite of routing and link-layer protocols for

multiple channels called HMCP (Hybrid Multi-channel Protcol). The proposed

protocol in this thesis is based on the MAC protocol of HMCP. We will introduce

its MAC protocol in detail below.

It equips each host with two half-duplex transceivers. One interface is called

fixed interface and the other is called switchable interface. They will be specified

as follows.

1. Fixed Interface: This interface is assigned a channel statically and stays on

the assigned channel called fixed channel for a long time interval. It is mainly

used to avoid the rendezvous problem. It ensures that a node intending
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to communicate with its neighbors can switch to their fixed channels to

communicate with their fixed interfaces.

2. Switchable Interface: This interface can be switched dynamically among mul-

tiple channels except the fixed channel. These channels are called switchable

channels. The interface is mainly used to utilize multiple channels and ensure

network connectivity by switching to others’ fixed channels to do communi-

cation.

These two interfaces operate independently, so they can depend on their own

demands to do transmission and don’t have overhead on coordination. Further-

more, each node gathers the information of its neighbors’ fixed channels through

broadcast messages and knows where to find them, so this scheme doesn’t require

a separate control channel or the time synchronization scheme. Figure 2.1 illus-

trates the possible communication scenarios. Assume the fixed channel of host A is

assigned channel 1. If A wants to communicate with the hosts, as B and C, which

are assigned different fixed channel, A would switch its switchable interface to their

fixed channels to communicate with their fixed interfaces. If the other hosts, as

D, are assigned the same fixed channel as A, A would use its fixed interface to

communicate with their fixed interfaces.

In order to reduce the overhead of interface switching delay, the protocol

equips each host with multiple queues as many as channels. Each queue is related

to a channel and keeps the packets transmitted on this channel 2.2. The scheme

puts a packet into the related queue by the fixed channel of its receiver. Therefore,

each host can decide to switch its switchable interface to a new channel by the

condition of queues, not by the destination of each packet. If whether to switch
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Figure 2.1: The possible communication scenarios.

the switchable interface is decided by each packet, it may be switched frequently

and the overhead is great because the objective channels of adjacent packets may

be always different. This method can reduce the overhead of the interface switching

delay by forcing each switchable interface to stay on each switchable channel for a

period to transmit many packets.

The staying period of a switchable interface on each switchable channel must

be carefully defined. Using a small value of this period increases switching over-

head, while using a too large value causes starvation of other switchable channels

and results in more end-to-end delay. A switchable interface can only stay on

each channel for the length of the MaxSwitchTime duration at most and is always

switched to the channel with the oldest queued packets. It is switched to a new

channel only when the queues of other switchable channels are not empty and one

of the following two conditions holds:

1. The queue of the current switchable channel is empty.

2. The switchable interface has been on the current channel for more than the
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MaxSwitchTime duration.

Each host has a virtual NAV for each channel. When a host switches its

interface to a new channel, its NAV for this channel may not be correct because of

the multi-channel hidden terminal problem. In order to avoid this problem, each

host must be idle for the WaitingTime duration to update its NAV. The length of

WaitingTime is defined as the transmission time of one maximum size packet.

There are two drawbacks of this protocol. First, the length of MaxSwitchTime

is fixed, but the traffic loads of all channels for each host are usually different and

vary with time. Second, the length of WaitingTime is too long so as to decrease the

utilization of switchable interfaces. In this thesis, the proposed protocol is based

on this hybrid channel assignment approach and introduces two methods to solve

the above two problems.
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Chapter 3

The Proposed MAC Protocol:
HMCMP

The proposed MAC protocol is called HMCMP (Hybrid Multi-Channel MAC

Protocol). This is an improvement of the MAC protocol of HMCP [14]. It takes

the fairness of resource distribution into consideration, and reduces the overhead of

switching interfaces. We propose a dynamic MaxSwitchTime assignment strategy

to dynamically adapt the MaxSwitchTime to the traffic loads of each channel and

a dynamic WaitingTime assignment to dynamically define the length of each host’s

WaitingTime on each channel depending on the condition of each channel. These

two improvements will be detailed below.

3.0.3 Dynamic MaxSwitchTime Assignment

We estimate the traffic loads of each channel for each host by the number of

packets in the related queue. The more the number of packets a queue has, the

more transmission time it requires. Each host derives the MaxSwitchTime of each

switchable channel dynamically. We divide a MaxSwitchTime into a FST (Fixed

Staying Time) period and a DST (Dynamic Staying Time) period. The values of all

FSTs are assigned the same value. There is an overhead of an interface switching
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SD WT1 SD WT2

FST FSTDST1 DST2

MaxSwitchTime of CH1 MaxSwitchTime of CH2

SD : Switching Delay
WT1 : WaitingTime for channel 1
WT2 : WaitingTime for channel 2

FST : Fixed Staying Time
DST1 : Dynamic Staying Time for channel 1
DST2 : Dynamic Staying Time for channel 2

Figure 3.1: The MaxSwitchTime assignment.

delay and a WaitingTime delay after switching to a new channel every time, so

we restrict every host to stay on a channel for at least a FST period to ensure the

utilization of switchable interfaces. However, the DST of each switchable channel

for each host is assigned dynamically and is in proportion to the number of packets

in the related queue. The DST of each switchable channel is defined to be:

DSTi =
Xi

N∑
j=1

Xj

× SDST (3.1)

where DSTi is represented as the DST of switchable channel i, Xi is the number

of packets in the queue of switchable channel i, N is the number of switchable

channels and SDST is the sum of all switchable channels’ DSTs of a host. The

SDST of each host is still dynamic and is decided by the number of the queued

packets of a host. For example, although the proportions of the number of packets

30 and 10, and 9 and 3 are the same, the required transmission time of these two

conditions must be different. We define a value MSDST (Maximum SDST) which

is represented the maximum of SDST. When the queues of all switchable channels

of a host are full, the value of SDST is MSDST. The SDST which is derived by the

proportion of the sum of the number of packets in all queues to the total capacity
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of all queues is defined to be:

SDST =

N∑
j=1

Xj

C
×MSDST (3.2)

where Xj is the number of packets in the queue of switchable channel i, N is the

number of switchable channels and C is the total capacity of all queues of switchable

channels. After a switchable interface of a host switches around all switchable

channels, the host has to re-compute the DST of each switchable channel every

time.

3.0.4 Dynamic WaitingTime Assignment

We consider that the length of WaitingTime equal to the transmission time

of one maximum size packet is too long to sacrifice some utilization of switchable

interfaces. Nonetheless, that the length of WaitingTime is too short would cause

more collision occurrence. We will find the value of WaitingTime which is the

equilibrium of interface utilization and collision occurrence. However, how long

the value of WaitingTime set is related to the probability of collision occurrence.

If the probability of collision occurrence for a switchable interface on some channel

is low, this interface only needs a shorter value of WaitingTime on this channel.

On the contrary, it would need a longer value of WaitingTime to avoid the high

probability of collision occurrence.

The collision always occurs in the following scenario. Host A switches to a

new channel where there is a transmission in progress and the sender B is sending

a CTS packet or a data packet to the receiver C. Host A can’t hear the packets

from B but it is in the transmission range of C. Thence, A can’t know this ongoing

transmission if it doesn’t receive the complete CTS packet to update its NAV. For
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Table 3.1: The suite of the best WaitingTime.

The number of fixed interfaces WaitingTime(us)

1 200

2 500

3 700

avoiding this kind of collision occurrence, A only needs to consider its neighbors,

such as host C whose fixed channel is the same as the new channel, because only

the fixed interface is used to receive data. That is, the collision always happens on

fixed interfaces. Therefore, we can estimate the collision probability for a host on

some channel by the number of neighbors’ fixed interfaces on this channel. More

the number of neighbors’ fixed interfaces a host has on some channel, Longer the

length of WaitingTime it should use to avoid more the probability of collision

occurrence.

We use simulations to find the best values of WaitingTime for various number

of neighbors’ fixed interfaces. Figure 3.2 is the aggregate throughput of various

WaitingTime for one, two and three neighbors’ fixed interfaces. We can get a

suite of the best WaitingTime (Table 3.1) and adopt these values in our proposed

protocol. Moreover, we can know that the long length of WaitingTime has the

worse performance from figure 3.2. Modeling the relation of WaitingTime and

interface utilization to find every best WaitingTime from calculation is part of our

future work.
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Figure 3.2: The aggregate throughput of various WaitingTimes when the number
of neighbors’ fixed interfaces is one, two and three.
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Chapter 4

Simulate Results

In this chapter, we compare the performance of the proposed MAC protocol

with that of HMCP [14] and IEEE 802.11 MAC protocol in ns-2 [20]. The duration

of each simulation is 120 seconds. The basic rate is 1 Mbps and the data rate is

11 Mbps. All nodes are assumed to be stationary and their transmission ranges

are 250m. The packet size is fixed at 1024 bytes. The number of channels is three

and the interface switching delay is assumed to be 1ms. The FST and MSDST are

assigned 4ms and 10ms respectively. These two values are chosen by the experiment

and the performance of using these two values is good. We only consider the CBR

(Constant Bit Rate) traffic and make the packet arrival rate varied to simulate the

various offered loads.

4.1 Chain Topology

We discuss the topology of a chain first. There are six nodes in a chain and

the neighbors are away from each other at a distance of 200m. The aim of this

experiment is to study the aggregate throughput and the average end-to-end delay

in a multi-hop network. There are two traffic flows applied to this topology. One

flow is from node 1 to node 6 and the other is reverse. The fixed channel assignment
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Figure 4.1: The aggregate throughput of a chain topology.

used in this experiment is {1,2,3,1,2,3}. This kind of traffic can produce much of

the occurrence of multi-channel hidden terminal problem and the unbalanced loads

of each channel.

Figure 4.1 and 4.2 show respectively the aggregate throughput and the av-

erage end-to-end delay. The hybrid MAC protocols utilizing multiple channels

efficiently can improve the original IEEE 802.11 MAC protocol greatly. The av-

erage end-to-end delay of IEEE 802.11 MAC protocol is much larger than that

of the hybrid MAC protocols, so we don’t compare it in the figures. When the

traffic loads are heavy, the effect is more evident. The performances of the ag-

gregate throughput and the average delay in HMCMP outperform that in HMCP

by more than 10 percents under heavy load condition since the proposed dynamic
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Figure 4.2: The average end-to-end delay of a chain topology.

MaxSwitchTime assignment can adapt the transmission time to the traffic loads

under the condition of unbalanced loads and the proposed dynamic WaitingTime

assignment can improve the utilization of interfaces.

4.2 Grid Topology

In this section, we study the performance of the protocols in a multi-hop

ad-hoc network. There are three sizes of grids, respectively a 3 by 3 grid, a 6 by

6 grid and a 9 by 9 grid. The distance between adjacent nodes is 150 m. There

are respectively 12, 24 and 36 traffic flows and respectively 3, 6 and 9 flows from

each side of the grids to its opposite side. Three channels are assigned evenly to

all fixed interfaces.
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Figure 4.3 show the aggregate throughput and figure 4.5 show the average

end-to-end delay. The hybrid protocols still have great performances over the

IEEE 802.11 MAC protocol. In hybrid protocols, the performances in HMCMP

also outperform that in HMCP, but the improvement of grid topology isn’t as

great as that of the chain topology, the 9 by 9 grid topology especially. With the

increasing of the grid size, the performances of the proposed protocol worsen. This

is because using a long length of WaitingTime alleviates the severe contention of

the network in a different form.
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Figure 4.3: The aggregate throughput and the average end-to-end delay of a 3 by
3 grid topology.
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Figure 4.4: The aggregate throughput and the average end-to-end delay of a 6 by
6 grid topology.
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Figure 4.5: The aggregate throughput and the average end-to-end delay of a 9 by
9 grid topology.
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Chapter 5

Conclusion

In this chapter, we propose a new multi-channel MAC protocol HMCMP to

improve the unbalanced allocation of resources and the utilization of both channels

and interfaces in HMCP. We use a dynamic MaxSwitchTime assignment scheme to

dynamically adapt the transmission time to the varied traffic loads and a dynamic

WaitintTime assignment scheme to improve the utilization of interfaces. We have

compared the performance of the proposed protocol with that of HMCP and IEEE

802.11 MAC protocol. The results show that our improvements work well and

the hybrid MAC protocols with utilizing multiple channels efficiently have great

performances over IEEE 802.11 MAC protocol.
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