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Dynamic \Voltage Scaling Algorithm for Hard
Real-Time Systems

Student: Yu-Hang Tsai ~ Advisor: Dr. Kuochen Wang
Department of Computer Science

National Chiao Tung University

Abstract

Hand-held devices such as personal digital assistants (PDAs) and cellular phones are
getting more and more popular in recent, years. Energy consumption is a critical issue
because these devices are battery poweredsDynamic.voltage scaling (DVS) is a low-power
design technique that adjusts the CPU frequency and:voltage levels dynamically based on
CPU workloads. The performance of @ DVS algorithm largely depends on how to estimate
slack time accurately. In this thesis, we propase a deferred-workload-based inter-task DVS
algorithm (dwDVS), which has two features. The first is that we reserve a time interval for
each task to execute and its workload can be completed in this time interval even in the
worst-case condition, which means that the actual workload (execution time) of each task is
equal to its worst-case execution time. In this way, we can estimate the slack time from
lower priority tasks more aggressively. The second is that we defer these reserved time
intervals, which means that a reserved time interval will be shifted to the deadline of its
corresponding task as close as possible. In this way, the operating frequency can be reduced
even without slack time. Simulation results show that the proposed dwDVS reduces the
energy consumption by 40-70%, 10-20%, and 3-10% compared with the static voltage

scaling (Static) [1], laEDF [1], and DRA [2] algorithms, respectively, and approaches



theoretical low bound (Bound) by an margin of at most 12%.

Keywords: deferred-workload-based, hard real-time system, inter-task dynamic voltage

scaling, slack time, actual workload, worst-case execution time.
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Chapter 1

Introduction

Hand-held devices are battery powered for mobility. These devices usually require

powerful processors to handle various multimedia applications. The energy consumption
E of a CMOS circuit is given by E=C, -V/ -C[3], where C_ is the effective

switched capacitance, V,, is the supply voltage, and C is the number of execution cycles.
It can be seen that the energy consumption‘has a quadratic dependency on the supply
voltage. Therefore, lowering the supply -voltage is- an effective technique for reducing

energy consumption.

However, a real-time task might violate its.time constraint because lowering the supply
voltage implies reducing the maximum achievable CPU frequency and hence increasing the
execution time of this task. Therefore, DVS algorithms lower the supply voltage of
hand-held devices to the lowest possible level while still guaranteeing all deadlines. That is,
the devices only need to satisfy the performance requirements of applications while
choosing proper CPU frequencies. In addition, the processors of these devices must support
multiple CPU frequency and voltage levels, such as Intel Xcale [4][5] and Transmeta

Cursoe [6].

However, DVS also brings some overheads, such as an increase in number of
preemptions, which results in increasing energy consumption in memory subsystems, and
extra energy consumption and time for voltage transitions. Fortunately, these overheads are

usually small enough so that we assume that they can be neglected [1][7][8][9].

1



There are two categories of DVS algorithms:

® Inter-task DVS [1][2][8][9][10][11]
Inter-task DVS adjusts the CPU frequency task by task. It means that the operating
frequency will be set to a proper value when a real-time task T, is ready to execute and

won’t be changed until T, has already completed or has been preempted.

® Intra-task DVS [12][13][14]

Intra-task DVS adjusts the CPU frequency within a task. It means that frequency and
voltage transition points will be determined offline. During the execution of a real-time task
T,, if the current time reaches a frequency and voltage transition point, the operating
frequency will be set to a proper value and won’t be changed until next frequency and
voltage transition point.

In this thesis, we focus on the inter-task DV.S. We propose an inter-task DVS algorithm
called dwDVS that estimate the slack time from lower priority tasks more aggressively. As a
result, we can have a good performance.onreducing energy consumption.

The rest of this thesis is organized ‘as follows. In Chapter 2, we review four existing
slack time estimation strategies and several inter-task DVS algorithms. In Chapter 3, we
describe the system model of the target hard real-time systems. Then, we depict the basic
idea and details of the proposed DVS algorithm. In Chapter 4, simulation results are
evaluated and discussed. Finally, we conclude with a summary and future work in Chapter

5.



Chapter 2
Related Work

2.1 Categories of Existing Real-Time Schedulers

Inter-task DVS algorithms usually combine with real-time schedulers. The two most
popular real-time schedulers are the Rate-Monotonic (RM) scheduler and
Earliest-Deadline-First (EDF) scheduler [15][15]. The RM scheduler always gives the
highest priority to the task which has the. shortest period in the ready queue. The EDF
scheduler always gives the highest priority to the.task-which has the latest deadline in the

ready queue.

2.2 Categories of Existing Slack Time Estimation

Strategies

DVS usually exploits slack time to adjust CPU frequency and voltage levels in order to
guarantee all deadlines. Therefore, a good slack time estimation method is very important to
reduce energy consumption. Existing inter-task DVS algorithms usually exploit one or more
of the following four strategies to estimate the slack time [7], and it is possible to modify
the original version to improve the performance on reducing energy consumption.

(1). Minimum constant speed

Static voltage scaling [1], DRA [2], IppsRM [10], and IppsEDF [10] used this strategy.

This strategy estimates the lowest possible constant CPU frequency under the time

constraint that all deadlines must be met. Therefore, it needs to know the worst-case



processor utilization U which can be computed as follows:

U worst — Z VV
i=0 !

where n is the number of tasks in the task set, w, is the worst-case execution time of a

worst !

task T,, and p, is the period of a task T,. The operating frequency is set to

f=U o X Frax» Where f__ is the maximum CPU frequency.

worst max !

(2). Stretching to NTA (next task arrival time)

ccRM [1], DRA [2], IppsRM [10], and IppsEDF [10] used this strategy. This strategy
reduces the operating frequency as shown in Fig. 1. If a task T, is ready to execute at
current time t_, and the NTA of T, is later than t.+w,, where w, is the worst-case

execution time of T,, then T, can be executed at a lower operating frequency so that T,

will complete at its NTA in the worst-case condition.

| NTA of Ty
T, ;

Fig. 1. An illustration of stretching to NTA.

(3). Priority-based slack stealing
DRA [2], IpSEH [8], and PLG [11] used this strategy. This strategy reduces the

operating frequency based on the following scheme. If a higher priority task T, has been

completed before its WCET, it has slack time slack(T;). The next lower priority task T,

can exploit the slack time to lower its operating frequency f(T;) as follows:



W.
f(Tj)z—‘x
w; +salck(T;)

max *

where w; is the worst-case execution time of T, and f_, is the maximum CPU

frequency. However, if a lower priority task has been completed before its WCET, it is
computationally expensive to estimate slack time precisely. In this case, existing DVS
algorithms usually adopted heuristics. For example, IpSEH [8] used slack time from lower
priority tasks based on some constraints, such as the arrival time and priority of the next
task.
(4). Utilization updating

ccEDF [1], laEDF [1], and the algorithm proposed by Krishna et al. [9] used this

strategy. The actual processor utilization U during run-time is usually less than the

actual

worst-case processor utilization U Therefore, this strategy reduces the operating

worst-—*

frequency based on the following scheme. When a task T, has already completed, it

updates U, Which can be computed as follows:

LW, a.
Ui =| |
actual (]—o,j;ﬁi Aj ] + Ai

where n is the number of tasks in the task set, w; is the worst-case execution time of a
task T,, p; is the period of a task T,, and a; is the actual workload of T,. The

operating frequency is set to f =U x f where f_. is the maximum CPU

actual max !

frequency.

2.3 Comparison of Existing Inter-Task DVS Algorithms

Table 1 shows the comparison of several existing inter-task DVS algorithms and the

proposed algorithm dwDVS. The metric of scheduler indicates what scheduling policies are



used. The metric of strategy indicates that one or more slack time estimation strategies, that
were described in Chapter 2.2, are used to estimate the slack time. Furthermore, a strategy
with a superscript “*” means an improved version. The metric of number of preemptions
indicates frequency of preemptions. The more effective of the slack time estimation results
in the more number of preemptions. This is because that there are more opportunities for
higher priority tasks to preempt lower priority tasks when the execution time of lower
priority tasks becomes longer due to lowering the supply voltage. The metric of energy
consumption indicates the CPU energy consumption using each algorithm. In Chapter 4, we
will compare the proposed dwDVS with static voltage scaling [1], laEDF [1], and DRA [2],
quantitatively. Note that dwDVS is similar to laEDF in the aspect of deferred-workload and

DRA is better than the rest of existing inter-task algorithms [2].



Number of Energy
Algorithm Scheduler Strategy
Preemptions | consumption
ccRM [1] RM D)+(2)* Medium Medium
IppsRM [10] RM 1)+ Low High
Static [1] EDF 1) Low High
IppsEDF [10] EDF (1)+(2) Low High
ccEDF [1] EDF 4) Low High
IpSEH [8] EDF (1)+(2)+(3)* Medium Medium
laEDF [1] EDF (4)* Medium Medium
DRA[2] EDF* (2)+(2)+(3) Medium Medium
dwDVS
EDF* (3)* High Low
(proposed)

Table 1. Comparison of existing inter-task DV'S algorithms.




Chapter 3

Proposed Deferred-workload-based
DVS (dwDVS)

3.1 System Model

The target processor can change its supply voltage and operating frequency continuously

within its operational ranges, [V, V.x] and [f ]. A task set T of n periodic

min ! min ! fmax

tasks is denoted as T ={T,,T,,T,,...T.},Each task T, has its own period p, and

worst-case execution time (WCET) w,. Thedeadline d, of T, isassumed to be equal to its
period p,. The j" instance of T, is denoted by T, ;- Each task releases its instance

periodically and all tasks are assumed to be mutually independent.

We consider a preemptive hard real-time system where periodic real-time tasks are
scheduled under the EDF* scheduling policy [2] which is similar to the earliest deadline
first (EDF) scheduling policy. The differences are as follows [2]:
® Among the tasks whose deadlines are the same, the task with the earliest arrival time

has the highest priority.

® Among the tasks whose deadlines and arrival times are the same, the task with the

lowest index has the highest priority, which means that if tasks T,, and T,, have the

same deadlines and arrival times, T,, has a higher priority.



3.2 Problems of Most Existing Inter-Task DVS

Algorithms

Most of existing inter-task DV'S algorithms have the following two potential problems so

that their performances on reducing energy consumption are not efficient enough:

® Their slack estimation methods are too conservative, which means that they don’t take
full advantage of slack time from lower priority tasks which have completed before their
WCET in order to guarantee all deadlines.

® They set a high operating frequency to execute a task initially and reduce operating

frequency when this task has completed before its WCET.

Fig. 2 illustrates the first problem based on example task set 1 as shown in Table 2. If T,
exploits the whole slack time, which T, . left.after. T,, has already completed before its

WCET, to lower its operating frequency, T, Wwon’t guarantee its deadline in the worst-case

condition.

Task WCET (ms) Actual workload (ms) Period (ms)

1 5 5 10

2 15 2.5 30

Table 2. Example task set 1.

mics deadiine

T, v

0 5 10 15 20 25 30

Fig. 2. An illustration of incorrect slack time estimation from T, based on example task set
1.



3.3 The Basic Idea of dwDVS

To solve the two potential problems that have been described in Chapter 3.2, we

propose the following two strategies:

We reserve a time interval for each task instance to execute its workload within this time
interval even in the worst-case condition so that we can guarantee all deadlines. By
determining the reserved time intervals for all task instances, we can easily estimate the
slack time from either higher priority or lower priority tasks.

We defer these reserved time intervals, which means that these reserved time intervals
will be shifted to the deadline of their corresponding tasks as close as possible. By
deferring the reserved time intervals, we can reduce the operating frequency without

slack time.

3.4 The Detailed Procedure of dwbDVS

Based on the two strategies:that were-deseribed in Chapter 3.3, we design a procedure

to reserve a deferred time interval for each.task instance, as shown in Fig. 3, which includes

steps 1 through 5, as described below. After that, the operating frequency of the task

instance which is ready to execute can be determined (steps 6 and 7).

(1)
@)

3)

Find a task T, which has the minimum period in a task set.

Find a task instance T,; of T, which has the maximum deadline d, ;.
Check the time intervals from d;; to zero and determine which time interval can be
allocated to T, ; according to the following parameters:

® The remaining worst-case execution time (RWCET) of T,;, RWCET (T, ;): When

ij?
RWCET (T; ;) is set to zero, the reserved time interval for T, ; is determined.

® The state of a time interval T[k —1,k]:

10



» No_reserve: It means that the time interval is not reserved for any task
instances.
»  Partial _reserve: It means that only part of the time interval is reserved for
one or more task instances.
»  Full _reserve: It means that the whole time interval is reserved for one or more
task instances.
® The remaining time of a time interval T[k-1,k], which is denoted by
T[k —1,k].rem : If the state of a time interval T[k —1,k] is Partial _reserve,
T[k —1,k].rem is the amount of time which is not reserved for other task instances.
(4) Repeat steps 1 through 3 until all task instances in a task set have their corresponding
reserved time intervals.
(5) The reserved time intervals should be updated-by repeating steps 1 through 4 when a task
has already completed or has been preempted.

(6) The time interval, which is-not reserved_for any task instances, is denoted by a vacant

time interval (VTI), such as T[0,3].in.Fig. 4(a). A task instance T,; can take a VTI,

which appears before the deadline of T. ., as its available execution time (AET). Then,

ij1

we can calculate the AET of T. ., as follows:

ij?

AET (T, ;) = RWCET (T, ,) +VTI(T, ) (1)

for T. ., as follows:

(7) Finally, we can set the operating frequency f "

dvs

RWCET (T, ;)
- "X f

AET (-I-I’J ) max (2)

fdvs (Ti,j ) =

We use an example task set (Table 3) to illustrate steps 1 through 7 of dwDVS, as

shown in Fig. 4. In Fig. 4(a), the deadline and RWCET of the task instance T,, is 15 ms

11



and 2 ms. The state of time interval T[13,15] is No_reserve. We reserve the time

interval T[13,15] for T , to execute its workload. In the worst-case condition, T, , will

be ready to execute at 13 ms and complete at 15 ms. Fig. 4(b) illustrates how CPU sets a

proper operating frequency for a task T,, based on the reserved time intervals and VTI in

Fig. 4(a). When T,, has already completed at 5 ms, the reserved time intervals are updated

by repeating steps 1 through 3, as shown in Fig. 3. Fig. 4(c), and Fig. 4(d) , Fig. 4(e) can be

deduced accordingly.

12



Find atask T, which has the minimum period in a task set;

Find a task instance T;; of T, which has the maximum deadline d, ;;
for k=d;; to 0

if RWCET(T;,)==0

break

else if T[k —1,k] == No _reserve
if RWCET(T,;)>1
T[k —1,k] = Full _reserve
RWCET (T, ;) = RWCET(T; ;) -1

else
T[k —1,k] = Partial _reserve

T[k ~1,k].rem =1— RWCET (T, )

RECET(T, ;) =0
else if T[k —1,k] == Partial _reserve
if (RWCET(T,;)+T[k-1k].rem)>1
T[k —1,k] = Full _reserve

RWCET (T, ;) = RWCET (T, ;) — (1~ T[k —1,k].rem)

else if (RWCET (T, ;) +T[k—1k].rem)==1 then
T[k —1,k] = Full _reserve
RWCET(T,;) =0

else
T[k —1,k] = Partial _reserve

RWCET(T,,) =0

Fig. 3. Determine a reserved time interval for a task instance.

13




Task | WCET (ms) | Actual workload (ms) | Period (ms)
1 2 2 5
2 2 1 15

Table 3. Example task set 2.
., 100
=
@ =, 0.50 T Ta| [%2a| %5
&
0 5 10 15 time
.. 100
&
® 5. 00 fa| T2 42
& 11
0 5 10 15 time
. 100
=
(9 & 030 i e
2 e EI:%
0 5 10 15 time
., 100
@ g
2 o ﬂ T
[+ j;.l f};
0 3 10 15 time
.
(£) & _
2 0350
fand
£ T, iy Gy T
0 5 10 15 time

Fig. 4. An illustration of dwDVS based on example task set 2: (a) Initialize to reserve
deferred time intervals; (b) Set the operating frequency for T, 1 based on equations 1 and 2
that were described in Chapter 3.4; (c), (d), (e): Update the reserved time intervals after Ty 1,
T12, and T, have already completed, respectively. Then, set a proper operating frequency

for Ty, T2, and Ty 3, respectively.
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Chapter 4

Simulation Results and Discussion

4.1 Classical Inter-Task DVS Algorithms

To evaluate the proposed dwDVS, we have implemented the following inter-task DVS
algorithms:
® Static voltage scaling (Static) [1]:

This algorithm is proposed by Pillai and Shin. The CPU runs at a lowest possible
constant CPU frequency to guarantee all deadlines.
® | ook-ahead EDF (laEDF) [1]:

This algorithm is also proposed by Pillai-and Shin. It uses a modified utilization updating
strategy, such that it estimates the minimum workloads required to be executed before the
latest deadline.
® Dynamic reclaiming algorithm (DRA) [2]:

This algorithm is proposed by Aydin and Melhem. It integrates the maximum constant
speed, stretching to NTA, and priority-based slack stealing strategies.

® Theoretical low bound (Bound):

This is an oracle algorithm, which knows the actual workload of each task in advance

and uses an optimal speed schedule.

15



4.2 Simulation Model

In the simulations, we assumed the processor can change its operating frequency and

supply voltage continuously within its operational ranges, [f..., f.a] and [V Viad [2]-

The actual workload of each task instance is drawn from a normal distribution with mean

BCET +WCET and standard deviation WCET;BCET [2], where BCET is the

best-case execution time, meaning that 99.7% of the actual workload falls in the interval
[BCET ,WCET]. If the actual workload is less than BCET or greater than WCET, we set it
to BCET or WCET, respectively. In the following, we compare the average energy
consumption of these algorithms, which is normalized to the average energy consumption of

Static [1], under different conditions.

4.3 Effect of Worst-Case Utilization on Energy

Consumption

Fig. 5 compares the average energy consumption of each inter-task DVS algorithm under

different worst-case utilization. The number of task sets is 100, the number of tasks in a task

set is 8, the WCET

ratio is 5, and the worst-case utilization varies from 10% to 100% [2].

From these simulation results, we have the following two observations:
® The dwDVS reduces the energy consumption by an average of 63%, 14%, and 7%
compared with the Static [1], laEDF [1] and DRA [2] algorithms, respectively.
® When the worst-case utilization is greater than 90%, the improvement of dwDVS on
reducing the energy consumption is not as obvious as the cases with the worst-case

utilization of less than 90%. This is because that the advantage , which is generated from

16



reserving deferred time intervals by dwDVS, is limited under high worst-case

utilization.

—o— Static —=— [aEDF —+— DRA —<—dwDVS —— Bound

o

g 120

g%\loo * *> *> *> *> * *> *>
Z 8 80 F

=

55 4

o O

Q Z

5~ 2 F

= 0

10 20 30 40 50 60 70 80 90 100

Worst-case utilization (%)

Fig. 5. Effect of worst-case utilization on energy consumption.

4.4 Effect of WCET/BCET Ratio on Energy

Consumption

Fig. 6 compares the average energy.consumption.of each inter-task DVS algorithm under

various ratio. The number of‘task sets‘is 100, the number of tasks in a task set is 8,

the worst-case utilization is 60%, and the WCET

ratio varies from 1 to 10 [2]. From these

simulation results, we have the following two observations:
® The dwDVS reduces the energy consumption by an average of 52%, 13% and 9%

compared with laEDF [1] and DRA [2], respectively.

® \When WCET

>5, the improvement on energy consumption is not obvious as that of

WCET
BCET

<5. This is because that the expected workload converges rapidly to 50% of the

worst-case workload with the increasing ratio.
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—o— Static —=— [aEDF —+— DRA —<—dwDVS —— Bound

o

g 120
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Z 8 80
=
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5 < 20 F
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WCET/BCET ratio

Fig. 6. Effect of WCET/BCET ratio (actual workload) on energy consumption.
4.5 Effect of Number of Tasks in a Task Sets on Energy

Consumption

Fig. 7 compares the average energy consumption.of each inter-task DVS algorithm with

respect to a different number of tasks in a-task set: The number of task sets is 100, the

WCET

worst-case utilization is 60%, the ratio is'5, and the number of tasks in a task set

varies from 5 to 50. From these simulation results, we observe that the energy consumption of
each inter-task DVS algorithm decreases slightly when the number of tasks in a task set
increases. This is because that the overall workloads rely on the actual workload of each task
instance and the worst-case utilization, but not on the number of tasks in a task set. However,
the energy consumption indeed decreases when the number of tasks in a task set increases.
This is because when the number of tasks in a task increases, each inter-task DVS algorithm

has more task instances from which slack time is available.

18
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Fig. 7. Effect of number of tasks in a task set on energy consumption.
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Chapter 5
Conclusions and Future Work

5.1 Concluding Remarks

In this thesis, we have presented an energy-efficient inter-task DVS algorithm called
dwDVS based on deferred-workload. The proposed dwDVS is motivated by the observation
that most of existing inter-task DVS algorithms run at a higher frequency initially and
estimate the slack time from lower priority tasks too conservative. The main contribution of
the proposed dwDVS is that the slack time from lower priority tasks can be efficiently
estimated and the CPU frequency .can be reduced even without slack time. The overheads of
our approaches are an increasezin-number of preemptions, which results in increasing the
energy consumption in memory. subsystems;-and €extra energy consumption and time for
voltage transitions. Fortunately, these overheads are usually small enough and thus can be
neglected [1][7][8][9]. Simulation results have shown that dwDVS can effectively reduce the
energy consumption by 40-70%, 10-20%, and 3-10% compared with Static [1], laEDF [1] and
DRA [2] algorithms, respectively, and approaches the theoretical low bound by a margin of at

most 12%.

5.2 Future Work

A more intelligent slack time distribution for more tasks instead of one can be used to
further improve the proposed dwDVS. It means that if a higher priority task T, has

completed before its deadline, the slack time which T, left need not be allocated fully to

the next lower priority T,. We may distribute the slack time to the next two or more lower

priority tasks based on a clever strategy, such as a profile-based slack time distribution

20



strategy. In addition, we may take more factors, such as number of preemptions or extra
time and energy consumption for voltage transitions, into consideration to make the system
model of the proposed dwDVS more close to realistic systems. The effectiveness of these

strategies deserve to further study.
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