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A Study of Terminal Mobility Management in SIP

Student: Jenny Ren Advisor: Dr. Shian-Shyong Tseng

Department of Computer and Information Science
National Chiao Tung University

Abstract

With rapid development of widespread multi-function mobile devices and a
variety of real-time services, seamless terminal mobility support becomes the most
significant requirement in mobility management. Based on Session Initiation Protocol
(SIP) over Wireless LAN, there exist two critical issues from the perspective of
interdomain handoff, includingpacket loss and. call failure, greatly diminishing the
quality of service. These issues arise-from Mid-Call Mobility Problem, Home
Registrar Failure Restoration Prohlem, and Pre-Call Mobility Problem, respectively.
In this article, we propose a systematic mobility scheme, “STAMP”, to achieve not
only fast handoff but also smooth handoff, by means of extracted knowledge from
mobile user behavior mining. The moving pattern here is endowed with the nature of
IP network as an assistant to forward packets timely to the right place. Through 4
phases composed of 7 modules, each of the three problems is solved adaptively via an
exclusive path in “STAMP” with effective and efficient sequential pattern mining
processes. Above all, we enhance the quality of real-time SIP services. We also
analytically compare the delay and disruption time for signaling associated with

Shadow Registration and our solution.

Keywords: SIP, terminal mobility, sequential pattern mining, STAMP
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Chapter 1.
Introduction

1.1 Terminal Mobility

As the Wireless LAN deployment becomes more and more widespread along
with a variety of novel multi-functional mobile devices springing up, most portable
terminals have one goal in common, which is to provide users with terminal
mobility support [1], [6], [11], [12], [13], [15]. Terminal Mobility means whenever
a user changes a different base station under PCS network or different adjoining
access point under IP network, it is suppoesed to keep both service continuity and
availability. The word service: continuity -denotes the need of maintaining any
ongoing sessions, while service ‘availability implies the need of being reachable to
other hosts.

Among all applications upon portable ‘devices, particularly real time mobility
services such as voice over IP and video streaming, seamless mobility is significant
and strictly required [3], [4], [7]. Although the real time services transfer data in
small packet size, each packet must be delivered continuously and immediately. To
achieve Seamless Mobility, fast handoff and smooth handoff are two concurrent
indices to be met. Fast handoff indicates that duration of handoff latency should be
reduced to be within a tolerable range; smooth handoff implies that the number of
packet loss should be diminished to an insusceptible interruption. In brief, seamless
terminal mobility is an essential requirement for all portable terminals with real time

mobility services.



1.2 SIP

Why we focus our research on SIP specifically? Referring to  Figure 1.1, this
diagram illustrates the influential role of SIP from two aspects. The x-axis
demonstrates various protocols of VoIP call signaling. The time each protocol
proposed is increasingly up to date along with the x-axis. On the other hand, the
y-axis displays several IP mobility protocols layer by layer in OSI stack. For
instance, SIP locates at the highest layer, namely, application layer.

From x-axis, SIP overwhelms H.323 in that SIP is an XML-based call
signaling protocol, which has benefits on readability, simplicity, interoperability,
and flexibility. From y-axis, SIP advantages over Mobile IP because SIP is an
application-layered mobility protocol, which is much easier to be deployed without
too many changes on legacy hardware.

The industry also has a great tendency towards SIP. e.g., Microsoft Messenger
is already SIP-based service; however, Skype and-Google Talk continually promise
they are going to follow SIP in the near future.

As mentioned above, SIP is blooming no matter from technical point of views
or from the market trend. That’s the motive why we discuss terminal mobility issues

on SIP.
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Figure 1.1 : Major Technologies in VoIP and Mobility Support

1.3 Problems in SIP

According to most researches on SIP-mobility, there are some well-known
phenomena, inclusive of Mid-Call. Mobility-and Pre-Call Mobility [2], [6], [11],
[12], [15]. Beyond these familiar-phenomena, we especially observe one common
ground between SIP and conventional PCS network — they both have hierarchical
mobility databases, to which periodical backup is indispensable. Whereas the
Mobility Database Restoration has become a notable issue of concern in PCS [5],
we can draw lesson from PCS and take action in SIP in the early stages to avoid the

occurrence of similar disaster.

Probleml. Mid-Call Mobility (MCM)

® Problem Definition
Mid-Call Mobility Problem is that ““as soon as the mobile host moves to a

different domain during the established session, the mobile host should



re-INVITE the corresponding host to keep service continuity™.

Thus, every time the mobile host moves to a neighboring domain while
obtaining a new IP address, it sends re-INVITE to notify the corresponding host
with new destination address so that up-coming traffic can get forwarded to the
current location of the mobile. However, if the mobile host happens to be
extremely far away from the corresponding host with limited wireless bandwidth,
there could be considerable losses of packets owing to the delay of re-INVITE,
which is named as “MCM Problem”. i.e., for people seeing digital TV program
or talking via VoIP service while moving, it’s annoying that service interruption
(i.e., packet loss) occurs in the process of handoff because signaling message

(i.e., re-INVITE) get delayed, as depicted in Figure 1.2.

Home Network
@ IYRI MH @ VRI

Figure 1.2 : Scenario of Mid-Call Mobility (MCM) Problem

As shown in Figure 1.3, MCM Problem physically means ““Packet Loss due

to handoff latency of re-INVITE message”.
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Figure 1.3 : Time-Flow Definition of Mid-Call Mobility (MCM)

Problem

Problem2. Home Registrar Failure Restoration

® Problem Definition

Home Registrar Failure Restoration Problem is that “Mobility Databases
must maintain the current location information of users to guarantee continuous
service availability to users. Malfunetion of mobility databases may cause some
location information to be lost. As|a, result, without any explicit restoration
procedure, incoming calls to users could be rejected” .

Hence, when the mobile-host stays in some newly-moved domain for a long
time, especially it’s exactly not the same as where rescued from backup, there
could be a very long duration of call failure owing to the HRFR Problem. Take
one of the restoration schemes, Neuro-Fuzzy Inference System [5], for example.
It learns the movement patterns of users in failure-free operations; after a failure,
an inference process is initiated and the users’ future location is predicted. This
problem may occur in SIP at Home Registrar as if the disaster in PCS. Once this
problem happens, call requests or other services may fail. Figure 1.4 illustrates

this scenario in SIP.
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Figure 1.4 : Scenario of Home Registrar Failure Restoration (HRFR)

Problem

As shown in Figure 1.5;':HRERi Prpbl"em physically means “Call Failure
i HA%S &
because of obsolete information fés;l_lti-n'g from Home Registrar (a mobility
[ =

database in SIP) Failure™. =" &

tc : checkpoint

ti : last location update before failure
ti+ tr: Home Registrar failure

ti + tr: first location update after failure
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|
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Figure 1.5 : Time-Flow Definition of Home Registrar Failure

Restoration (HRFR) Problem

Problem3. Pre-Call Mobility

® Problem Definition



Pre-Call Mobility is that “once the mobile host moves to a new domain,
registration execution is required from mobile host to home network. Thus, each
call request can be redirected to the current location of mobile host for service
availability”.

In other words, based on the hierarchical registration mechanism, PCM
Problem could raise higher probability of call failure interval when mobile host
moves far away from its home network. However, it’s a big problem while being
caller-sensitive on the one hand but callee-imperceptible on the other hand. i.e.,
for fast moving users such as drivers, they may actually desire driving direction
and instruction via VoiceXML-based Web browsing or traffic reports. What if the
registration can’t be completed before the arrival of call requests at the home
registrar or information on demand provided.by location-based service? Call or

service failure must occur.Figure 1.6 depicts the-scenario of PCM Problem.

Home Network
M@ VRI MH @ VR2

) &

Foreign Nepwork Foreigh Network Kereign Network

call failure VR1 VR2 VR3

~ -
— —-—
el —

Figure 1.6 : Scenario of Pre-Call Mobility (PCM) Problem

As shown in Figure 1.7, PCM Problem explicitly means “Call Failure

owing to handoff latency of re-RGISITER message™.
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Figure 1.7 : Time-Flow Definition of Pre-Call Mobility (PCM) Problem

Overall, the significant issues in real-time traffic over wireless networks are
fast handoff, low latency, and high bandwidth utilization. Consequently,
Seamless Mobility is proved to be the core target on the three problems proposed.
Our main theme here is to devise an approach to achieve both fast handoff and
smooth handoff for the three problems mentioned above so as to support

seamless terminal mobility-in SIP-based VOIP. services.



Chapter 2.
Related Work

From a comprehensive survey of Terminal Mobility Management in SIP over
WLAN, most literatures show effort on the 1st (MCM) Problem. Since the MCM
problem is most easily and frequently perceived by users, it is in urgent need of
applicable solutions. The followings are two primary measures taken to solve the
MCM Problem in SIP. The first approach in [7] is “Shadow Registration”, which
aims at fast handoff for Inter-domain Mobility by reducing handoff latency. The
second approach in [3] is “RTP Translator”, which targets at smooth handoff for

Intra-domain Mobility by avoidingpacket loss.

2.1 Shadow Registration
* Preliminary:

The Mid-Call Mobility Problem discussed in [7] is based on the SIP
architecture displayed in Figure 2.1. The terms VR and HR stand for Visited
Registrar and Home Registrar; meanwhile, AAAF and AAAH means Foreign AAA
Server and Home AAA Server. Before initiating the SIP session by sending the
INVITE message to the Corresponding Node (CN), the Mobile Node (MN) in a
visited network should finish the complete registration, as depicted in Figure 2.2.

* Assumption:
The MN happens to be far away from its Home Network with some moves.
» Cause & Effect:
The signaling for the Inter-domain handoff takes longer time and larger

traffic than the Intra-domain handoff, resulting in noticeable disruption in VOIP

9



sessions.
* Solution:

The security association (SA) between the MN and the AAA server in
neighboring domains is established a priori before the actual handoff occurs.
The signaling messages are shown in Figure 2.3.

Thus, once MN hands off to a neighboring domain, the registration request
is processed locally within that domain without going all the way to the MN’s
AAAH. As a whole, Shadow Registration totally minimizes the handoff latency
by 2(th —tf) in Figure 2.4.

 Comment:

However, this article doesn’t improve Smooth Handoff actively;

furthermore, it should not establish SA with.all the neighboring domains since

SA might be considered as-confidential information for mobile users.

()
&Sl Q
DHCP SIPF VR

AAAF SIP HR AAAH

Radio
Access
Network

(i)

Foreign
Network

Home
Network

Figure 2.1: SIP Architecture
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2.2 RTP Translator
* Preliminary:
Visited domains usually consist of several subnets. Whenever the Mobile
Host (MH) moves to a new subnet, it sends a re-INVITE to the Corresponding
Host (CH) with its new address. As a result, the new traffic gets forwarded to
the new destination of the MH, as shown in Figure 2.5. However, the SIP
re-INVITE message may get delayed owing to the distance between MH and
CH as well as congestion in relation to the routing in the network. Therefore,
during this period, the transient traffic is not received by MH until CH gets the
re-INVITE message.
* Assumption:
MH happens to be far away from CH with some moves.

e Cause & Effect:

12



The re-INVITE request gets delayed due to path length or congestion so that
it takes a long time before the data from CH gets redirected to the new address,
resulting in transient data loss.

* Solution:

Utilize RTP translator to intercept and forward transient packet. RT1, RT2,

and RT3 in Figure 2.6 are RTP translators in the respective subnets. The RTP
translator in each subnet forwards the traffic associated with one IP address/port
number to another IP address/port number within the same domain until the new
data comes from the CH. Figure 2.7 illustrates the flow diagram for the RTP
translator based fast-handoff approach.
In transit packets can be redirected to a unicast or multicast address based on
the movement pattern of the mobiles and usage scenario.
 Comment:
On the one hand, this thesis‘focuses-on Intra-domain handoff only (while
Inter-domain handoff suffer ‘mueh. longer“disruption); on the other hand, it
doesn’t show what the movement patterns look like and how/when to use these

patterns in whatever scenarios.

Internet

RTP Media
(Existing RTP ¥ 1
Seszion)

RTP Media |-
frer Re-Invite

1
[}J Visited
| | SIP Prosy
\ -
¥ -,

Subnet |
S1 |

Figure 2.5: Motivation for a SIP-based fast handoff applicability
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Chapter 3.
Methodology

Rapid growth of the wireless technology and mobile devices plus the
emerging market on SIP applications have drawn greater significance these days on
how to provide real-time services with seamless terminal mobility support. However,
the following three issues show great concern in pursuing seamless mobility in SIP:
1. Packet Loss due to handoff latency of re-INVITE message in Mid-Call Mobility
(MCM) Problem. 2. Call Failure because of obsolete information resulting from
Home Registrar, a mobility database in SIP, Failure Restoration (HRFR) Problem. 3.
Call Failure owing to handoff  latency of - re-RGISITER message in Pre-Call
Mobility (PCM) Problem. As a result, ‘how to achieve SIP-based seamless
inter-domain mobility over Wireless LAN Is imperative and to be solved on edge.
Accordingly, we propose a systematic Sequential Terminal Mobility Pattern

Mining and Predicting approach, called STAMP, in this chapter.

3.1 Motivation

Basically, moving pattern is already in widespread use in mobile computing
environment [8], [14], [15], especially for optimizing the data allocation algorithm
in conventional PCS network in the literatures [9], [10]. The results in [9] minimize
the occurrences of costly remote accesses by incremental mining to exploit frequent
user moving patterns. Moreover, Local-Optimized and Global-Optimized data
allocation algorithms are developed respectively for individual mobile user and all
mobile users in [10]. So far, as we know, there are no studies bringing “moving

pattern” concept into SIP domain for terminal mobility yet. Moreover, the fact that

15



SIP operates over IP network, which is characterized by packet switching, gives
moving pattern a different role in the pursuit of seamless mobility in SIP.

That is to say, rather than data allocation for fast handoff in PCS network only,
moving pattern can further maneuver the feature of IP network to reduce packet loss
via packet redirection for smooth handoff in SIP as well. One related work, RTP
Translator, did take the advantage of packet switching even though it focuses on the
mobility within one domain. However, Shadow Registration didn’t take the
advantage at all.

As a whole, with moving pattern, we can predict each mobile user’s moving
portfolio in advance. Based on the knowledge, on the one hand, packets or call
requests will be forwarded to where the mobile user extremely likely to be,
regarding Packet Loss in MCM Problem and Call Failure in PCM Problem. On the
other hand, current locations will_be recovered actively as complete as possible for

Call Failure in HRFR Problem:.

3.2 ldea & Goal

As the difficulty depends on which approach is most applicable to meet our
case, we came up with some idea of choosing the most appropriate manner to solve
these problems. So, here comes the heuristic, inferring which technology will meet
our problems.

Heuristic: “Finding frequent patterns as long as possible”.

Strictly speaking, the term “pattern” here represents “moving pattern”.
Consequently, the heuristic emphasizes: the longer the frequent pattern, the more
irrefutable our prediction. Namely, longer prefix of rule contributes to greater

accuracy and recall. Thus, the heuristic illuminates the axis of our methodology.

16



Figure 3.1 shows the WLAN topology in NCTU. Based on the predefined
minimum support=2, suppose Jenny has several patterns, “LIB—ES”” with support
=4, “LIB—Dorm F2” with support=8, “EC, LIB—ES” with support=3. And, if
Jenny has already followed the path “EC—LIB”, and is currently at ““LIB” then we
will predict “ES” other than ““Dorm F2” since the pattern “EC, LIB—ES™ is not

only large but also with longer prefix. If we only take the length-2 patterns into

consideration, the probability Jenny heads for “ES™ is P(ES / LIB) = P(IilIB)
while the probability for “Dorm F2 is P(F2 / LIB) = P(EIB) . However, if we

take the length-3 patterns into account, we can deduce that “EC, LIB—=Dorm F2” is
smaller than 2, the minimum support. As a result, the length-3 pattern “EC, LIB—
ES” definitely has greater support.than-the non-pattern ““EC, LIB—Dorm F2”* ,even
though the length-2 pattern “LiB—Dorm E2’*has much greater support (support=_8)
than “LIB—ES” (support=4). Evidently, P(ES |/ EC—LIB)>P(F2 | EC—LIB)
means the next step has higher probability to be *ES’” other than “Dorm F2”* under
the same condition (i.e., Jenny has already moved from EC to LIB). In addition, the
length-3 patterns contain more complete, even intact information than the length-2
patterns. After all, the longer the patterns, the higher priority they have. According

to this heuristic, Sequential Pattern Mining is used as the core technology.

Figure 3.1 : Simulated WLAN topology in NCTU. Each ellipse symbolizes a
domain under academic network.
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Goal:

Hence, our goal is to achieve fast handoff and smooth handoff in SIP-based
Inter-domain Terminal Mobility over WLAN by utilizing the knowledge from
mining results. Briefly, with Sequential Pattern Mining, Moving Pattern helps
seamless mobility in SIP.

Contributions:

Above all, our contributions are “novel moving pattern usage”, “unprecedented
mechanism”, and “complete solution”, primarily in three aspects. First, we take
moving pattern for a novel role which helps packet redirection but not data
allocation. Furthermore, we design three unprecedented activation strategies

suitable for each problem. Lastly, we propose a total solution for the whole three

problems systematically.

3.3 Moving Pattern & Calling Pattern

Seeing that we decide to use Sequential Pattern Mining as the key technology,
inevitably, we are supposed to give a clear explanation of what kind of pattern will
be explored. Once the pattern is explicitly defined, we are able to devise the mining
methodology in detail. Hence, the following paragraph firstly describes the pattern
in itself. Next, the relation between patterns will be explained. Nevertheless, before
going to the pattern definition, we should take a look at the predecessor of moving

pattern and calling pattern; that is, moving sequence and calling sequence.

Definition 1: Moving Sequence & Calling Sequence.

Moving Sequence is the trajectory where one mobile user moves within a
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reasonable time interval, denoted as <Xi, Xz,..., Xm>, where each Xi represents one
of the domains on the network topology; Calling Sequence is the path one mobile
user moves during the same call or session, denoted as <Xi, X2,..., Xk>.
Furthermore, a Calling Sequence is a subsequence of some Moving Sequence. The

details are given in Definition 2 in Section 3.3 as well as Lemma 2 in Section 4.2.

Definition 2: Sub-sequence Relation.

® Property 2.1. Consecutive Subseguence: Assume there are two

sequences X=<xi, X2,..., Xm> and Y=<yi, y2,..., yn>, X IS a

Consecutive Subsequence of Y < 3 integers i and k, 0=i=n-k »>

VK, 1=K=m, Xk=Yi+k.

B ex: X is consecutive sub-sequence of y < x=<a, b, ¢>, y=<i, m, a,
b, ¢, f, g> rather'than x=<a, b, ¢>, y=<i, m, a, b, f, g, ¢> because
we care about what comes-hext immediately, but not what comes

several after. Namely, what really counts is the next move at once.

Definition 3: Moving Pattern & Calling Pattern.

Moving Pattern is the track, where one mobile user frequently moves, denoted
as <Xi, Xz,..., Xi>. E.g., Jenny has the moving pattern “<EC, LIB, ES>"", regarded
that she frequently moves from EC to LIB, and then to ES in return. Comparatively,
Calling Pattern is the route, where one mobile user usually travels during a call
session, denoted the same as Moving Pattern. E.g., Jenny has the calling pattern
“<LIB, Dorm F2>"" implies that she usually moves on the route while calling.
Moreover, there are two common properties for both moving pattern and calling
pattern.

® Property 3.1. Atomic: Either the Moving Pattern or the Calling
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Pattern is an ordered list of items rather than itemsets.

B ex: The pattern such as <(EC),(LIB),(ES)> rather than <(toast
milk),(apple)> meets the Atomic Property since people can
concurrently buy different things, but can never show up at
different places simultaneously.

B Since Atomic property exists, we simplify the notation of our
pattern as <EC, LIB, ES> instead of <(EC),(LIB),(ES)>

® Property 3.2. Adjacent: Any two consecutive items in a pattern
must be adjacent neighbors on network topology.

B ex: The pattern such as <EC, LIB, ES> rather than <EC, Dorm
F2, ES> conforms to the Adjacent Property because (EC, LIB) &
(LIB, ES) are.adjacent neighbors. But (EC, Dorm F2) are not

adjacent neighbors.

3.4 STAMP

Now the pattern is clearly defined, we propose a total solution “STAMP”,
standing for the abbreviation of “Sequential Terminal mobility pAttern Mining and
Predicting”. The STAMP algorithm, as illustrated in Figure 3.2, is composed of four
phases with seven modules for three problems by three paths. Overall, the objective
of STAMP is to find the moving portfolios of those people who are at high-risk.
That is, these people have higher moving or moving while calling frequency than
others. And with these portfolios, we can solve each of the three problems online by
predicting. The initial input of STAMP is all Moving Histories at the Home
Registrar. Each Moving History is an individual registration list of location update

while the mobile user moves into different domains, maintained by the Home

20



Registrar. The Moving History is composed of a tuple (location, time), recording “at

which moment” this user moves into some different “domain”, denoted as <(D1, T1),

(D2, T2), ...(Di, Ti)>.

STAMD: 4 Phases with 7 Modules (for 3 problems by 3 paths)

I All Users’ MH at Home Registrar

Preprocessing
AHES (Adaptive High-Risk Sifting) e FM H v II
! : Personal MH
L CDR .
Phase | Partitioner mep Filter
E (Partitioning & Filtering) ;; ;
CS

'\ﬁ
Phase Il .
IBM (Behavior Mining)

¥

Pattern Generator

Rule Generator

Rule Reducer

Phase lll

POD (Problem-Oriented Predicting)

Pred%tor 1

LIS

\Ad \4
MR 433 R

Predi(;%r 2

i =

(1) MCM* ' (3) PCM

5

(2) HRFR

> (1) MCM
—_— (2) HRFR
LEEE] 2 (3) PCM

MH: Moving History
MS: Moving Sequence
CS: Calling Sequence
MR: Moving Rules
CR: Calling Rules

Definition of Moving History (MH) :
An individual registration list while
moving into different domains, kept by
Home Registrar. Moving History is
composed of a tuple (location, time),
which records ““at which moment” this
user moves into some different “domain”.

Figure 3.2 : Methodology Framework: Seguential Terminal Mobility Pattern
Mining and Predicting.

Before the three phases, there is a prior phase for preprocessing. Why we need

preprocessing? The reason is we should take the resources available at the server

into account. Thus, there is an adjustable parameter to control how many people we

could rescue without any overhead at server side. During this preprocessing, we

only select the moving histories of those people who belong to FM set or FCM set

among all users” moving histories.

The First Phase is to transform raw data into available information for further

mining. In other words, we will firstly define “what is a meaningful moving

behavior”. Based on the definition, the “Partitioner” module then partitions a long,

meaningless personal Moving History into many valid Moving Sequences. Each
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moving sequence represents a moving behavior at one time. For people belonging to
FCM set, the “Filter” module will further filter Calling Sequences via Call Detail
Record. The Call Detail Record keeps all information of each session, including
caller, callee, session time, and even the location (i.e., each SIP Server on behalf of
its domain). Thus, each calling sequence stands for a moving behavior while calling.

The Second Phase is to discover moving portfolios from moving sequences or
calling sequences. The “Pattern Generator” finds all the frequent moving or calling
patterns in an efficient manner. The “Rule Generator” linearly transforms the
patterns into rules for easier readability and advanced processing. We also propose a
new module “Rule Generator” to avoid overlapped rules. However, this module
remains a future work.

The Third Phase is to solve problems online. According to the heterology of
the three problems, we design-two predictors for rule prediction and ranking to find
the best result for each problem. Since-Mid-Call Mobility and Pre-Call Mobility are
both urgent problems, they share the same predictor. And, for Home Registrar
Failure Restoration problem, it has an exclusive predictor.

Finally, the STAMP algorithms are primarily separated into two sections for
offline mining and online predicting, as described in Algorithm 1 and Algorithm 2.

More details about each phase will be fully explained in Chapter 4.
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Algorithm 1 : STAMP_Offline (Preprocessing, Phase I and Phase 1)

End

Abbreviation:

MH: Moving Histories; MS: Moving Sequences; CS: Calling Sequences;

MP: Moving Patterns; CP: Calling Patterns; MR: Moving Rules; CR: Calling Rules;
CDR: Call Detail Records;

«: Threshold of moving frequency; ,: Threshold of moving while calling frequency;
FM set: the mobile host set whose moving frequency > o ;

FCM set: the mobile host set whose moving while calling frequency > 3;

PF (MH): Phase I with input of some Moving History;

BR (MS): Phase Il with input of some Moving Sequence;

BR (CS): Phase Il with input of some Calling Sequence;

FM_R: denotes the set of mobile host € FM set with their corresponding MR;
FCM_R: denotes the set of mobile host € FCM set with their corresponding CR

Input:

All Moving Histories in Home Registrar, Call Detail Records, «and 3

Output:

FM_Rand FCM_R

Pseudo Code:
STAMP Offline (MH, CDR, 2, /)

Begin

Set FM set =¢, FCM set=¢, FM_R =¢, FCM_R =¢;
For each MH, Do
Set MS=¢, MR =¢, CS=¢, CR=4¢;
IF the moving frequency of this MH > «a, Do
/FM set < MH;
MS < PF (MH, CDR);
MR < BR (MS);
FM_R < (MH,MR) (/ FM_R;
IF the moving while calling frequency of this MH > 3, Do
/FM set < MH;
CS < PF (MH, CDR);
CR < BR(CS);
FCM_R < (MH, CR) (/ FCM_R;
Return (FM_R, FCM_R);
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Algorithm 2 : STAMP_Online (Phase 111)

Abbreviation:
MCM: Mid-Call Mobility Problem; R_MCM: prediction result of MCM,;
HRFR: Home Registrar Failure Restoration Problem; R_HRFR: prediction result of HRFR;
PCM: Pre-Call Mobility Problem; R_PCM: prediction result of PCM;
Predictorl (CR): Predictor 1 at Phase 111 with input of a set of Calling Rules;
Predictorl (MR): Predictor 1 at Phase 111 with input of a set of Moving Rules;
Predictor2 (MR): Predictor 2 at Phase 111 with input of a set of Moving Rules;
Output: Output of prediction result set;
Input:
The set of mobile host € FM set with their corresponding MR;
The set of mobile host € FCM set with their corresponding CR
Output:
Adapted prediction results for MCM, HRFR and PCM Problems
Pseudo Code:
STAMP_Online (FM_R, FCM_R)
Begin
While every time a mobile host moves into a different domain, Do
Set Output =¢ ;
IF MH € FM set, Do
R_PCM < Predictorl (MR);
Output < R_PCM,;
IF MH e FCM set, Do
R_MCM < Predictorl (CR);
Output < R_MCM (/ Output;
Return Output;
While every time backup after Home Registrar crash, Do
Set Output =¢ ;
IF MH € FM set, Do
R_HRFR < Predictor2 (MR);
Output < R_HRFR;
Return Output;
End
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Chapter 4.
Sequential Terminal Mobility Pattern
Mining and Predicting (STAMP)

The literal meaning of “STAMP” indicates that once this algorithm is in use, no
matter the transient packets or call requests will be definitely forwarded to where
the user is most likely being located at present. The core of “STAMP” is to find the
moving portfolios of those people who are at high-risk in advance so as to solve any
of the three problems by adaptively online-predicting. Overall, the algorithm
ultimately contributes to both fast handoff and smooth handoff for seamless

mobility in SIP over WLAN.

4.1 Preprocessing— Adaptive High-Risk Sifting

Before getting into the principle part of “STAMP”, there is a prior phase for
preprocessing. Why we need preprocessing? The reason lies in the reality that we
should solve problems in an efficient way. Hence, the number of users for further
phases depends on how many resources (power, load, and so forth) are currently
available at the server. According to the performance status of the server, we can
dynamically adjust the amount of users without any overhead at server’s side.
(However, the parameter adjustment remains a future work.)

Since Adaptive High-Risk Sifting (AHRS) phase aims at rescuing high-risk
people. We define two mobile host sets. One is Frequent Moving (FM) set, which
stands for Frequent Moving mobile hosts. The other is Frequent Calling while

Moving (FCM) set, which represents Frequent Calling while Moving mobile hosts.
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For each user belonging to FM set, it implies the users with higher moving
frequency than others. That is, users in FM set are high-risk of HRFR Problem and
PCM Problem, resulting in call failures. As a result, for FM set, we focus on finding
users’ Moving Behavior. On the other hand, for each user belonging to FCM set, it
suggests the users with higher calling while moving frequency than others. In other
words, users in FCM set are high-risk of MCM Problem, resulting in packet loss.
Consequently, for FCM set, our concern is to find uses’ Calling Behavior. The main

concept is illustrated in Figure 4.1

AHDS: rescuing high-risk people! | Why sifting?

- According (o server”s curren available
rescurces (power, load. .. ), we can adjust the
dymamic amount of pcople for processing
without overhead at server’s side. However, the

Defnition of tvwo Mobile Host Set P ter adj ent s a A ;

FM: set of Frequent Moving mobile host
FCM: set of Frequent Calling while Moving mabile host

=Ll e FCM
| |
high risk high visk
Problem = call failure Problem = packet loss
2. HRFR = :
3. PCM 1. MCM

| : !
precaution against Problem 2 & 3 precaution against Problem

)
o i
e o ¥en o I
J B g

Finding Moving Finding Calling
Behavior Behavior

Figure 4.1 : Two sets of mobile users: FM set vs. FCM set

® Moving Frequency

B Parameter: The Moving Frequency is defined as “Average
Moving Occurrence Volume within per time period unit”.
B ex: Within last year, Jenny moved 5000 times but Anny moved

1500 times in total; in other word, Jenny moves more frequently
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than Anny.

® Moving while Calling Freguency

B Parameter: The Moving while Calling Frequency is defined as
“Average Moving while Calling Occurrence Volume per call”. i.e.,
Velocity = Moving Occurrence Volume in CDR / Call Volume in
CDR.

B ex: Within last year, Jenny moved 2000 times in 1000 calls
(Velocity = 2) while Anny moved 1000 times in 125 calls
(\Velocity = 8); in other words, Anny moves while calling at a
much higher frequency.

® Moving Distribution

We suppose the mowing distribution.curve is depicted in Figure 4.2.

Figure 4.2 : Moving Frequency of FM or FCM set

4.2 Phase | — Partitioning & Filtering

We assume that the input of “STAMP” is the Moving History, on behalf of the
individual registration lists, kept by Home Registrar. Each Moving History is
composed of a sequence of tuples, (location, time), recording “at which moment”
the certain user moves into some different “domain”. As the input is a long record, it
goes without saying that the reason why we need Phase | is obviously because the
long record doesn’t convey any explicit information about “one meaningful moving
behavior”, which is valuable information for further mining. Therefore, the

objective of Partitioning & Filtering (P&F) phase is to transform these raw data into
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available information.

Firstly, the “Partitioner” module partitions a long, meaningless personal
Moving History of whomever in FM or FCM set into many valid Moving
Sequences. Each Moving Sequence represents a moving behavior at one time. The
“Partitioner” segments out a meaningful Moving Sequence from the Moving
History, based on two criteria: (1) If any two consecutive moving paths (Di-1 & Di)
are not adjacent domains, then partition for the first time; (2) If the residence time of
each domain Di-1 (i.e., AT=Ti—Ti1) is longer than a predefined or statistical
maximal window size, then partition for the second time. The former criterion
implies strict consistency with the Adjacent Property of Moving Pattern & Calling
Pattern Definition at Section 3.3. The latter criterion suggests that the meaningful
Moving Sequence should be limited within a time space, such as the interval from

registration to deregistration or per day.

Lemma 1: Every two consecutive items in.a‘Moving Sequence S=<bz, bz, ..., bn>,
i.e., bi & bi+1, are adjacent domains.
Proof: Based on the definition of Adjacent Property of Moving Patterns and Calling
Patterns in Section 3.3 as well as the fact that a mobile user could never cross a
non-neighboring domain, it is easy to know the lemma is true.
[]
Moreover, for people belonging to FCM set, the “Filter” module will further
filter Calling Sequences via Call Detail Record. Each Calling Sequence stands for a

moving behavior while calling.

Lemma 2: For every Calling Sequence a=<azi, a2, ..., an>, there exists a Moving

Sequence f=<Nbs, b2, ..., bn> such that the Calling Sequence « is the Consecutive
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Subsequence of the Moving Sequence S, denoted by a c S.
Proof: Each Calling Sequence records the moving behavior of a mobile user within
the same call session, and is filtered from some Moving Sequence by the Call Detail
Record, so the above lemma is true.

[]
Theorem 1: Given a mobile user p, there exists a Moving History yp of the mobile
user, a set of Moving Sequences M p={f1, [, ..., pn}, and a set of Calling
Sequences Cp={a1, @, ..., an}, such that s < f < yp, Wwhere 1=i=n, 1=<j=m,
and i, j belong to integer.
Proof: It follows from the Adjacent Property, Lemma 1, and Lemma 2, thoroughly
constituting the Phase | — Partitioning and Filtering, thus it is definitely true.

[]

The whole process of beth.Partitioner-and FHter modules is illustrated in the

following example, Figure 4.3: Regarding-the phase operation, refer to Algorithm 3.

Moviog Histery (MH) <y <(DLTIXD2,THOS mrmfmmmgummab
| Annie <(D2,T1YDI, T2XD4, T3XD5, TAXD2, TS)DA, TeXDZ TTXDS,T8)...>
Partitioning: 1. not adjacent domains (non-neighboring) in the Graph Graph
2. > maximal window size @.@ @

Moring Sequence (MS)  Jouny <(DI,TLIXDZ TZYD3, T3)D5, T4

[ (D2, TSYD5.TEY>
<D, TINDL TS DA T D5 2D2 (T7 —T6)> maxi
(D3 TI0¥D2.TI XDS.TIZE D4

Tiltering: CDR <D1TI3XD2. TI4XD3 TISYD2 TI6Y DS T1 7 )5 DI 12
l <(D4,T13)D2, TIFXD4, T20XD2, T21XD4, T2ZX D2, T23)> DS 3 D4 ms —TI7)
Calling Segaence (CS) Jemay <(DZ,TSYDS,T6)>
(D2, T11XD3, 12>
<(D2,T14YD3,T15)>
(D2, T16)DS, T1 73>

Figure 4.3: Example of Phase I - Partitioning & Filtering
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Algorithm 3 : PF (Phase I: Partitioning & Filtering)

Abbreviation:
H: a Moving History; S: a set of Sequences; P: a set of Patterns; R: a set of Rules;
Input:
A Moving History & Call Detail Records
Output:
A set of Sequences
(If MHe FM set then output a set of Moving Sequences; otherwise, Calling Sequences)
Pseudo Code:
PF (H, CDR)
Begin
S < Partitioner (H); //based on Lemma 1 described in Section 4.2
IF MH € FCM set, Do
S < Filter (S, CDR); //based on Lemma 2 described in Section 4.2
Return S;
End

4.3 Phase Il — Behavier-Mining

Since the earlier phase splits up individual Moving History into many Moving

Sequences, the input of Phase Il are well prepared. The goal of Behavior Mining

(BM) phase is to find out moving portfolios of any user in FM or FCM set.

Firstly, the “Pattern Generator” module discovers frequent moving or calling

patterns from Moving Sequences or Calling Sequences. Secondly, for the sake of

easier readability and advanced process, the “Rule Generator” module transforms

patterns into rules in a linear manner. E.g., pattern <D1, D2, D3> will be

transformed into rules <D1—D2, D3>, and <D1, D2—D3>. Finally, the “Rule

Reducer” module gets rid of the overlapped rules and keeps the complete ones. E.g.,

<D2—D3> and <D1, D2—D3> are overlapped. Thus the rule with shorter prefix or
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postfix length, namely <D2—D3>, will be removed and only <D1, D2—D3> will
be kept. Since the last module remains a future work, the whole process of Behavior

Mining phase is simply illustrated in the following example, Figure 4.4. Concerning

the phase operation, refer to Algorithm 4.

Movi uence (MS Tenny <(D1,T1XD2 T2)(D3, 1T2)(D5. T4y
| <(D2.75)Ds, T6)>
. ) <D THDLTYD4 O
P.ltte_m Generator: o <(D3.710XD2.711XDS. 117>
Candidate Generation: graph & large (N-1) <DL XD2 XD3 YD2 YDS >
Candidate Pruning: support & length

(DA TR TTOXDA T T A T T

Moving Pattern (MP) min_sup=2 Tenny <D1,D2> <D2,D3> <D2,D4> <D2,D5> <D3,D2>
<D4,02> <D1,02,D3> <D2,D4,02>
Rule Generator <D3,02,D5> <D4,D2,D4> <D4,D2,D4.D2>

Mobility Rules (MR)

Jenny <D1-2D2> <D2->D3> <D23D4> <D2>D5> <D3>D2> <D4>D2>
<D1-D2,D3> <D1,D2->D3> <D2-3D4,D2> <D2,D4 >D2>
<D3=D2,D5> <D3,D2>D5> <D4=>D2,D4> <D4,D2>D4>
<D4—=>D2,D4.D2> <4, N2 D4, D2> <N4, D2, D4 = D2>

Figure 4.4: Example of Phase ll= Behavior Mining

Algorithm 4 : BR (Phase I1: Behavior-Mining)

Abbreviation:

S: a set of Sequences; P: a set of Patterns; R: a set of Rules; R’: a set of reduced Rules;
Input:

A set of Sequences
Output:
A set of Reduced Rules

(If MHe FM set then output a set of Moving Rules; otherwise, Calling Rules)
Pseudo Code:

BR (S) /I if MH € FM set then BR (MS); otherwise, BR (CS).
Begin

P < PatternGenerator (S); /Ibased on Lemma 3 described in Section 4.3
R < RuleGenerator (P);
R’ < RuleReducer (R);
Return R’;

End
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Particularly, the following lemma accelerates the candidate generation in the

Pattern Generator module.

Lemma 3 (Pseudo Apriori): A moving sequence X=<xi, X,..., X»> 0f length m has

m-k+1 subsequences of length k, 1=k=m.

Proof: If we are going to generate a length-m candidate sequence, we only have to

m

check whether the (m-k+1) length-k subsequences are frequent instead of%. The

key idea is that “Consecutive”, the Sub-sequence Relation, has a great impact on
“Pseudo Apriori” because “Consecutive” limits the relation between super vs. sub
sequence. Thus, Pseudo Apriori is significant during the process of candidate
generation because Pure Apriori fails generating and pruning candidates efficiently
in our moving sequential pattern, mining:-Based on the “Consecutive” property,
“Pseudo Apriori” is more appropriate as.the guideline for moving behavior mining
in SIP domain. ex: <a, b, c>"is.a candidate-length-3 sequence — all the length-2
subsequences must be frequent. Since <a, ¢>'is not a length-2 subsequence of <a, b,
c> anymore in Pseudo Apriori, the length-2 subsequence set of our concern is only
{<a, b><b, c>}.
[]
Besides, the Candidate Generation process within Pattern Generator module
takes advantage of the network topology so as to enhance both efficiency and
effectiveness during mining. We utilize both network topology of Graph and Large
(N-1), resulting in a Hybrid manner of Behavior Mining. Since it is the time that
matters, we then represent the Graph by adjacency matrix data structure, supposing
there are enough memory and storage at the server.

Here we compare our Hybrid manner among different candidate generation

32



manners, as illustrated in Figure 4.5, Figure 4.6, and Figure 4.7.

® Pure Graph vs. Pure Large (N-1) vs. Hybrid

B How efficient is the candidate generation process?
® How many candidates are generated in all? — least is best.
® ex: PG (55) vs. PL (38) vs. H (32)
B How effective are the candidates?
® What percentage of candidates is certainly to be large? —
largest is best.

® ex: PG (29%) vs. PL (42.1%) vs. H (50%)
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Figure 4.5: Example of Candidate Generation — Hybrid
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According to the above, “Hybrid” exceeds in efficiency as well as in
effectiveness from performance perspective. That is why we use “Hybrid” instead of

“Pure Graph” or “Pure Large (N-1)”.

4.4 Phase Il — Problem-Oriented Predicting

Now that Phase | and Phase Il have turned original individual Moving History
into Moving or Calling Sequences and finally into Moving or Calling Rules, the
rules undoubtedly become the input of Phase IlIl. Why we need Phase I11? The
ground for Phase Il is that we can solve each of the three problems online
adaptively by Problem-Oriented Predicting with rules from Phase II.

The implication of the so-called “Problem-Oriented Predicting” is that we take
the characteristic of each problem into-account. The observation shows a key
distinction between these prablems; the 1st (MCM) and 3rd (PCM) Problems are
both critically urgent in common; however, the 2nd (HRFR) Problem is not so
exigent as MCM and PCM Problems. As a result, three problems are classified into
two groups according to their demands. In accordance with these two problem
groups, we devise two modules by the name of predictors: Predictor 1 targets on
MCM as well as PCM Problem; Predictor 2 aims at HRFR Problem, respectively.

Before going into details of how each predictor functions, we can take a quick
review on the Problems in SIP at Section 1.3.

Predictor 1: for problem 1st (MCM) or 3rd (PCM)
Scenario: If Jenny has followed the path <D1, D4, D2> and is currently at D2...
Question: Where is her next step?

Solution by Predictor 1:

® Rule Firing: Prefix.consecutive==true && Postfix.length==1
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Rules can only be <D2—?>; <D4, D2—?>; <D1, D4, D2—?>; but the rule
can never be <D1, D2—?>, because D1 and D2 are inconsecutive in this
scenario.
® Rule Ranking: longest Prefix.length — highest Rule.support
if the rules fired are <D2—D3>, <D2—D5> and <D4, D2—D4>, then <D4,
D2—D4> will be ranked first. So the output is D4.
® Solution: Home Registrar will tell D2 Jenny will probably head for “D4” so
as to forward packets or call requests at the moment.
Predictor 2: for problem 2nd (HRFR)
Scenario: If Jenny has followed the path <D1, D4, D2> from backup after
crash...
Question: However, is Jenny really in D2 now? (i.e., Jenny haven’t moved since
last backup)
® Rule Firing: Prefix.consecutive==true
Rules can only be <D2—7?, 2...>; <D4, D2—?, ?...>; <D1, D4, D2—?, ?...>.
® Rule Ranking: Postfix[i] << Postfix[i+1], i++,
where 0 <i < Max(Postfix.length+1)
if the rules fired are <D2—D3>, <D2—D5>, <D4, D2—D4, D2>, <D4, D2
—D5>, and <D1, D4, D2—D4, D2>, the output will be <stepl: (D3, D4,
D5), step2: (D2)>.
® Solution: Home Registrar will firstly query D3, D4, and D5 simultaneously

and then D2 incrementally until HR restores the current location.

Each of the two predictors in Phase 111 is algorithmically presented in Algorithm
5 and Algorithm 6. These two algorithms along with the Algorithm 2 in Section 3.4

contribute to the coherence of STAMP online predicting.
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Algorithm 5 : Predictorl (Phase 111 - 1° module)

Abbreviation:
R: a set of Rules;
PR: prediction results;
Input:
A set of Rules
Output:
Adapted prediction results of MCM and PCM Problems

Pseudo Code:
Predictor]l (R) [/ If PCM then Predictorl (MR); if MCM then Predictorl (CR)
Begin
For each Rule, Do
IF the prefix of the rule is consecutive & the postfix length of the rule equals 1, Do
The rule R is fired;
Rank all fired rules according to first priority (rules with longest prefix length ranks first);
For the rules with same prefix length, Do
Rank rules by second priority (rules with highest support ranks first);
Return PR;
End

Algorithm 6 : Predictorl (Phase Il — 2" module)

Abbreviation:
R: a set of Rules;
PR: prediction results;
Input:
A set of Rules
Output:
Adapted prediction result for HRFR Problem
Pseudo Code:
Predictor2 (R)
Begin
For each Rule, Do
IF the prefix of the rule is consecutive, Do
The rule is fired;
Rank all fired rules according to postfix positions from 0 to maximal postfix length;
Return PR;
End
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4.5 Mechanism Activation

Below, Figure 4.8 describes the summary of relationships among problems,
activation strategies, patterns of different roles, and even the mobile host sets.

For MCM Problem, whenever the mobile host of FCM set makes an
Inter-domain Mobility and registers at the home registrar, the prediction results in
terms of sequential calling patterns are sent from the home registrar to the current
domain SIP server along with the authentication information. Therefore, once the
user makes another Inter-domain Mobility, the calling patterns will assist the
previous domain in intercepting and forwarding media packets to the predicted
domain(s) in case of packet loss before delayed re-Invite reaches the corresponding
host. With these calling portfolios, the reduction amount of packet loss increases
when the mobile host becomes.more faraway. from the corresponding host becomes
in distance.

For HRFR Problem, as Soon as.the-home registrar gets crashed, the SIP server
will query the predicted domains of those ‘mobile users of FM set, recovered from
backup, in terms of sequential moving patterns incrementally. The mission is to
restore current & complete location information in case of obsolete location
information to any upcoming call request before the mobile user makes another
Inter-domain Mobility and location update.

For PCM Problem, whenever the mobile host of FM set makes an
Inter-domain Mobility and registers at the home registrar, the prediction results in
terms of sequential moving patterns are sent from the home registrar to the current
domain SIP server along with the authentication information. Therefore, once the
user makes another Inter-domain Mobility, the moving patterns will assist the

previous domain in forwarding call requests to the predicted domain(s) in case of
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call failure before delayed re-Register arrives the home registrar. With these moving

portfolios, the decrement of call failures increases while the mobile host becomes

more distant from the corresponding host.

Adaptive Terminal mobility Miring
Problems Activation Strategies B pei

1| Mid-Call | Every time MH registers at HR, sequential calling .

Mohility | patterns are multicast to this current domam in case of g:umnlff FeM

(MCM) |packet loss before re-Invite

Once the HR get crashed, sequential moving patterns
2| HR Failure | are used to query predicted domains so as to restore
Restoration | complete location information in case of obsolete
(HRFR) |location to call request Moving FM
Dattern

3| Pre-Call | Every time MH registers at HR, sequential moving :

Mobility | patterns are multicast to this current domain in case of

(PCM) call failure before re-Register arrives HR.

E

Vulnerability Mapping of MH Set vs. Problem

Figure 4.8: Problem-Oriented Activation Strategies
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Chapter 5.
Evaluation

In Chapter 4, we have presented our method, STAMP, which solves
well-known SIP mobility problems (Mid-Call Mobility & Pre-Call Mobility) and
notable mobility database failure problem (Home Registrar Failure Restoration). In
STAMP, the preprocessing phase is efficient because it dynamically selects high risk
users to do further STAMP algorithm; the rest phases after preprocessing provide
adaptive solutions for each problem.

For MCM & PCM Problem, STAMP mobility scheme is mainly evaluated by
the mathematical analysis model .introduced:from Shadow Registration in [7]. On
the other hand, for HRFR Prablem, our scheme certainly performs a better quality
of service compared with the original cendition without any preventives.

Before going into more “details, there are some assumptions on WLAN
deployment for STAMP. The reason is: for MCM & PCM Problem, the SIP Server
and In-bound Router should know when the user makes Inter-domain Mobility so as
to activate STAMP and start forwarding packets or requests! The WLAN
assumptions and mobility cases are basically depicted in Figure 5.1.

Assumptions

® Only each access point (i.e., AP) under border subnet such as “b-Subnet

3” or “b-Subnet 1” in Domain A, the AP will inform the In-bound Router
and SIP Server if the user leaves.

® All APs have to inform the domain In-bound Router and SIP Server if any

user moves into the coverage of this AP.

Two Cases
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® Upper case (Inter-domain Mobility):

Absence information is sent to the In-bound Router and SIP Server
under Domain A from AP 3-2, but no AP sends any presence information
of this user within a tolerable interval. Thus, STAMP is activated!

® Lower case (Intra-domain Mobility):

Absence information is sent to the In-bound Router and SIP Server

under Domain A from AP 3-2, and AP 3-1 sends presence information

subsequently. Thus, STAMP is not activated!

Domain B
siP
Server

Domain A
SiP
Server

In-bound In-bound

Router

1 1 1

* Upper case (Inter-domain Mobifity) ~ « ? ol g v
STAMP Is activated! iy , T

L ik

b-Subnet 3

 Lower case (Intra-domsain Mobllty) Q. ﬁ
STAMP Is not activated!

Figure 5.1 : Inter-domain Mobility: STAMP activation time

Based on the above mentioned, the evaluation for each problem is as the

following.

5.1 Evaluation of Probleml1. Mid-Call Mobility

For MCM Problem, we apply STAMP to Original SIP and SIP with Shadow
Registration by two schemes (i.e., SIP with STAMP as well as SIP with STAMP &

Shadow Registration, accordingly), as depicted in Figure 5.2. Firstly, SIP with
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STAMP outperforms Original SIP by 2#mc. The RTP translator is activated after
being informed by any access point so as to start intercepting and forwarding media
packets according to the prediction result from STAMP. Then the user starts
receiving media packets while the authentication retrieval reaches the new domain.
Figure 5.3 and Figure 5.4 display more detail operations. Secondly, SIP with
STAMP & Shadow Registration also outperforms SIP with Shadow Registration by
2tme. The operation is almost the same as SIP with STAMP. The only difference
lies in the fact that authentication is retrieved at local (new) domain because of
Shadow Registration. Figure 5.5 and Figure 5.6 illustrate the operations in detail.
Moreover, Figure 5.7 displays the mathematical model in Shadow Registration and

compares our contribution with Shadow Registration.

+ Disruption Time - ("Packets Loss?) Comparison :
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Figure 5.2 : MCM Problem Evaluation — Disruption Time Comparison
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Figure 5.7 : Contribution Comparison of STAMP vs. Shadow Registration

5.2 Evaluation of Problem2. Home Registrar

Failure Restoration

For original HRFR Problem, some locations are updated until the user makes
any Inter-domain mobility; STAMP restores the location information actively as
soon as possible instead. Comparatively speaking, STAMP shortens the interval and

probability of call failures, evidently improving the service availability.

5.3 Evaluation of Problem3. Pre-Call Mobility

In regard to PCM Problem, STAMP reduces the interval of service
unavailability by 2(th —tf). The procedure is as the following: (1) the call requests
are intercepted at the old domain and then forwarded to the predicted domain
according to STAMP once the In-bound Router knows the absence of the mobile
user; (2) the call request starts being received by the mobile user once the
authentication is retrieved, according to the sequence operation diagrams depicted in

Figure 5.8 and Figure 5.9.
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Chapter 6.
Conclusion

As the mobile communication technologies become widespread and prevalent,
a vast majority of portable devices providing a series of comprehensive real time
applications grow rapidly. As a result, seamless terminal mobility plays a significant
role in the quality of most mobile services. In this thesis, we focus on the SIP
terminal mobility issues via Mid-Call Mobility, Home Registrar Failure Restoration,
and Pre-Call Mobility Problems. We devise a mobility approach, STAMP, to solve
all of the three problems in an adaptive manner. Considering both AAA
functionality and RTP Translator, firstly-we analyze and compare the Inter-domain
handoff disruption time of Shadow Registration versus STAMP for MCM Problem.
The fact that STAMP shows dess disruption time than Shadow Registration proves
that STAMP is not only fast but smooth handoff scheme itself. Moreover, STAMP
could even enhance Shadow Registration more efficiently with the knowledge of
moving patterns. Then, for HRFR and PCM Problem, STAMP reveals shorter
interval of service unavailability; especially for PCM Problem, the contribution of
STAMP increases when the mobile user happens to be far away from the home
network. In brief, STAMP contributes to service continuity as well as service
availability.
Future Work

We have already evaluated STAMP on the MCM, HRFR, and PCM Problems
in a mathematical manner, based on the analysis model presented in [7]. Moreover,
experiments are under progress. The simulation results are expected to prove the

contribution of STAMP in a statistical way.

47



Reference

[1]

[2]

[3]

[4]

[5]

[6]

[7]

[8]

[9]

N. Akhtar, M. Georgiades, C. Politis, and R. Tafazolli, ““SIP-based End System Mobility
Solution for All-IP Infrastructures.” IST Mobile & Wireless Communications Summit,
2003

N. Banerjee, S. K. Das, and A. Acharya, “SIP-based Mobility Architecture for Next
Generation Wireless Networks.” Proceedings of the 3rd IEEE Int’l Conf. on Pervasive
Computing and Communications, PerCom 2005

A. Dutta, S. Madhani, W. Chen, and H. Schulzrinne, “Fast-handoff Schemes for
Application Layer Mobility Management.” IEEE PIMRC, 2004

H. Fathi, R. Prasad, and S. Chakraborty, *“Mobility Management for VoIP in 3G System:
Evaluation of Low-Latency Handoff Schemes.” IEEE Wireless Communications, 2005
J.-M. Gil, C. Y. Park, C.-S. Hwang, D.-S: Park, J. G. Shon, and Y.-S. Jeong, ““Restoration
Scheme of Mobility Database by Mobility Learning and Prediction in PCS Networks”,
IEEE Selected Areas in Communications, 2001

A. B. Johnston, “SIP —Understanding Session Initiation Protocol.” 2nd Edition, Artech
House, 2004

T. t. Kwon, M. Gerla, and S. Das, “Mobility Management For VoIP Service: Mobile IP vs.
SIP.”” IEEE Wireless Communications, 2002

S. Ma, S. Tang, D. Yang, T. Wang, and J. Han, “Combining Clustering with Moving
Sequential Patterns Mining -~ A Novel and Efficient Technique, National High
Technology Development 863 Program of China, National Grand Fundamental Research
973 Program of China, Foundation of the Innovation Research Institute of PKU —IBM
W.-C. Peng and M.-S. Chen, “Developing Data Allocation Schemes by Incremental

Mining of User Moving Patterns in a Mobile Computing System.” IEEE Tran. Knowledge

48



and Data Eng., 2003

[10] W.-C. Peng and M.-S. Chen, “Shared Data Allocation in a Mobile Computing System:
Exploring Local and Global Optimization.” IEEE Tran. Parallel and Distributed
Systems, VOL. 16, NO. 4, APRIL 2005

[11] H. Schulzrinne and E. Wedlund, “Application-Layer Mobility Using SIP.”” Mobile
Computing and Communications Review, Volume 1, Number 2

[12] H. Schulzrinne and E. Wedlund, “Application-Layer Mobility Using SIP.”” Mobile
Computing and Communications Review, Volume 4, Number 3

[13] H. Sinnreich and A. B. Johnston, “Internet Communications Using SIP —Delivering
VoIP and Multimedia Services with Session Initiation Protocol.”” Wiley Computer
Publishing, 2001

[14] S.M. Tseng and W.C. Lin, “Mining Sequential*Mobile Access Patterns Efficiently in
Mobile Web Systems”, Advanced.Information Engineering and Applications 2005

[15] E. Wedlund and H. Schulzrinne, —*Mobility ' Support Using SIP.” ACM/IEEE
WoWMoM’99

[16] G. Yavas, D. Katsaros, O. Ulusoy, and Y. Manolopoulos, “A data mining approach for
location prediction in mobile environments.” Data & Knowledge Engineering ELSEVIER

2005

49



	以SIP為基礎的行動管理之研究 
	A Study of Terminal Mobility Management in SIP 

