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Abstract

Wireless sensor networks are characterized by limited resources including energy
and bandwidth. By equipping different sensing units and deploying those sensor
nodes in a specific region, more and more applications are able to be carried out.
These applications may require different bounded latency, successful delivery rate, or
data redundancy for the data in order to provide Quality of Service (QoS) to the
sensor networks. Applications like fire detection will require delivering packets in
different priorities since the sensed event with higher temperature is more important
than a normal one. Packets with higher priority should be delivered in a more reliable
way. In this thesis, we propose two reliable routing protocols for wireless sensor
networks which can provide reliability to the packets by maintaining single and
multiple reliable paths. The procedure of maintaining multiple paths can also reduce
the routing overhead and thus prolong the lifetime of the network. From the
simulation result, the packet delivery rate of our protocol performs well under
different reliability demand and has smaller routing overhead due to the multiple

paths maintenance.
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Chapter 1.
Introduction

1.1 Wireless Sensor Networks

Wireless sensor networks (WSNSs) is a brand-new field for people to carry out
more applications in sensing technique. In particular, due to the great improvement in
MEMS-based technology, low power and small size of SOC, VLSI technology, and
low power RF design in recent years, sensor nodes are capable of containing very
complex and powerful circuits in small volume. Each sensor node is composed of
sensing devices, low power CPU, memory, antenna, signal processing units, batteries,
and so on. Users can fabricate those sensor nodes base on the demand of the
applications.

The most important characteristic of wireless sensor networks (WSNSs) is the
small size of the sensor nodes. With the characteristic, we can deploy those sensor
nodes in a large field to sense the target we are interested in. But this characteristic
also brings out the limitation in designing the wireless sensor networks-“Resource
Constrained”. The goal is to make the cost smaller and thus prolong the lifetime of the
network.

Wireless sensor networks and ad hoc networks have many aspects in common.
They are both fully distributed and multi-hop wireless networks, and both are formed
in an “ad hoc” manner. They are both supplied by limited power unit. But the wireless
sensor networks have much more designing issues in saving power since the network
lifetime are expected to be over several months or several years with using only one

or two batteries. Once those small ”smart dust” are deployed in the area, it is not
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Figure 1-1 Infrastructure of WSNs

feasible to recharge them if their power were exhausted. It is also expected to provide
dynamic forming topology, fault-tolerance, and high flexibility.

Depends on the application, a wireless sensor network usually contains a sink
node which is connected to an existing communication infrastructure or the Internet
and many sensor nodes which are randomly deployed in a large area, as Fig. 1-1
shows. A sink node is the node which generates the query message and receives
sensing information from sensor nodes. With the unique characteristic of wireless

sensor networks, more and more applications will be made possible to achieve.

1.2 Applications over Wireless Sensor Networks

Protocol design in wireless sensor networks is basically depend on the
application itself. According to different scenario, protocol should be designed to
match the situation. Such as target tracing may need the location-aided protocol to get
the accurate position while the temperature sensing system may need the data

aggregation technique instead of the accurate positioning technique. By equipping



different sensing units, sensor network can be applied in numerous applications. The

following are some application examples of wireless sensor networks:

(1)

()

3)

(4)

(5)

Detecting object: The earliest idea of wireless sensor networks is used to
monitor the battle field surveillance. Once we deploy those sensor nodes in
random fashion or in manual fashion, the sensor nodes may used to detect
the presence of alliances or enemies. With the information returned by the
sensor nodes, military could obtain the information easily in the tough
situation.

Monitoring the nature: Sensor networks can be used to detect the difference
of temperature, moisture, noise, vibration...etc. If can also measure the
displacement of the mountainside if a GPS or location aided protocol is
provided.

Medical treatment usage: Each patient may equip several sensors to record
the blood-pressure, heart beat, body temperature, and so on. Even if the
patient is moving, those sensor nodes can report data to the central system
as usual.

Biological observation: For animals living in a group such as cattle, a
shepherd can monitor the amount of the cattle in a pasture and record the
readings of their healthy.

Critical event detecting: A fire accident in a building could be reported in
the most efficient way to reduce damage. Also it can provide feedback

information to air conditioner to maintain constant temperature.

These applications have some challenges to overcome with regard to hardware,

topology, and protocols design. Since each sensor node is expected to be robust and

long-lived under different environments, this can be achieved by enhancing the

efficiency of the hardware, such as battery capacity, accuracy of the sensing.:unit,

3



consuming power of the antenna, and the control board. Regardless the improvement
in hardware design, the performance of the WSN is greatly influenced by the topology
and protocol operations. Topology control [15], [16], [17], [18] in WSNSs is another
important issue to save power and report data efficiently. Protocol design includes the
link layer protocol, routing layer protocol, transport layer protocol, etc. According to
different applications, these protocols can provide energy-efficiency, reliability, or
minimum overhead. In this thesis, we focus on the routing protocol design for

wireless sensor networks.

1.3 Routing Challenges in Wireless Sensor Networks

Under different scenarios, the goal of designing a routing protocol in wireless
sensor networks can vary a lot. Despite the common challenges with Ad Hoc
networks, such as consuming minimum power and minimum overhead, WSNs have
more unique designing issues that need to be considered. The following shows the
challenges and issues about WSNs:

(1) Node Deployment: Since the sensor nodes are deployed in distributed and
random/manual fashion, different deploy methods may influence the
performance of the routing protocol a lot. Most of the routing protocols are
sensible about the connectivity and coverage degree of the nodes. If the
resultant topology can not provide enough connectivity or coverage density,
those protocols may result in bad performance. Self-configured is necessary
for wireless sensor networks. Once those sensor nodes are deployed in the
region, they have to configure themselves, including startup, sensing,
building neighbor information...etc.

(2) Data Reporting Method: According different application, data reporting can



3)

(4)

()

(6)

be categorized as time-driven(periodic), event-driven(on-demand),
query-driven(on-demand) or a hybrid version of those methods. Routing
protocols are highly influenced by data reporting methods in terms of
energy consumption and routing overhead.

Fault Tolerance: Wireless sensor networks are designed to apply under
different environment, some of them might be very difficult such as
battle-field and the forest. Sensor nodes may lack of power or the link may
be noisy. It is very important to provide a reliable and consistent routing
protocol for sensors to handle those situations. If the network is dense
enough, MAC protocols, such as SMAC [12], which schedule the nodes
into sleeping, idle, and wake-up states cooperating with reliable routing
protocols, can result in better performance in fault-tolerance.

Scalability: Unlike Ad Hoc networks, the amount of sensor nodes may be
up to hundreds or thousands. So designing a scalable routing protocol is
also an important issue. With the amount of nodes increases, the routing
overhead should be under a certain limit.

Data-Centric Routing and Data Aggregation: The generating data in
wireless sensor networks is mostly based on the query broadcasted from the
sink node. Only nodes who have sensed useful event should report the
information to the sink. Basically, nodes in close neighborhood may sense
the event similarly. Data aggregation is needed in dense deployed wireless
sensor networks to reduce the traffic redundancy.

Quality of Service (QoS): Like the Ad Hoc networks, wireless sensor
networks would need QoS for different data priority in specific applications.
Some data may be useless after certain time periods or may be more

important than normal one; data with greater variance is also more critical
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than smaller one. So a routing protocol providing quality of service should
forward these packets in a different manner.

(7) Power efficiency: Each sensor node is powered by few batteries and the
lifetime of the wireless sensor network is expected to be several months at
least. Prolonging the lifetime of the WSNs has always been the main
objective in most protocols. It can be done by reduce the routing overhead,

forming clustering, topology control, or applying data aggregation,...etc.

1.4 Motivation

Energy-efficiency is the primary considered issue in designing wireless routing
protocols. Many protocols have been proposed to provide energy efficiency such as
[3], [4], and [5]. They propose different mechanisms such as local route repair,
number of retransmissions, and data aggregation to reduce the overhead and energy
consumption.

However, the goal of the wireless sensor networks is to report information back
to the sink effectively. Some applications would require routing protocol to provide
reliability for the data instead of minimizing the energy consumption. [8] has
analyzed about the trade-off between traffic overhead and attained reliability; in order
to provide enough reliability, some additional overhead is required to maintain the
reliability demands. [9] Proposed a routing protocol called Efficient and Reliable
routing protocol (EAR) which uses single path forwarding mechanism to route the
packet. By setting different routing metrics, EAR can find a more reliable route
according to the route score of each route to the sink if the packet requires a more
reliable route instead of minimum hop count.

Many reliable routing protocols use multi-path forwarding mechanism for data



packets to increase end-to-end successful transmission probability such as [6], [10],
and [1]. Considering the wireless sensor network, link failure and node failure may
happen frequently under the unstable environment. So multi-path forwarding
mechanism can provide more fault tolerance against the failure than single path
forwarding does. The objectives are to increase the reliability while maintaining

minimum overhead and energy consumption.

1.5 Organization

The rest of this thesis is organized as follows: Chapter 2 describes the related
work about wireless routing protocols, including AODV[11] and AOMDV[10].
Chapter 3 introduces our proposed reliable routing protocol and an AODV-based
routing protocol with reliability support. Performance evaluation and analysis is

presented in chapter 4. The conclusion and future work are drawn in chapter 5.



Chapter 2.
Related Work

2.1 Ad hoc On-demand Distance Vector Routing

The Ad hoc On-demand Distance Vector (AODV) routing protocol [11] is a
reactive routing protocol which can provide quick adaptation to dynamic link
conditions, low processing and memory overhead, and low network utilization in
wireless networks. Comparing to proactive routing protocol, reactive routing protocol
IS more suitable for wireless sensor networks because it consumes less network
resources and maintains only useful routing information in each node. Since wireless
sensor networks and ad hoc networks have many aspects in common, many proposed
routing protocols in wireless sensor networks are based on the route discovery process

discussed in AODV.

2.1.1 Message Formats and Routing Table Structure
There are four control message types defined by AODV, these control packets
are used to find routes for the destination if a node is lack of the information to the
destination or used to maintain the routing information. The message formats shows
in Fig. 2-1~2-4, Fig. 2-5 shows the routing table structure. The detail explanation of
each field in these control packets are presented in AODV [11].
(1) Route Request (RREQ) is a control message used to request a route. Each
time a node does not have a route to a particular destination, the node

broadcasts a RREQ packet.



01234567890123456789012345678901
Type=1 Flags Reserved Hop Count
RREQ ID
Destination IP Address
Destination Sequence Number
Originator IP Address
Originator Sequence Number

Figure 2-1 RREQ Message Format of AODV

(2) Route Reply (RREP) is a control message used to reply the RREQ to the
source. RREP is either sent from the destination node or the intermediate

node which has fresh route to the destination.

012345678 9 012345678 901234 5678901
Type=2 RIA Reserved Prefix Sz | Hop Count
Destination IP Address
Destination Sequence Number
Originator IP Address
Lifetime

Figure 2-2 RREP Message Format of AODV

(3) Route Error (RERR) is an error message used to notify other nodes that the

route to the destination is no longer exist due to link breaks.

012345678 90123456789012345678901
Type=3 N Reserved DestCount
Unreachable Destination IP Address
Unreachable Destination Sequence Number
Additional Unreachable Destination IP Address
Additional Unreachable Destination Sequence Number

Figure 2-3 RERR Message Format of AODV



(4) RREP-ACK is an optional control message for AODV used to acknowledge

the RREP message.

0123456789012345

Type=4

Reserved

Figure 2-4 RREP-ACK Message Format of AODV

(5) Routing table records some useful information for routing packets such as

hop count and next hop. Sequence number is used to determine the

freshness of this information.

Destination

Sequence Number

Hop count

Next Hop

Expired Timeout

Figure 2-5 Routing entry structure of AODV

2.1.2 AODV Routing Protocol Operation

(1) Maintaining Sequence Number

AODV provides loop-freedom of all routes by maintaining most

recently heard sequence number of the destination. It is updated whenever a

node receives new information from RREP, RREQ, or RERR messages. A

destination node increments its own sequence number before it initiates a

route discovery process or before it sends a RREP in response to a RREQ.

(2) Generating, Processing, and Forwarding Route Requests

A node will generate a RREQ if it requires a route to the specific

destination which is not available in its routing table. Each intermediate

node receiving this RREQ could either send a RREP if it has a fresh enough

route or re-forwarding this RREP message.

(3) Generating ,Receiving, and Forwarding Route Replies

In each intermediate nodes on the path, any of them can send reply to

10




(4)

(5)

the source if having fresh enough route to the destination; otherwise, the
destination generate a RREP after receiving first RREQ message. All the
nodes being involved in this route discovery process will update the routing
table information of the source node and destination node.
Route Maintenance

AODV uses RERR packets to inform all the neighbors about route
failures after the local route repair being unsuccessful; a node will also
generate a RERR if it does not have a route for the incoming data packet.
AODV maintains a neighbor-status table by sending hello message to all
one-hop neighborhoods periodically to confirm the existence of each
neighbor. Any hello replies would trigger the update process in the table.
AODV also supports local route repair mechanism to rebuild the route
without involving the source nodes. Although this mechanism might
increase the path length, it can reduce the frequency of network-wide route
discovery process and thus lower the network traffic load.
Data Forwarding

Each time a source node has a data packet to send, it will first check
the routing table whether there is any route to the destination. The data
packet will be forwarded to the next hop directly if there is a valid route; if
not, the source node will start the route discovery process and wait for a
reply. The packet will be dropped after RREQ_RETRIES which is defined

as 3.

11



2.2 Ad hoc On-demand Multi-path Distance Vector Routing

The Ad hoc On-demand Multi-path Distance Vector (AOMDV) routing protocol
is a multi-path extension to AODV. It greatly reduces the routing overhead incurred
by AODV and increases the packet delivery rate by maintain multi-path information

to a destination in each route discovery process.

2.2.1 AOMDV Routing Protocol Operation
AOMDYV uses the same control messages as AODV does. The goal of AOMDV
is to provide disjoint and loop-free multiple paths from each source and destination
pair in each route discovery process. AOMDV also adopts the sequence number
mechanism to avoid the occurrence of route loop. Once a control packet with a higher
sequence number is received, all the paths with the same smaller destination sequence
number should be removed. AOMDV accepts incoming paths if their destination
sequence number is identical. It also maintains an “advertised hop count” instead of
“hop count” in AODV. Advertised hop count is the maximum hop count of all the
paths in each route. For the situation receiving control packets with the same sequence
number, it has two rules to follow:
@ Route advertisement rule: Never advertise a route shorter than one
already advertised.
(b) Route acceptance rule: Never accept a route longer than one already
advertised.
By maintaining advertised hop count and following the two rules, AOMDV can
permit more number of alternate paths to be maintained while ensuring loop freedom.

The detail proof of the loop freedom is available in [10].

12



0 ~ 31 32 ~6364 ~ 7980 ~ 9596~ 127128~159160 ~ 223
Path list
Destination | Sequence | Advertised | Hop countl | Nexthopl | Last hopl | Expiration timeoutl
A number hop count | Hop count2 | Nexthop2 | Last hop2 | Expiration timeout2
Destination | Sequence | Advertised | Hop countl | Nexthopl | Lasthopl | Expiration timeoutl
B number hop count

Figure 2-6 Routing Table Structure of AOMDV

The routing table of AOMDYV is modified from AODV to accommodate more
paths for each route, shown as Fig. 2-6. To maintain disjoint paths in each route,
AOMDYV adds extra field called “last hop” to each path. It has been proved that if
each node maintains paths with different next hop and last hop, those paths are
disjoint.

The route discovery process in AOMDV is very similar to AODV, but each
intermediate node can send multiple RREPs to the source if it has multiple disjoint
paths in the routing table; otherwise, it continues to forward the RREQ. If the
destination receives the RREQ, it will update the destination sequence number and
send RREPs back to the source. In AODV, the destination only replies the first
received RREQ); however, AOMDV adopts a looser reply policy. The destination
generates a RREP in response to every incoming RREQ if it has multiple loop-free
reverse paths to the source. Such additional RREPs can increase the possibility of
finding more alternate paths. Each node receiving the control packets can also update
the path information. After one route discovery process, all involved node may
maintain multiple paths to both the source and destination. Nodes will not initiate
another route discovery process until all the paths to the destination are no loner

available or have expired.
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Every time a node has data packets to send, it will check the routing table for that
destination. If the route is valid and has at least one unexpired path, AOMDYV will
choose the first path and forward the packet to the proper next hop; if no path is
available, the node will initiate the route discovery process and wait for replies. Once
the node generates RREQ for RREQ_RETRIES times and receives no reply, the

packet will be dropped and declares as NO_ROUTE to the upper layer.

2.3 Discussion

Comparing to AODV, AOMDYV performs well in end-to-end packet delay, packet
delivery rate, and routing overhead. Since AOMDYV maintains multiple paths to each
destination, it always has alternate paths without re-generate RREQ message. This
greatly reduces the frequency of global route discovery while providing fault
tolerance to the network.

Consider the nature of WSNSs, each sensor node has limited resources and will be
deployed in an unstable environment. Design a reactive routing protocol with fault
tolerance is necessary and, at the same time, consuming less resources of the networks
and the sensor nodes. Obviously, AOMDYV is more outstanding than AODV in all
aspects if we want to develop a reliable routing protocol. Although AOMDV
maintains multiple paths for each destination, it only uses single path to forward the
packet. In other words, it provides fault tolerance to the node failure and link failure
but not reliability to the data.

In the next chapter, we propose two reliable routing protocols for wireless sensor
networks called SOMDV-R and AODV-R. The former is based on AOMDYV which
provides reliability to the data packets while achieves minimum routing overhead; the

latter is modified from AODYV in order to provide reliability to the data packet.
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Chapter 3.
Reliable Routing Protocols in Wireless
Sensor Networks

In this chapter, we propose two reliable routing protocols in wireless sensor
networks called Sensor On-demand Multi-path Distance Vector Reliable Routing
Protocol (SOMDV-R) and Ad hoc On-demand Distance Vector Reliable Routing
Protocol (AODV-R). The former is discussed in Section 3.1; the latter is discussed in

Section 3.2.

3.1 SOMDV-R

3.1.1  Protocol Overview
SOMDV-R is modified from AOMDV in order to provide reliability to the data

forwarding. We define the reliability as “end-to-end successful transmission
probability”. SOMDV-R shares several characteristics with AOMDV. They are both
based on “on-demand and distance-vector” concept, hop-by-hop routing procedure,
and multiple paths maintenance in routing table. The main difference lies in the
estimation of reliable degree of each path and the data packet forwarding mechanism.
Link quality of each node is required for SOMDV-R to calculate the path reliability.
This information can obtain by hello drop rate in routing layer, beacon loss rate in
MAC layer, or SNR ratio in physical layer...etc.

The goal is to design a protocol which is able to calculate the path reliability, and
forward the packet according to the importance of each packet. Determine the
importance of the generating data relies on the information-awareness technique; we

skip this portion since it is out of the scope of this thesis. In order to maintain.this
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necessary information, using extra field in control packet header is needed. As we

mentioned before, there is a trade-off between overhead and reliability; however,

minimum overhead is also expected.

3.1.2

A. Routing Table Structure

Routing Table Structure and Terminology

The routing table structure is modified from AOMDV with only an extra field

called “path estimation (PE)”. It is a reference value of the reliability of this path and

plays an important role in data packet forwarding. Fig. 3-1 shows the content of the

routing table. Each field in the routing table is described in the following subsection.

B. Terminology

This subsection defines some terminologies used in SOMDV-R:

(1) Sequence Number (Segno): It is a monotonically increasing number related

to each destination in routing table. Higher sequence number means the

relatively fresher information. It is updated whenever it receives a fresher

control packet or it decides to initiate a route discovery for the destination.

0~ 3132~ 6364~ 7980~ 9596~ 127128~ 159160~ 223224~ 287
Path list
Hop Next Last hopl | Expiration Path
Destination | Sequence | Advertised | countl hopl timeoutl estimationl
A number hop count | Hop Next Last hop2 | Expiration Path
count2 hop2 timeout2 estimation2
Hop Next Last hopl | Expiration Path
Destination | Sequence | Advertised | countl hopl timeoutl estimationl
B number hop count

Figure 3-1 Routing table structure of SOMDV-R
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3)

(4)

(5)

Advertised Hop Count (Adv. HC): It is the maximum hop count among all
paths in each route, i.e. Adv. HC = MAX (HCy, HC; ...). It is used to
determine the Route advertised rule and Route acceptance rule to avoid
looping path as we discuss in Chapter 2.

Reliability Demand of the source(RDs): This parameter indicates the
demand for the data delivery rate of the source. It is a value between 0 and 1
which representing the importance of the data. Determining the RD; in each
data packet is the technique about information-awareness which is out of
the scope of this paper. We manually assign the RDs in each data packet. By
setting this value in the data packet header, SOMDV-R would forward this
data packet according to its demand.

Reliability Demand of the intermediate nodes(RD;): Since RDs would be
updated in each intermediate node. We define this updated value as RD;.
Link Quality (Qj): It is the link quality between node i and j. Link quality is
an essential information for estimating the path reliability. It is a value
between 0 and 1 which is obtained by hello messages received from each
neighbor in a time interval. Higher link quality means the link is better and
more suitable for transmission. Link quality between node i and j can be

calculated by:
H.
= 1
Q; 5, 1)

, Where Hj; is the number of hello messages node i has received from
neighbor j and S j;= number of hello message node i should receive from

neighbor j in a time interval.
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Figure 3-2 Calculation of PE and HC in each hop

(6) Path Estimation (PE): PE represents the reliable degree of the path. It is an
estimating value between 0 and 1. The path with higher PE value means that
it has higher end-to-end successful transmission probability. It is updated in
each intermediate node as shown in (2) and Fig. 3-2.

PE(A—D) = Qas x Qsc x Qcp (2)
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3.1.3  Protocol Operations

SOMDV-R consists of three components, i.e., route discovery, route maintenance,
and data packet forwarding. The following subsections describe the operations of each

component.

A. Route Discovery

In AOMDYV, route discovery process is initiated whenever a traffic source node
having a data packet to send with no valid path available in its routing table.
SOMDV-R initiates a route discovery if the source node has no path in the routing
table or has paths that can not satisfy the packet’s demand. The traffic source then
broadcasts a RREQ destined to the sink with initial hop count equal to O and path
estimation equal to 1. Any intermediate nodes receiving this RREQ will update the
hop count and path estimation in the control packet header, i.e., increment the hop
count by 1 and multiply the PE by the link quality with the upstream node as shown in
Fig. 3-2. After that, the node will form a reverse path toward the source node with the
PE copied from the control packet header. This PE value means the successful

transmission probability from current node to the traffic source.

RREP

C |valid| 2| D |PE-038

Figure 3-3 Sending Route Reply
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As shown in Fig. 3-3, any intermediate nodes receiving the RREQ will send an
RREP back to the source via the reverse path if it has one or more valid and unexpired
paths to the sink node (such as node C has a valid path to the sink with hop count
equal to 2, PE equal to 0.8, and next hop D as shown in Fig. 3-3), the RREP
represents a forward path that was not used in any other RREPs for this RREQ;
otherwise, it simply re-broadcasts the RREQ if it has not previously forwarded any
other copy of this RREQ(such as A, B, and D).

When the sink node receives a RREQ, it simply forms a reverse path as the
intermediate nodes do and generates a RREP in response to every RREQ which
arrives at the source via a loop-free and node-disjoint path. Any intermediate nodes
receiving an RREP will update the packet header including hop count and PE value,
update the routing table if necessary, and then forms forward path to the sink. After
that, it will forward the RREP if there are any reverse paths that have not previously
used for this route discovery; else, it simply discards the RREP.

After the route discovery process, the source node may receive multiple RREPS
sent from disjoint paths. All the nodes involving in this route discovery process will

also update the forward and reverse path information.

B. Route Update and Maintenance

SOMDV-R adopts the same route update and maintenance rules in AODMV.
Each path has an expiration timeout field for the default lifetime of a path. The path
will be purged if the timer has expired and the route will be marked as “DOWN” once
all the paths are expired. Route update is invoked when a node receives a fresher
control packet (including RREP, RREQ, and RERR) or receives a control packet with
a shorter hop count and better PE to the sink node(including RREQ and RREP). Once

updating the path information, the expiration timeout should be reset and the route
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will be marked as “valid/invalid”, depending on the content of the control packet.

The local connectivity can be maintained either by link layer mechanisms or by
routing layer mechanisms. In link layer protocols such as IEEE 802.11, each time a
node receiving a CTS or ACK from a neighbor is able to confirm the connectivity. In
routing layer, by proactively sending Hello messages to all immediate neighbors,
SOMDV-R is able to maintain the local connectivity with each neighbor. Once a node
can not receive any Hello messages from a specific neighbor for
(ALLOWED HELLO LOSS x HELLO_INTERVAL), it will purge the neighbor
from the neighboring table and declare the link as “broken”.

Depending on the distance of the broken link to the sink, route maintenance has
two mechanisms:

(1) Local route repair mechanism is invoked if the intermediate node with a

broken link is closer to the destination than the source node as shown in Fig.
3-4. The intermediate node D will buffer all the packets destined to the
destination F and initiate another route discovery process. After receiving
RREPs, the intermediate node D first updates the path information and then

forwards all the buffered packets.

HC to source A =3

HC to destination F =2
|
I

F E D C B A

Figure 3-4 Local Route Repair
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(2) In Fig. 3-5, when the last path to the sink node of node A breaks and A can
not initiate local route repair mechanism, i.e., the broken link is closer to the
source than the destination, it will purge the route and locally broadcast a
RERR to all its one-hop neighborhood (node E, B, and source). Each of its
neighbors receiving the RERR will also purge the route if the last path to
the destination does no longer exist and continue to forward the RERR to its
immediate neighbors (node E). All the nodes having purged the route have
to initiate another route discovery process if still needing the route to the

destination.

C. Data Packet Forwarding

In the previous subsection, SOMDV-R establishes the basic knowledge of each
path by route discovery process. Comparing to AODMYV, data packet forwarding is
more complex since the goal of SOMDV-R is to achieve reliability. In AOMDYV, data
packets are simply forwarded if there is at least one path to the destination; in
SOMDV-R, we have to make the forwarding decision according to the relationship
between RD and PE before we forwards each data packet.

The successful end-to-end transmission probability based on the local knowledge
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of channel error rate is calculated by:

Single path: P(A —> B):}E[l(QLH) (3)
Multi-paths: P(A — B):l-ﬁ (1-ﬁ Q1) 4)

, where m is the number of paths used to forward this packet, h; is the hop count for
pathi.  Once a sensor node senses an event according to the query from the sink, it
will generate a data packet and assign a reliability demand (RDs) value to the packet
header before sending it. The RDs and RD; value plays a key role in taking the
forwarding decision. The following Table I summarizes the cases when forwarding
data packet.

Each forwarding node will first find the path with maximum PE value in the
routing table and compare it with the RD value. If the PE value is bigger than the RD
value, it means this path is suitable for forwarding this packet as the case 1 in Table I.
So SOMDV-R uses single path mode to forward it, as the solid line shown in Fig. 3-6
(the dotted line means that it is an alternate path with PE,). If single path is not
enough for the packet’s demand, SOMDV-R will forward the packet by multiple
loop-free and node-disjoint paths, which means duplicating the packet and sending
those duplicate packets via multiple paths, as shown in Fig. 3-7. The number of paths

needed for this packet can be obtained from formula (4) and the upper bound of the

Table I. Forwarding Decision of SOMDV-R

Case Destination | Reliability Action
1 Available Satisfied Forwards the packet directly
2 Available Unsatisfied | Keep forwarding
3 Unavailable | -------------- Generate RREQ
T RD;>1 Keep forwarding
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Figure 3-6 Forwarding packets using single path
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Figure 3-7 Forwarding packets using multiple paths.

number of multiple paths used to forward a packet is defined as MAX_Paths.

In Case 2, if the number of paths required to forward the packet exceeding

MAX_Paths or if the number of paths in the routing table is not enough to satisfy the
packet’s demand, SOMDV-R would reset the RD; in the packet’s header as 0 and
forward the packet via these multiple paths in order to increase the possibility of

packet reaching the sink. In Case 3, the source node initiates the route discovery

process if the route to the sink is not available.

Before forwarding the data packet, each intermediate node should adjust their

hop count and RD value according to the reliability that the source expects it to

provide from current node to sink as (5) and (6):
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Hop Count = Hop Count + 1 (5)

RD =RD/Q, (6)

,\where Qj; is the link quality between the upstream node and the current node. In some
quite unstable networks, the RD; value may be over than 1 after updating if the packet
has just traversed from a bad link, such as Case 4 in table I. Under this circumstance,
SOMDV-R will never find any paths available for this abnormal RD, the better
solution would be reset the RD;as 0 and forward it via multiple paths.

If a node decides to use multiple paths to forward the packet, it should reassign
the RD; value in each duplicate packet’s header. The main idea is to let the paths share
the reliability demand and the paths with higher PE value responsible for more
reliability. Fig. 3-8 shows an example if a node decides to use two paths with PE;=0.6
and PE,=0.3. After duplicating the packet, the RD; value of each duplicate packet
should be adjusted to RDj; = 0.58 and RD;j,= 0.29 according to the ratio of these two

paths. The following shows a simple calculation of this procedure:

PEL: PE2=2: 1, I{1-X)=x(1-2X}=0.7 = X =0.29

PE, = 0.6 — RD,, = 0.58

Source
PE, =0.6
PE;=10.3

PE;=0.3 — RD,=10.29

Figure 3-8 RD adjust mechanism
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3.2 Modified Version of AODV: AODV-R

In this section, we modify the AODV routing protocol based on the mechanism
of SOMDV-R. The only difference lies in the number of paths maintained for each
route. The route discovery process of AODV-R is basically the same with SOMDV-R,
including the flooding the RREQ with hop count and path estimation parameters.
Each intermediate node having fresher route can send RREP back to the source. Once
the first RREQ has been propagated to the sink, the sink will generate a RREP back to
the source. The other duplicates of the RREQ would simply be dropped at the sink.
The source could forward the packet if it has route to the sink and the PE value for the
route is not less than the RD value in the data packet header; else, after
RREQ_RETRY_TIMES, the packet would be dropped. In each intermediate node, if
the route is not available or the route is not reliable enough, it would simply forward
the packet via the unreliable path. We use AODV-R to compare with SOMDV-R about

the overhead and the packet delivery ratio in the simulation.
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Chapter 4.
Performance Evaluation

In this chapter, we evaluate our reliable routing protocol SOMDV-R, AOMDYV,
and AODV-R using ns-2 simulator [14]. The main objective is to observe the packet
delivery rate of these three protocols under different channel error rate. Also, we show
the relative overhead of forwarding a packet, the ratio of using single path, multiple

paths, and no path.

4.1 Simulation Environment

We use a simulation tool based on ns-2 version 2.1b4a. Besides, IEEE 802.11
distributed coordination function (DCF) is used as the MAC layer protocol. We use
the Lucent’s WaveL AN radio model with the modified transmission range 150meters.
50 sensor nodes are randomly deployed in a 670mx670m square area. We set the sink
node as the 51th node and all the nodes are static. Channel error rate is normally
distributed between 0 and emax across the area. It is used to simulate the channel error
while receiving any types of packets and all links are bi-directional.

The Hello interval is defined as 0.5s which means that each node would locally
broadcast two Hello messages in every second. We set the
ALLOWED_HELLO_LOSS as two, i.e., if a node is unable to receive two continuous
Hello messages from its neighbors within 2*Hello interval, it will remove the
corresponding entity from its neighboring table.

We use 10 ~50 CBR connections with different RDs in the simulations. These

connections will last for 5 seconds with packet generating rate 0.5 pkt/s. Data packets
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have a fixed size of 512 bytes. Each simulation is run for 60 seconds with the initial 5

seconds taken as the warm-up period to establish the link quality table. All

connections start its traffic after warm-up. In each routing table entry, the number of

paths maintained in each route is restricted to five. We set the MAX_Paths as two in

our simulation.

4.2 Performance Metrics

1)

()

(3)

We primarily consider the following four metrics:

Packet delivery ratio (PDR): PDR is the end-to-end successful transmission
probability calculated by the number of data packets received by the sink node
dividing by the number of data packet generating in source node. PDR also
represents the attained reliability in the protocol.

Routing overhead: The control packets used in route discovery process and route
maintenance such as RREQ, RREP, and RERR are routing overhead to the

protocol. We define the routing overhead as formula (7):

P
Routing overhead = ﬁ (7

control data

, Where Pcontrol represents the amount of the control packets and Pgais represents
the amount of the data packets
Mean latency: it is the average end-to-end latency for each successful
transmission as formula (8):

T=Tro+ Tep + Top (8)
, Where Trp, Tep, Top represent route discovery time, propagation delay, and
queuing delay, respectively. When using multi-path, we consider the first

duplicated packet with successful delivery only.
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4.3 Simulation Results

4.3.1 Packet Delivery Ratio

Fig. 4-1 shows the PDR with varying channel error rate. We use 10 CBR
connections without specifying packets” RDs. In SOMDV-R, data forwarding is
achieved by using single path without specifying any RDs. In order to show the
impact on PDR of a specific routing protocol, we use 10 connections which is a
moderate load for the network to prevent the occurrence of buffer overflow. Since
SOMDV-R is modified from AOMDYV, with no reliability demand, our protocol has
almost the same performance with AOMDV. From Fig. 4-1, it is obviously that the
multiple path maintenance is more outstanding than single path maintenance in PDR.
They both increase the PDR 10% more than AODV-R in average. The difference

increases with the raising of channel error rate.
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A
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Figure 4-1 PDR with no RDs
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In Fig. 4-2, we simulate SOMDV-R and AODV-R with RDs equal to 0.5 and 0.9
for each connection. Comparing to AODV-R, SOMDV-R has better packet delivery
ratio due to multiple paths. For the curve of RDs equal to 0.9 which is a quite high
reliability demand, PDR of AODV-R drops suddenly if the channel error rate is larger
than 10% while SOMDV-R has a smoother curve due to the multiple paths
maintenance and data packet forwarding mechanism.

In the current progress, we restrict the number of multiple paths for forwarding
packets as two. When the channel error rate is high, it is very difficult to find a
reliable path even using two paths. There is a trade-off between reliability and
overhead; if we want to provide high reliability in an unstable network, the overhead
would be too high. High overhead is not expected in wireless sensor networks so we

choose an appropriate and conservative number of multiple paths as two.
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Figure 4-2 PDR with RDs = 0.5 and RDs = 0.9

30



We simulate different number of connections with RD; varying from 0.1 to 0.9.
The channel error rate is uniformly distributed between 0% and 20%. From Fig. 4-3,
The PDR drops a little bit when the number of connection increases to 30. But
SOMDV-R maintains high packet delivery ratio in all RDs while the AODV-R drops
severely when the reliability demand is over 70%. When the reliability demand is
high, SOMDV-R shows the consistency in PDR by using multiple reliable paths
forwarding mechanism. Under all cases of connections, SOMDV-R has better
performance comparing to AOMDYV since SOMDV-R always finds the more reliable

path to forward the packet.
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Figure 4-3 PDR with different RD;

31



4.3.2 Overhead

Fig. 4-4~ 4-6 show the overhead with varying channel error rate. There are 10
CBR connections with different RDs in each simulation. In Fig. 4-4, we simply
evaluate the overhead without specifying any RDs for AODV-R and SOMDV-R, and
compare the overhead with AOMDV. Without giving any RDs, AODMV and
SOMDV-R have similar performance because they will not initiate another until no
path being available in the routing table. This significantly reduces the frequency of
route discovery process. While the channel condition becoming worse, the overhead
increases because there is no usable path. In average, SOMDV-R reduces 10%

overhead comparing to AODV-R.
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Fig. 4-5 shows the routing overhead of SOMDV-R, AOMDYV, and AODV-R. We
set the RDs as Random(0.2, 0.9) and 0.9 in the simulation. The overhead of
SOMDV-R and AODV-R increases with the raising of the channel error rate since
they both initiate route discovery process more frequently. But SOMDV-R has greater
performance in reducing overhead while the channel error rate and RD;s is high. When
the RD; is fixed as 0.9 and the channel error rate is over 20%, AODV-R is not suitable
for reliable forwarding since it always has no reliable path to use under unstable
environment. The routing overhead of SOMDV-R increases only about 2% more than
AOMDYV when the RDs is high. It is because SOMDV-R has to initiate more route
discovery processes to find more reliable paths and there is always a trade-off
between reliability and overhead. Even though, SOMDV-R minimizes the extra

routing overhead.
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Figure 4-5 Overhead with RDs = Random (0.2, 0.9) and RDs = 0.9

33



In Fig. 4-6, we simulate the overhead under different RDs and channel error rate.
The overhead of high RDs is 3% more than the low RDs in average. The slight
difference is because the increase of the amount of the control packets maintaining the
reliable paths. When RDg is high, the frequency of route discovery process will

increase and thus increase the routing overhead.
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4.3.3 Latency

Fig. 4-7 shows the mean end-to-end latency for the data packets under different
number of connections. The channel error rate is uniformly distributed between 0%
and 20%, the reliability demand (RDs) is randomly choose between 0.1 and 0.9 in
SOMDV-R and AODV-R. We compare the mean latency between SOMDV, AOMDV,
and AODV-R. These three protocols have almost the same mean latency under light
traffic load such as 10 connections. But with the connections increases to 50, the
mean latency of AODV-R raise promptly due to the single path maintenance.
AODV-R initiates the route discovery process more frequently and the packets will
spend more time in being buffered. SOMDV-R has slightly greater mean latency than
AOMDYV under all number of connections due to the trade-off between reliability and
latency. In general, SOMDV is outperformed than AODV-R in reducing 50% of mean

latency.
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4.3.4 Ratio of Forwarding Paths
Fig. 4-8 shows the ratio between the numbers of paths SOMDV-R will use while

making forwarding decision. There are 10 CBR connections in the network and the
RD; of each connection is randomly assigned between 0.7 and 0.9, which is a quite
high demand. We vary the max channel error rate from 0% to 30% with interval 5%.
From the Fig. 4-10, the number of using single path decreases with the raising of the
channel error which means single path is insufficient under high channel error rate.
The curve of “Two Paths” stops increasing until the channel error exceeding 15%.
This implies that if the channel error rate is low, SOMDV-R is able to satisfy the
reliability demand by using two paths; if the RDs is quite high, the chance of using
two paths to achieve the reliability demand is no longer easy. The only solution is to
use more paths simultaneously to overcome the poor channel condition and satisfy

high reliability demand.
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Chapter 5.
Conclusions and Future Work

Wireless sensor networks are composed of many sensor nodes with power
supplied by batteries and a sink node which is connected to the Internet or an
information gathering system. Every scheme developed for WSNs should consider
both energy-efficiency and low overhead since the resource is limited. The main
function of WSNs is to sense the event and report it to the sink. Designing a routing
protocol with energy-efficiency or minimum overhead is insufficient for some
applications which are aim to provide reliability to the data. Those applications
include fire alarm detection, security usage for a bank or an office...etc. The
generating data will have different reliability demands so the routing protocol must
offer different reliable paths for these packets.

In the thesis, we propose a reliable routing protocol for WSNs which can provide
reliability to the packets and maintain minimum routing overhead called SOMDV-R.
SOMDV-R is a reactive, fully distributed, and multiple paths routing protocol
designed for wireless sensor networks. It greatly reduces the routing overhead by
maintaining multiple paths to the sink in each route discovery process. With different
data forwarding mechanism, SOMDV-R can forward the data packet according to its
reliability demand. From the simulation result, the packet delivery ratio of SOMDV-R
is better than AODV-R under different channel error rates and reliability demands due
to the multiple paths maintenance. The overhead of SOMDV-R is almost the same
with AOMDYV since the PE value is piggybacked in the original control packet header,
and SOMDV-R does not require any extra type of packet to handle the route

management. Comparing to AODV-R, SOMDV-R has smaller routing overhead and
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thus can prolong the lifetime of the network. The end-to-end mean latency of
SOMDV-R s slightly bigger than AOMDV. In order to provide reliable paths and
increase the packet delivery rate, the extra delay caused by buffering packets is
necessary.

In this thesis, we assume the sensor nodes are static which is impossible in some
applications such as car detection, wild animal observation...etc. In the future, we
will simulate the SOMDV-R under dynamic topology. Link quality is changing all the
time, thus we have to design a link quality report mechanism which is able to estimate
the path in a more accurate way. This mechanism should be considered carefully since
the link quality information would be flooded throughout the network. In the
simulation, we define the Max_Paths for data packet forwarding as two which is a
conservative value for WSNs. This bounded value would influence the packet
delivery ratio when the channel error rate is high. As the channel error rate is high
such as 30%, the cost for delivering packets with high RD would be considerable. The
better solution is to use more multiple paths to deliver the packet which will also
result in more overhead. This is not expected in wireless sensor networks. Deciding a

proper MAX _Paths for WSNs is another issue for future work.
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