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Theoretical analysis of tunnel allocation in survivable

MG-OXC networks

Student: Xiu-Jia Kuo Advisor: Dr. Chien Chen

Institute of Computer Science and Engineering
National Chiao Tung University

Abstract

Multi-granularity Optical Cross-Conneet (MG-OXC) has been proposed to
provide a cost-efficient way to.support the growing demand for bandwidth. In the
MG-OXC networks, consecutive wavelengths are bundled to form a tunnel and then
switched as a single unit. Network resources at the intermediate nodes on the route of
a tunnel, including switching fabrics and” multiplexers, can thus be reduced. We
suggest a 0/1 Integer Linear Programming (ILP) formulation for RWA with tunnel
allocation in MG-OXC networks under tunnel length constraint. The previous
auxiliary graph model is extended to a layered auxiliary graph model to facilitate the
formulation. We compare the performance of different heuristics, including CB-STA,
WTA and PCWTA, to the ILP solution. The simulation results show that PC-WTA and
WTA outperforms CB-STA in all switching type combinations and network
topologies, and they are very close to the optimal value calculated from our ILP
formulation.

We further analyze the impact of tunnel length on blocking rate based on the

hypothesis of fixed tunnel length constraint. This hypothesis occurred in previous



work, but the authors didn’t explain its motivation clearly. A blocking probability
model used Erlang loss formula is provided to estimate the performance of tunnel
allocation with different tunnel length constraint. Based on the analytical results,
which have proved to be very close to the simulation results, obtained from various
kinds of networks, we find that the best performance on the length of a tunnel is
related to the network topology. To put it plainly, the most suitable length of a tunnel
should be the smallest integer greater than the average hop distance or the smallest

integer greater than the average hop distance plus 1.

Then we aim to provide an efficient fault-recovery protection scheme for the
lightpaths. A segment-based protection scheme, called Tunnel Based Segment
Protection (TSP) is proposed to recover the communications interrupted by a fiber cut
in previous work. After tunnel has-been allocated, we suggest another ILP formulation
to solve the static RWA problem with concept of sharing backup capacity. Simulation
results show that the network. performance is ‘improved comparing to adapt a

straightforward path protection scheme:(TPP) for the MG-OXC networks.

Keywords: Multi-granularity Optical Cross-Connect, tunnel, Capacity-Balanced Static
Tunnel Allocation, Weighted Tunnel Allocation, Tunnel-based Segment Protection,

Integer Linear Programming.
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Chapter 1: Introduction

Wavelength-division-multiplexing (WDM) networks have emerged as a method
of providing Terabits-per-second capacity for ever-increasing bandwidth demands.
Such a network is composed of optical cross-connects (OXCs) interconnected by fiber
links, with each fiber supporting tens to hundreds of wavelength channels. End users
in the network communicate with each other via one or several all-optical channels,

i.e., lightpaths, with transmission rate ranging from one to tens of Gigabits per second.

Although increase in number of wavelength channels and fibers between node
pairs may increase the available capacity, this may cause a scalability problem in
maintenance and manufacturing of the ,optical cross-connects (OXCs). An effective
way of handling this problemis to-bundle.a group of consecutive wavelength
channels together and switch them as a single unit'on a specific route to reduce the
required resources of intermediate eross-connects -along the route. The tunnel-like
passage created by the bundled wavelength ‘channels is defined as a waveband/fiber
tunnel. Wavelengths in a tunnel must be switched together except at the two ends of
the tunnel. Nodes that support such multigranularity switching, e.g. wavelength,
waveband and fiber-switching, are termed hierarchical cross-connects or
multigranularity optical cross-connects (MG-OXCs). This thesis examines the tunnel
allocation and protection problems related to the networks that using the node

architecture, MG-OXC.

1.1 Multi-Granularity Optical cross-Connects (MG-OXC)
The network is based on the node architecture [1] shown in Fig. 1. A MG-OXC

mainly comprises fiber-, waveband-, and wavelength-switching boxes and waveband



and wavelength multiplexer/de-multiplexers. The fiber- and waveband-switching
boxes on the left-hand side serve as selectors on the input fibers and wavebands while
the fiber- and waveband-switching boxes on the right-hand side serve as OXCs that
switch fibers and wavebands. In MG-OXC networks, a tunnel is defined as a group of
consecutive wavelength channels that are bundled and switched together as a single
unit, which could be either a fiber or waveband tunnel depending on the size of the
grouped wavelengths. All of the channels in a waveband or fiber tunnel must be
switched together. A tunnel is said to be allocated if link capacity along the route of
the tunnel is dedicated to that tunnel. For an allocated tunnel to be used by lightpaths,
a sufficient number of wavelength-switching ports at the ingress and the egress of the
tunnel have to be further dedicated to that tunnel so that lightpaths can be grouped or
de-grouped at both ends. The number of wavelength-switching ports dedicated to the
tunnel at the two ends of the tunnel.is equal to the.number of the wavelengths that the
tunnel carries. We say that a tunnel is-brought-up if wavelength-switching port at the
both end are dedicated to the allocated-tunnel:-Wavelength-switching ports at the two
ends of the tunnel can be freed when there is no lightpath traversing it. The advantage
of using MG-OXC is the cost reduction in the size of switch fabric. Fig.2 illustrates an

example of the saving.
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Fig. 2. Advantage of MG-OXC

In this thesis, we make the following assumptions. We assume that each
directional link between two nodes consists of F fibers in which F1, F,, and F3 fibers
are assigned as fiber-, waveband-, and wavelength-switching fibers respectively (i.e.
F = F1+ F, + F3). Accordingly, the number of, ports of a node is dependent on its

node degree. That is, for example, for-a-node 'i- with node degreeA,, there are

Fs- A, -|W| wavelength-switching ports:-for that ,node, where W is the set of

wavelengths in a fiber. We also assume.that-each node is equipped with sufficient
wavelength conversion capability in the wavelength-switching layer. Therefore, a
lightpath in the wavelength-switching layer can be converted into any other
wavelength if necessary. However, waveband conversion is not assumed, and
therefore waveband continuity still has to be maintained. We also assume that a tunnel

can only traverse on the shortest path from its ingress node to its egress node.
1.2 Tunnel Allocation and Protection Problem

Although applying MG-OXC can reduce network costs, some problem also arise.
Tunnels complicate the routing and wavelength assignment (RWA) problem and
should be allocated carefully to achieve higher network performance. Additionally,

the protection problem in MG-OXC networks should also be examined, since it has



not been intensively studied. This work investigates problems related to MG-OXC
networks, including the tunnel allocation problem and the protection problem. The

remainder of this thesis is organized as follows.

In chapter 2, we consider the problem of routing and wavelength assignment
(RWA) with tunnel allocation in MG-OXC networks. Given a set of static lightpath
requests, our problem is to (a) allocate a set of fixed-length tunnels (b) find routes
from the source nodes to their respective destination nodes, and (c) assign
wavelengths to theses route. The objective here is to minimize the blocking
probability. Furthermore, we extend our work for the dynamic RWA problem. Given a
historical traffic matrix, the dynamic RWA problem is how to build a set of tunnels
off-line to accommaodate the future dynamic lightpath requests in such a way that the
blocking probability can be minimized. dn-erder to utilize the wavelength ports and
fibers efficiently, each tunnel -established should follow a tunnel length constraint
which could be equal to the average:network hop distance. Based on this criterion, a
novel graph model is proposed [7] in‘which edges are added only for the node pairs

whose hop distance follow the tunnel length constraint to form an auxiliary graph.

We further analyze the impact of tunnel length on blocking rate based on the
hypothesis of fixed tunnel length constraint in chapter 3. This hypothesis occurred
originally in [1], but the authors didn’t explain its motivation clearly. A blocking
probability model used Erlang loss formula is provided to estimate the performance of

tunnel allocation with different tunnel length constraint.

In chapter 4, an efficient fault-recovery protection scheme for the lightpaths was
proposed. A segment-based protection scheme, called Tunnel Based Segment
Protection (TSP) is proposed to recover the communications interrupted by a fiber cut.

Another scheme directly perceived through the senses, called Tunnel based Path



Protection (TPP) is also proposed for comparison. Finally, after the tunnels have been

allocated by TSP or TPP, we issue another ILP formulation for the static RWA

problem.

Chapter 5 concludes the results of our works and suggests some possible future

works.



Chapter 2: Optimal Routing and Wavelength

Assignment with Fixed-length Tunnel Allocation

2.1 Introduction

Wavelength-division-multiplexing (WDM) networks have emerged as a
method of providing Terabits-per-second capacity for ever-increasing bandwidth
demands. Such a network is composed of optical cross-connects (OXCs)
interconnected by fiber links, with each fiber supporting tens to hundreds of
wavelength channels. End users in the network communicate with each other via one
or several all-optical channels, i.e., lightpaths, with transmission rate ranging from

one to tens of Gigabits per second.

Although increase in number. of wavelength” channels and fibers between node
pairs may increase the available capacity, thiS may cause a scalability problem in
maintenance and manufacturing of the optical cross-connects (OXCs). An effective
way of handling this problem is to bundle a group of consecutive wavelength
channels together and switch them as a single unit on a specific route to reduce the
required resources of intermediate cross-connects along the route. The tunnel-like
passage created by the bundled wavelength channels is defined as a waveband/fiber
tunnel. Wavelengths in a tunnel must be switched together except at the two ends of
the tunnel. Nodes that support such multigranularity switching, e.g. wavelength,
waveband and fiber-switching, are termed hierarchical cross-connects or

multigranularity optical cross-connects (MG-OXCs).

The research topics about MG-OXCs can be categorized into (a) being given the

network resources and minimizing the blocking probability of the coming requests,



and (b) the dimension of the network resources when given the set of traffic requests.
In [2], the merits of hierarchical OXC, or MG-OXC, were summarized such as
small-scale modularity, reduced cross-talk, and the reducing of complexity. [3] show
that the number of ports required when grouping of consecutive lightpaths were
applied to the network could be significantly reduced. In [1], a novel switching
architecture, MG-OXC, was proposed to minimize the blocking probability for the
dynamic requests given the limited network resources. In [4], which employs a
two-stage scheme of waveband and wavelength, an integer linear programming (ILP)
formulation and a heuristic are given that aim to minimize the size of optical switch
matrix under the minimum link loading. However, the model suffers from the defect
that only lightpaths with the same destination can be grouped in. In [5], both ILP and
heuristic were given to dimension the needed ports by grouping lightpaths with any
sources and any destinations. Gentinuing with_[5]; [6] further compares Single-Layer
MG-OXCs and Multi-Layer MG-OXCs-under-both/off-line and on-line traffic. In [8],
the authors try to expand the traditional OXCs"for the growing traffic demand by
attaching waveband- and fiber-switching boxes to the traditional OXCs. They
formulate the problem into a constraint programming (CP) and give an ILP-based

heuristics to solve the problem.

This chapter considers the following network design problems. In static RWA
problem it is assumed that set of lightpath requests to be set-up in the network is
known initially. Given the fixed amount of network resources, the objective here is to
minimize the blocking probability for routing and wavelength assignment problem
with fixed-length tunnel constraint. In dynamic RWA problem lightpath requests
between source and destination pairs are set up on demand. Given the fixed amount of

network resources and a historical traffic matrix that the dynamic requests will follow,



the objective is to determine a set of tunnels off-line such that the blocking probability
of the upcoming traffic requests is minimized. The heuristic Capacity-Balanced Static
Tunnel Allocation (CB-STA) [1] has been proposed and it restricts that tunnels are
required to follow a length constraint in order to utilize the wavelength-switching
ports efficiently. CB-STA first estimates the amount of traffic traveling through each
node by routing the historical traffic matrix in the network. Then the nodes with
maximal traffic going out and coming in are selected repeatedly for tunnel allocation.
However, since CB-STA does not consider the tunnel length constraint when picking
such node pairs, only a few of the selected pairs for tunnel allocation comply with the
length constraint. Therefore, a makeup process at last has to be performed to fully

exploit the remaining capacity.

In our prior work [7], we proposed;a.novel-auxiliary graph model that aptly
incorporates the tunnel length censtraint to facilitate solving tunnel allocation problem
in MG-OXC networks. The heuristics Weighted. Tunnel Allocation (WTA) and
Port-Constraint Weighted Tunnel Allocation: (PC-WTA) were proposed based this
auxiliary graph model and were proved through simulation to show that they
outperform CB-STA. In this paper, we extend the auxiliary graph model to a layered
one and based on which an ILP formulation is presented to achieve optimal solution
under the tunnel length constraint. We conduct the simulation that compares the
performance of CB-STA, WTA, PC-WTA, and ILP using small to medium sized
network topologies, since for the large sized network topology, the ILP takes an

intolerable amount of computation time.

The remainder of this paper is organized as follows. In Section 2.2, we describe the
auxiliary graph model [7] for the fixed-length tunnel allocation. In Section 2.3, we

first extend the auxiliary graph model to a layered one and then based on which we



provide our ILP formulation. Section 2.4 shortly describes WTA and PC-WTA, which

are developed based on the auxiliary graph. Section 2.5 shows the simulation results.

2.2 Auxiliary Graph Model

As we mentioned in Section 2.1, we restricted that tunnels allocated in the
MG-OXC networks should follow the tunnel length constraint to efficiently utilize the
network resources. More specifically, if the value of the length constraint is set too
small, the wavelength-switching ports can be used up easily. On the other hand, if it is
set too large, the routing flexibility would be decreased since most of the lightpath
requests are shorter than the tunnels. In our study we set the tunnel length constraint D
to the minimum integer that is larger or equalto the average network hop distance.
Apparently, following the tunnel length constraint, we can see that only the node pairs
with their shortest hop distancezequal to-D could be possibly allocated tunnels. Based
on this criterion, in [7] we proposed an auxiliary'graph model that aptly incorporates
the tunnel length constraint to facilitate solving tunnel allocation problem in
MG-OXC networks. Given the network topology, the auxiliary graph is constructed
by simply adding edges for those node pairs whose shortest hop distance comply with
the tunnel length constraint. Fig. 3 gives an example how the auxiliary graph is
constructed where Fig. 3(a) is the original network topology with average hop
distance equal to 1.53, i.e., D = 2 and Fig. 3(b) is the corresponding auxiliary graph,
where dashed link are inserted representing the tunnels that could be allocated

between the incident nodes.



Fig. 3 An example of auxiliary graph. (a) Network topology with tunnel length constraint D = 2. (b)

Corresponding auxiliary graph.

In the next section, we will extend.the proposed auxHiary graph model to the layered
auxiliary graph model. Based on such-layered-graph; we propose an ILP formulation

to the tunnel allocation problem.

2.3 Layered Auxiliary Graph and ILP Formulation

The given network can be described as follows. G (V, E) represents the network
topology where V is the set of nodes and E is the set of directional links. A directional
link contains F = F; + F, + F3 fibers. A fiber contains |W| wavelengths or |B|
wavebands, where W is the set of wavelengths in a fiber and B is the set of wavebands
in a fiber. Our objective is to satisfy as many lightpath requests specified by a given
traffic matrix A as possible. Our formulation can jointly determine the routing path of
each established lightpath and the set of tunnels that are allocated and brought up. For

the network without wavelength conversion, the wavelength assignment of each

10



lightpath can be extended from our formulation. In the following sections, we first
describe the construction of the corresponding layered auxiliary graph which our

formulation is based on and then give the ILP formulation.

A. Layered Auxiliary Graph

A layered auxiliary graph is denoted by G’ (V’, E’). To avoid confusion, we use
the terms node and link to represent a vertex and an edge, respectively in G (V, E),
and we use the terms vertex and edge to represent a vertex and an edge, respectively

in G” (V°, E’”). The construction of G’ is described as follows. For each node i € V,

B
i

replicates it three times in G’ and denote them asv", v®, and v respectively,

where the superscript L, B, and F indicate, that they are in the wavelength-switching,

waveband-switching, and fiber-switching-layer; respectively. That is, V' = V- U V® U
VE where VP = {vi |i=1~ |V} VE={veli=1~ |V} and V- = {v/|i=1~|V[}. We
refer to waveband-switching layer and fiber switching layer together as the tunnel
layers.

For each node i € V, an additional edge is created to connect between each pair

of the vertices v/ and v,and v/ and v/ in G’. These edges are called inter-layer

edges, meaning that the lightpaths can traverse between tunnels and

wavelength-switching layers. For every link (I, m) € E, there are F3 number of edges
from v/ tov.. These edges correspond to the number of wavelength-switching
fibers from node | to node m. For every node pair (i, j) in G that complies with the

tunnel length constraint, there are Fi-hj number of edges from v to ij and

F2-hij-|B| number of edges from v/ to v? , where hj; is the number of shortest paths

11



in G from node i to node j and B is the set of wavebands in a fiber. Each of these
edges represents a tunnel that could possibly be traversed by the lightpaths. In the
layered auxiliary graph G* (V’°, E’), we refer to all the additional edges in the tunnel
layers as tunnel edges. Obviously, the final construction of the auxiliary graph is a
multigraph graph. Thus, we use a three-tuple notation (v, v, p) to distinguish the
different edges between vertices v, and v, € V’. We denote edges in
wavelength-switching layer, waveband-switching layer, fiber switching layer, and

inter-layer edges as E-, E®, EF and E', respectively. Thatis, E’ =E- UEP UET UE",

Fig. 4 illustrates how a layered auxiliary graph is constructed assuming that F; = F, =
Fs = 1, |B| = 2, and tunnel length constraint D = 2. The colored edges in Fig. 4

represent the potential fiber and waveband tunnels that could be brought up in the
optimization process. There are, for example;four édges from vy to v since there

are two shortest paths, i.e., 2-1=3 and 2-4-3, from node 2 to node 3 (hy3 = 2) and two
wavebands in a fiber (|B| = 2).-The“dashed edges in tunnel layers just show the

physical topology and do not really exist in the graph.

e
|

fiber-gwitching
layer

________ EVB;

/wa‘:eb and-switching
X s

ayer

]

wavelength-switching
layer
@ ONENS ‘

Fig. 4. lllustration of constructing a layered auxiliary graph. A network topology and the corresponding

layered auxiliary graph.
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B. ILP Formulation

The following notations are invariables. R = {(sn, dy) | n = 1... ZAU , Sn, dn € V}

i,jev
represents a set of source-destination pairs requesting lightpath connections.

WS(v;,v;, p) = {w | w e W is the wavelength within the tunnel (vi, vj, p), (Vi, Vj, p) €

EFUE®}. PR m = {(vi, Vi, p) | (Vi, j, p) € E" is a fiber tunnel and its corresponding
physical path passes through link (I, m)}. PBq, m by = {(vi, vj, p) | (vi, vj, p) € EPisa
waveband b tunnel and its corresponding physical path passes through link (I, m)}.
The variables used in the formulation are defined as follows. Notably, they are all

binary variables. f(sp, d,), n =1 ~ |R|, is 1 if a lightpath request (sn, d,), is satisfied,

and 0 otherwise. For each edge (vi, vj, p) € E’, ¢y ,,n=1~|R|, w eWS(v,,v;, p),

Vi,Vj,p?
is 1 if the n-th lightpath request traverses.edge (vi, v, p) in wavelength w, and 0

otherwise. For each tunnel edge (vi, Vj, p) € E" U E®, M, is 1 if the edge is

Vi P

brought up, and O otherwise. The optimization is formulated as a 0/1 ILP shown

below.

Maximize )’ f(s,.,d,) (1)
(sp,dy)eR

Subject to

f(s,.d,) ,ify, =vdLn

ZX:.\\,/VJP - Zxcj”kayp =3-f(s,,d,) ,if v, :\/SLn

V; Vi, p)eE " w ViV, Vi Vi P)EEWEWS (vj v, i (2)
(5 PIELWEMS(0,.p) vy W PIEMEWS (L %eP) g o vise
,for(s,,d,)eRandv; eV"
D X p <1, for(vi, vy, p)e EF UE® UETand w e WS(v;, v}, p) @)
(sn.dn)eR
nw B F
Xvi,vjvp 2I\/Ivi,vjvp’fc’r(Vian’ p)eE UE (4)

WeWS (V; v, P),(Sy 0y )eR
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[W|'Mvi,vj,p2 ZX\Z‘]‘\',Vj’p,for(vi,vj,p)eEBuEF (5)

weWs (v, Vi P)(8n.dn)eR

dM,, ,<F ,for(,meE (6)
ViV, P)ePFy m) '
ZMVi,Vj,psF2 for(I,m)e EandbeB @)

(vi,v§,P)ePB( mb)

W]
[W|X o v;)EEF MvjF Vi P +EX " v;)eEB Mv?,vap
o o (8)

+ z xV”L’ViLPSFg-[\/v-Aj ,for node j eV
(V] Vi p)eE" (5,0, )eR, weW e
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The objective function (1) aims to,satisfy as many lightpath requests as possible.
Equation (2) stipulates the flow conservation constraint for a specific lightpath request.
Equation (3) shows that each wavelength in €ach edge (v, vj, p) € E- U E® U E" can
be used just once. Equation (4) says that a tunnel won’t be brought up if there’s no
lightpath traversing through that tunnel,"'while Equation (5) says that a tunnel must be
brought up if any lightpath traverses it. Equation (6) constrains that the number of
fiber tunnels traversing a link cannot exceed the number of fiber-switching fibers on
that link. Similarly, equation (7) constrains that the number of waveband tunnels of a
waveband b traversing a link cannot exceed the number of waveband-switching fibers
on that link for all b € B. Equation (8) and (9) describe the wavelength-switching port
constraint on the egress side (output port) and ingress side (input port) of an OXC
node, respectively, where A; is the node degree of node j in G. The first term on the
left-hand side of equation (8) summarizes a node’s wavelength-switching output ports
consumed by the fiber tunnels that start from that node. Similarly, the second term

summarizes those consumed by the waveband tunnels. The third term summarized
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those consumed by the lightpath bypassing or starting from that node. The summation
of these three terms cannot exceed the number of wavelength-switching output ports
that the node has. In the same way, equation (9) indicates that the summation of a
node’s wavelength-switching input ports consumed by the fiber tunnels and waveband
tunnels that ending at that node, and the lightpath bypassing or ending at that node
should not exceed the number of wavelength-switching input ports. Fig. 5 illustrates
the wavelength-switching output ports consumed by the ingress of a fiber (Fig. 5(a))

and a waveband tunnel (Fig. 5(b)).
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Fig. 5. llustration for equation (8). (a) Ingress of a fiber tunnel consumes |W| wavelength-switching

ports. (b) Ingress of a waveband tunnel consumes |W/|/|B| wavelength-switching ports.
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2.4 Auxiliary Graph Based Heuristic Algorithms

In this section, we shortly describe the heuristics WAT and PC-WTA [7], which
are based on our auxiliary graph model. In WTA, an auxiliary graph is first
constructed (see Fig. 3). After that, to estimate the load that the edges in the auxiliary
carry, we temporarily route all the traffic demands on the auxiliary graph. Note that
the expected load on the edges connecting the node pairs that comply with the tunnel
length constraint now represent the expected load that would flow on the tunnels
constructed for them. Then we enter the tunnel allocation stage that repeatedly picks
the edge with the maximum expected load and try to allocate a tunnel for it. The
success or failure of allocating a tunnel is determined by whether there is sufficient
link capacity along any of its shortest paths. The heuristic is ended by a makeup
process that tries to utilize any remaining resource that could be allocated tunnels.
However, in this paper, we will-not-perform any makeup process in all heuristics and

ILP in order to have fair comparison.

PC-WTA is basically WTA with a slight difference when allocating tunnels. In
PC-WTA, a tunnel is successfully allocated for a node pair only if the link capacity
along any of its shortest paths and wavelength-switching ports at the ingress and
egress nodes of the tunnel are available. This modification is to prevent allocating too
many non-critical tunnels such that it would consume wavelength-switching ports
efficiently. As expected, the simulation results following will show that PC-WTA
performs better than WTA when the wavelength-switching capability is significantly

fewer than the resources in the fiber-switching and waveband-switching layers.
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Fig. 6. Network topologies adopted in our simulation. (a) 6-node network topology. (b) 10-node

network topology.

2.5 Simulation Results

The set of tunnel determined byiour-heuristics can be applied to both static traffic
and dynamic traffic. For the static traffic, where all the traffic demands are known in
advance, the performance differs as the order in which the requests are routed changes.
After we adopt WTA as the major heuristic that determines the set of tunnels, we use
the following schemes as the routing sequence to compare the simulation results with
the ILP solution. The ILP is solved by LINDO optimizer [19].

* Random : the sequence to route the requests is randomly chosen.

e Shortest Path First : the request with the shortest hop distance on the network
topology from the source to the destination is chosen first to be routed.

* Longest Path First : the request with the longest hop distance on the network

topology from the source to the destination is chosen first to be routed.

We use the 6-node network topology shown in Fig. 6(a) with |W| =4 and |B| = 2.

A set of 50 requests are randomly generated among different node pairs.
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(F1)F(F2)B(F3)L stands for the experiment with F; fibers for fiber-switching, F, fibers
for waveband-switching, and F; fibers for wavelength-switching in each directional
link on the network topology. The results are shown in Table I. The numbers in the
table are the blocking probability of the total requests. We observe that among the
three schemes of routing sequence, Shortest Path First performs best while Longest
Path First has the worst performance. Also, the case of 1F1B1L performs better than

that of 2F1L due to the better switching flexibility.

TABLE |
Comparison Of Different Traffic Routing Sequence Under WTA With The ILP
Solutions.
WTA
ILR
Random | Shortest | Longest
1F1B1L 0.12 0:272 0.176 0.348
2F1L 012 0.280 0.178 0.360

For the dynamic traffic, we compare the performance of ILP, CB-STA, WTA,
and PC-WTA using the small and medium sized network topologies shown in Fig. 6(a)
and (b). We assume that |W| = 4 and |B| = 2. The historical traffic matrix A is
randomly generated. This traffic matrix is used as the input traffic for the ILP process
and the heuristics. Note that the ILP formulation assumes that the traffic is static.
Therefore, we will discard the routing information of each request in ILP solution and
only take the set of tunnels allocated. The obtained set of tunnels is used to
accommodate the dynamic requests. The dynamic traffic is generated with request

arrival rate following a Poisson distribution with rate p. Source and destination of
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each request is determined by the probability A, /ZAH . The request holding time
is determined by an exponential distribution function with rate 1.

Fig. 7 shows the simulation results. Each datum is derived by running 50000
requests. It can be observed that WTA and PC-WTA outperform CB-STA in both
networks. In the 6-node network, PC-WTA outperforms WTA (Fig. 7(a) and (b)) and
in the 10-node network, PC-WTA and WTA even perform almost the same as the ILP
solution (Fig. 7(c) and (d)). Comparing Fig. 7(a) and (b), we also observe that
1F1B1L performs better than 2F1L, and for Fig. 7(c) and (d), though it is not obvious,
1B1L is slightly better than 1F1L. This is legitimate since the more fibers are

dedicated to the fine-grained switching type, the more flexible the routing of the

requests is.
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Fig. 7. Comparison results of CB-STA, WTA,, PC-WTAand ILP under different switching type
combination and network topologies. (a) 1F1B1L , 6-node network. (b) 2F1L, 6-node network. (c)
1F1L, 10-node network. (d) 1B1L, 10=node.network.
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Chapter 3: The Impact of Tunnel Length in MG-OXC

Networks

3.1 Introduction

Wavelength-division-multiplexing (WDM) networks have emerged as a method
of providing Terabits-per-second capacity for ever-increasing bandwidth demands.
Such a network is composed of optical cross-connects (OXCs) interconnected by fiber
links, with each fiber supporting tens to hundreds of wavelength channels. End users
in the network communicate with each other via one or several all-optical channels,
i.e., lightpaths, with the transmission rate ranging from one to tens of Gigabits per
second. Although increasing the number of wavelength channels and fibers between
node pairs may increase the available capacity; this'may cause a scalability problem in
maintenance and manufacturing of the optical cross-connects (OXCs). An effective
way of handling this problem=is to.bundle-a group of consecutive wavelength
channels together and switch them asa single unit on a specific route to reduce the
required resources of intermediate cross-connects along the route. The tunnel-like
passage created by the bundled wavelength channels is defined as a waveband/fiber
tunnel. Wavelengths in a tunnel must be switched together except at the two ends of
the tunnel. Nodes that support such multigranularity switching, e.g. wavelength,
waveband, and fiber-switching, are termed hierarchical cross-connects or
multigranularity optical cross-connects (MG-OXCs) as shown in Fig.l. The
advantage of using MG-OXC is the cost reduction in the size of switch fabric. Fig.2
illustrates an example of the saving. The OXC we used in this example is a simple
two-stage MG-OXC. There is a 2-hop tunnel has allocated between node A and node

C, and its advantage is that there are less wavelength-switching ports consumed in
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Node B as a bundle of lightpaths routed from node A to node C through node B.

Obviously, if the length of a tunnel is longer, it can save even more ports.

Authors [8] claimed intuitively when the tunnel length is too short, although the
short tunnels are flexible and easily utilized by most of the lightpaths, the
wavelength-switching ports are used up easily since the wavelength-switching ports
are required at the ingress and egress nodes of each tunnel. When the tunnel length is
too long, although wavelength-switching ports can be greatly saved, the tunnels may
not be suitable for the requests since most of the lightpath requests are shorter than the
tunnels. However, neither theoretical nor experiment proofs were provided to uphold

this claim.

In this chapter, we first establish approximate analytical models for the optical
networks with multi-granularity optical,cross connect (MG-OXC). We then study the
impact of tunnel length on the blocking rate for MG-OXC optical networks with

arbitrary topology.

An analytical model for WDM networks with dynamic traffic is proposed in [9].
Such a model assumes independent link loads over the network, and uses the Erlang
formula to get the blocking probability in each link. The correlation between two
neighboring links on a lightpath has also been proposed in [10]. An iterative
procedure is proposed to compute those non-linear equations to obtain the
approximate solution. In addition to [9], there is other analytical model for optical
network. In [11], authors propose several blocking probability formulations composed
of different parameters (path length, switch size, and interference length) to

investigate their effect on blocking probability.

We extend those to model the MG-OXC optical network with arbitrary topology.
Based on the analytical results, which have proved to be very close to simulation
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results, obtained from various kinds of network topologies, we find that the best
performance on the length of a tunnel is related to the network topology. To put it
plainly, we prove that the most suitable length of a tunnel should be the smallest
integer greater than the average hop distance as claimed in [8] or the smallest integer

greater than the average hop distance plus 1.

The remainder of this paper is organized as follows. In Section 3.2, we describe
the network and traffic model in detail. In Section 3.3, an analysis model is proposed

to compute blocking probability. Simulation results are shown in Section 3.4.

3.2 Network and Traffic Model

Consider the network that has MG-OXCs as described above. We will make
some assumptions about the network and traffic model:
1. The network includes N nodes and L directional links. Every node is reachable
from the other nodes.

2. Each directional link has F fibers. (F =F+F,+F;, F means the num. of

fiber-switched fibers which are only used for constructing fiber tunnels. F,

means the num. of waveband-switched fibers which are only used for constructing

waveband tunnels. F, means the num. of wavelength-switched fibers). Each

fiber has |W| wavelengths and |B| wavebands.

3. Each node is equipped with a limited number of input/output wavelength-switched
ports (we will use “ingress/egress port” to replace this term later) and fully
wavelength conversion. The initial number of ingress/egress ports in node i is

F, xA; (4, isthe degree of node i).

4. Each traffic request (source/destination pair) has a uniform arrival rate in Poisson
distribution and service rate in exponential distribution with average service rate 1.

The unit of traffic is a wavelength.
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The tunnel allocation process we used here is random allocation since the traffic is
uniformly distributed. When a tunnel is allocated, we will bind sufficient input/output

ports (link capacity) to its two end nodes.

3.3 Analytical Model

Given an offered load, our analysis estimates the blocking probability on a
lightpath with a fixed route in a multigranularity cross-connect WDM network. The
network blocking probability will be the average of blocking probability of each
lightpath request using an iterative procedure. We first consider a link and a node
blocking probabilities respectively. In the case of traditional OXC optical networks, a
lightpath request between a node’pairs will be blocked if there is no wavelength
available on every links of the path. However, in the case of MG-OXC optical
networks, a lightpath request can be blocked-even if a wavelength is available on the
every links of the path. It’s not because of wavelength continuity constraint, since full
wavelength conversion capability is considered here. If there are no ingress ports or
egress ports available on the nodes of the path, a lightpath request can be blocked in
MG-OXC networks as well. When a tunnel is allocated, a sufficient ingress and egress
ports at its two end nodes should be bound to be used by that tunnel. Therefore, unlike
traditional OXC optical networks, in which the availability of wavelength of a link
implies the availability of ingress/egress ports at the two end nodes; the MG-OXC
must take the node blocking probability into the consideration. We summarized the

notations which will be used in the following analysis in Table I1.

TABLE Il. Definition of Notations
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W(i, j) Num. of wavelength in link (i, j)

T.. (1) Num. of ingress ports in node i
T, (1) Num. of egress ports in node i
A(s,d) Traffic load of (s, d) pair which is given

from traffic matrix

A, ]) Approximate traffic load on link (i, j)

ﬂ’n,in (I)

Approximate load for ingress port in node i

. Approximate load for egress port in node i
ﬂ’n,out (I)

B, (i, J) Blocking probability for link (i, j)

Bn,in (I)

Blocking probability for ingress port in node

. Blocking probability for egress port in node i
Bn,out (I)

p, (s, d) Blocking probability of a lightpath from

node:s to node d.

Ps Blocking prabability: of whole network

Let 4 (i, j) be the load request for wavelength on link (i, j), 4,,,(i) be the load

n,in
requests for ingress ports in node i, and 4, (i) be load request for egress ports in

egress node i. Then, we use the famous Erlang loss formula to compute the blocking

probability on each node and link as follows

P
B,(i, ) = ECA G, WG, ) =% (10)
2
ﬂ’n,in (i)Tm(i)
By (i) = E(y 1) Ty 1)) = 20 (11)

in(i)gmn (i)k
1

2k

k=0
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ﬂ’n,out (i)Tom(i)
By 000) = E 0, Toa ) = 22 5 12)
Y

Here, B, (i, j), B,;,(1),and B, (i) represent the blocking probability on link (i,

n,out

J), and ingress and egress ports of node i respectively. After tunnels are allocated, the
network would add extra logical links to represent the fiber/waveband tunnels.
W(i, j) represents the capacity (number of wavelength) of the link (i, j). T (i), and
T, (1) represent the residual input/output ports on node i. We define that a lightpath
could be set up successfully only if each link and node of its route has available
wavelengths and input/output ports. Then we use the above formulation to model the
blocking probability of a specific dightpath(s;, d) route from source node s and

destination nodes d.
pp(s,d)=1-  [T@-B(i, D)@ +B )8, ) x 1~ B,;, (1) -G, i)
(i.j)epath(s.d) (13)
Here path(s, d) is a set of links which on the route of lightpath (s, d). o(, j) is
zero if link(i, j) is a tunnel link and is one otherwise. As a lightpath passing through
a tunnel link, it is never blocked due to lack of ports in this link because we have
already bound enough ports to the tunnel. As for other wavelength switch links, we
must make sure there are enough ports at both ends of the link and one available
wavelength on the link. Generally speaking, the term after pi means the probability

that all links of the lightpath have enough ports and wavelengths. We then let one be

subtracted from this probability; it becomes the blocking probability of the lightpath.

Because we don’t know the actual load on each link and node, the general

method is to use a historical traffic matrix to deduce the approximate load. It has
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shown in [12] that a good approximation to compute the load on each link.

A D= TR A T D (14)

Here A(s,d) is the load of (s, d) pair obtained from historical traffic matrix

and P is the link-path incidence matrix defined as
5 _ 1, linki e path(s,d)
"I 10, otherwise
The term Y P A(s,d)(1- p,(s,d)) represents the load carried by link (i, ),
s,d

and it is smaller than the offered load by factor 1-B,(i) (due to blocking which

occurs when a request arrives finding no available wavelengths on link (i, j)).

Similarly, we can estimate the load on each input/output port of node j.

Tu(D) = 220, e ) gb" e (15)
han) =T A2 (16)

Finally, the average blocking probability in the network is

D py(s,d)A(s,d)
TS e

(17)

In order to solve this set of nonlinear equations and find the system blocking

probability, we use the following iterative procedure. We define A'(i, j), A7, (i),
Moo 1), B(1, ), Briw(), Bio, (i), pp(s,d),and P as the values obtained for
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AW 1), An@), Ay ,B G, J), B (), B (), py(s,d),and P, at the end
of the nth iteration. We start with some initial values for BP(i, j), B, (i), B, (),

po(s,d),and P2 be 0. We then apply the following iterative procedure.

1. letn=1

2. Calculate 4'(i, j), A7;,(i),and A, (i) by using equations (14), (15), and (16)

n,in

respectively.

3. CalculateB, (i, j), B,,(i),and B, (i) by using equations (10), (11), and (12)

n,in n,ou

respectively.
4. Calculate p,(s,d) by using equation (13).

5. Calculate P, by using equation (17).

6. If the difference between PJand:Pitis-smaller than a threshold value, stop.

Otherwise, set n = n+1 and go Step2

There is something that needs to be noticed. The above iterative procedure may
not converge to the solution. Other numerical methods like Newton’s method [13] can
guarantee the convergence to the unique solution. However, the procedure we used

here is much simpler, and it converges to the solution in most cases.

3.4 Numerical Results

Given a network topology and a traffic matrix, we first allocate the tunnel

randomly. The following is our random tunnel allocation procedure.
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Stepl. Choose a node pair and decide which kind of tunnel (fiber or waveband)
randomly according to a probability. The probability is the ratio of the number
of waveband tunnels to number of fiber tunnels which should be equal to

number of wavebands in a fiber time number of waveband fibers divided by

the number of fiber tunnel fibers (F, *|B|/ F,).

Step2. If the physical hop distance between a node pair matches the tunnel length

constraint then go to step3. Otherwise return to stepl

Step3. Check the residual input/output ports which need to be bound within tunnel are
enough. If there are not enough ports to this tunnel, then discard it and return

to stepl.

We use the above procedure to allocate tunnels one by one until the number of
continuous failures reaches ja threshold.”. In "order to prevent wasting the
fiber/waveband tunnel fibers, we set the threshold to 500. At the end of the tunnel
allocation procedure, we may allocate multiple tunnels between a node pair. For
computation simplicity, multiple tunnels with the same kind of capacity will be
bundled together between a node pair. For fixed routing, the cost of every link is 1.
When the tunnel has allocated off-line and input/output ports have bound to each
tunnel, we obtain the numerical results using the blocking probability model described
in section I and simulation with dynamic traffic respectively. We apply the
following four network topologies shown in Fig. 6(a), (b), (c), and (d) with |W| = 40
and |B| = 4. 1F2B2L stands for the networks with one fiber for fiber-switching, two
fibers for waveband-switching, and two fibers for wavelength-switching in each

bidirectional link on a network topology.
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(a) D=2.05

(b) D=2.38

(c) D=2.42
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(d) D=2.67
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Fig. 8. Network topologies adopted in*our-simulation. D:means the average hop distance.

Fig. 9(a), (b), (c), (d), (e), and (f)-show the numerical results for network
topologies in Fig. 8(a), (b), (c), (d), (e) and (f) respectively. The solid lines represent
the simulation results with dynamic traffic. Each datum is derived by running 10000
requests. The dotted lines represent the analysis results of section III. In Fig. 9(a) and
(b), we observe that the case of fixed 3-hop tunnel length achieves the best
performance with the topology of average hop distance equal to 2.05 and 2.38
respectively; even though the performance of fixed 4-hop tunnel length is close to the
performance of fixed 3-hop tunnel length in Fig.9(b). In Fig. 9(c), (d), and (e)
similarly, we could find the case of fixed 4-hop tunnel length achieves the best
performance with topology of average hop distance equal to 2.42, 2.67, and 2.74

respectively. In Fig. 9 (f), we could find the case of fixed 5-hop tunnel length achieves
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the best performance with topology of average hop distance equal to 3.57. We
conclude preliminarily that when the average hop distance of a network topology is
closer to next integer (e.g. Fig. 8 (c), (d), (e), and (f)), its tunnel length constraint
should be set to the smallest integer greater than the average hop distance plus 1.
However, when the average hop distance of a network topology is far from next
integer (e.g. Fig. 8 (a) or (b)), the smallest integer greater than the average hop

distance may achieve better performance as claimed in [8].
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Fig. 9. Blocking probability of network topologies in Fig.8. (a), (b), (c), (d), (e) and (f) with different

tunnel length constraint.
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Chapter 4: Tunnel-based Protection Schemes in
MG-OXC Networks

4.1 Introduction

The principal idea of MG-OXC networks is to bundle a group of consecutive
wavelength channels together and switch them as a single unit on their common
sub-path so that the required ports of intermediate cross-connects along the route can
be reduced. The bundled channels form the so-called waveband or fiber tunnels in
which lightpaths can not be wavelength-switched except at the ends of the tunnels. In
this chapter, we aim to provide an efficient fault-recovery protection scheme for the

lightpaths in the MG-OXC networks.

In this chapter, we are required to provide protection scheme against a single link
failure in the MG-OXC networks. The.objective of the protection schemes is to
minimize the blocking probability under the constraint that for each request, a
working path and protection path must be found simultaneously to guarantee 100%
survivability. Since the protection problem has only been considered rarely in the
networks with MG-OXC, the mass MG-OXC deployment is at the risk of huge data
losses once a link failure occurs. This work thus aims to provide an efficient
protection scheme for MG-OXC networks. The protection problem in MG-OXC
networks can be divided into two phases, off-line tunnel allocation and finding

link-disjoint lightpaths for each incoming request.

Basically, protection schemes can be classified into path protection, link
protection, and the compromise of the previous two, segment protection. The
protection schemes can be further categorized into shared protection and dedicated

protection. In dedicated protection, different backup paths do not share any link in the
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same wavelength plane. To share the backup resources, the constraint is that two
backup paths cannot share wavelengths on the links if their corresponding working
paths have common links. Obviously, shared protection utilizes bandwidth more
efficiently than dedicated protection. Nevertheless, it is at the expense of recovery
time because in shared protection, cross-connects can not be pre-configured to save

the reconfiguration time [14].

The protection problem in MG-OXC networks has only been considered in [15],
[16] and [17] in the best of our knowledge. The authors of [15] propose a graph-based
heuristic that tries to minimize the total number of switch ports in the network, given
a set of static connection requests. Our study differs from [15] because we assume
that the network resource is already given and the node architecture is the multi-layer
MG-OXC proposed in [1] instead of the.single-layer MG-OXC. The [16] formulate
an ILP to descript the protection problem and a heuristic called waveband/wavelength
protection tree (WP-tree) for routing problem. In [17], the authors propose two
heuristics PBABL and MPABWL to :solve the protection problem in two-layered
MG-OXC (waveband and wavelength). The PBABL try to protect the waveband-path
by another waveband-path and the MPABWL’s working waveband-path could be
protected by a wavelength-path. The authors allocate a tunnel to a lightpath request
without clear length constraint. It may bring the low tunnel utilization and waste of
resource because only few lightpath to use it. Besides, the above they all don’t take
port constraint into consideration. The object of MG-OXC is to reduce the complexity
of traditional OXC. In other words, the port saving is also an important issue. Hence,
some link with available wavelength may not work because its two end nodes don’t

have free wavelength-switched ports.

In [18], the authors define three kinds of scenario none, complete, and partial
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information to deal with the sharing of backup capacity. None information scenario
assume that the network only know the residual (available) wavelength on each link.
In this case, the sharing concept is almost can’t be achieved. The complete
information scenario assumes that it knows the routes for the working paths and
backup paths of all the connections currently in progress. Base on the complete
information, the manner can easily choose sharing links for a part of backup path.
However, the amount of information needed for the complete information model is
too large. Finally, sharing with partial information (SPI) assumes the manager knows
the working and backup capacity on each link, but don’t know the utilized wavelength
belong to which request. We choose the sharing with complete information (SCI)

scheme to implement in this thesis for convenience.

Basically, the protection scheme insclassical-optical network has been almost
thorough studied. The authors of [19] proposed a matrix-based model (SSR) to solve
the spare capacity allocation (S€A) problem: In the SCA problem, the working paths
are given. The backup paths need to be found to protect their working paths. The
spare capacity reserved by these backup paths are shared in order to minimize the
total cost of the spare capacity. In [20], the authors examine the protection time and
restoration time based on path and link protection scheme. They also formulate a
model for protection switching times for the different protection schemes based on a
fully distributed control network. Their conclusion is, path protection provides
significant capacity savings over link protection, and shared protection provides
significant savings over dedicated protection; while on the other hand, path protection
is more susceptible to multiple link failures than link protection, and shared protection
is more susceptible to multiple link failures than dedicated protection. In thesis, we

used a segment protection scheme which combined the advantage the path and link
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protection. In [21], the authors proposed a heuristic to avoid the trap problem. That is,
the most heuristics (APF, KSP based) may make some mistakes so that they can’t find
a pair of link-disjoint paths for someone request. But the pair of paths for the request
is actually existed. In this thesis, we use a mixed integer linear programming (MILP)

to find out each pair of paths for request, and the trap problem would not occur.

This chapter is organized as follows: section 4.2 describes our protection
schemes TPP and TSP in MG-OXC networks. The problem of finding a pair of
working and backup paths is discussed in section 4.3. Section 4.4 is the simulation

design and its result.

4.2 Protection Schemes In MG-OXC Networks

Intuitively, the protection preblem inMG=OXE networks can be divided into two
phases: 1) off-line tunnel allocation and 2)-finding Jink-disjoint lightpaths for each
incoming request. A straightforward:'solution-is to.-allocate tunnels off-line without
protection consideration and then find two. link-disjoint lightpaths from source to
destination for each incoming request as our future work in [7]. We call this scheme
Tunnel Based Path Protection (TPP). Although TPP provides a protection solution for
the networks with MG-OXC, the lack of protection consideration in the first phase
complicates the finding of link-disjoint lightpaths since two tunnels sharing any
common link can not be utilized by a working path and its backup path. Therefore, we
propose another scheme called Tunnel Based Segment Protection (TSP). In TSP, a
working tunnel is always allocated followed by the allocation of a backup tunnel.
Consequently, MG-OXC network protection problem can be formed into one kind of

segment protection problem.
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A. Tunnel Based Path Protection (TPP)

It should be noted that while allocating tunnels, we only take tunnels that comply
with length constraint into account [1]. The length constraint forces all tunnels to have
equal length to simplify tunnel allocation. If the value of the length constraint is set
too small, the wavelength-switching ports can be used up easily. On the other hand, if
it is set too large, the routing flexibility would be decreased since most of the
lightpath requests are shorter than the tunnels. In our study we set the tunnel length

constraint to the average hop distance.

Fig. 10. (a) The original network topology with average hop distance equal to two. (b) The

corresponding auxiliary graph.

O ®
o lB)

Fig. 11. An example of TPP.
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We first transform the physical network topology into an auxiliary graph by
adding edges, which we term as potential tunnel edges, between nodes whose shortest
hop length follows the length constraint. Fig. 10 demonstrates the construction of the
auxiliary graph. After the auxiliary graph is constructed, the historical traffic matrix is
temporarily routed on the auxiliary graph with the assumption that the load between
each node pair will be equally distributed on all its shortest paths. After finish the
routing of all traffics, the total load, or weight, on each potential tunnel edge by this
time is just the estimated load between the nodes incident to that edge, and the larger
the value the higher priority it gets to be allocated as a tunnel. We then pick up the
potential edge with the largest weight, allocate a tunnel for it and decrease its weight
for a fixed amount of value. This process is repeated until all the weight of the

potential edges are less than or equal to zero. Details of this process can be found in
[71.

After the tunnels are allocated on the network, we can start to serve the incoming
requests. For each request, both working path and protection path should be found or

the request should be blocked. For example, in Fig. 11, two link-disjoint paths are

found for request (S, D).

Note that two tunnels for different node pairs on the logical topology may
actually traverse the same link on the physical topology, which may cause both
tunnels disconnected simultaneously if fiber link failure occurs on that common link.
In Fig. 12(a), the two tunnels, A-E and B-F may be used for the working and
protection path of a request. But in Fig. 12(b), these two tunnels traverse the same link
C-D and may fail simultaneously if a fiber cut occurs on link C-D. Thus, in
hierarchical cross-connect network, we must make sure that working and protection

paths for a request is physically link-disjoint.
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B. Tunnel Based Segment Protection (TSP)

TSP operates similarly to TPP except that whenever allocating a tunnel for a
node pair, a backup tunnel should also be allocated. Consequently, a working path for
a request can be segmented according to the switching types along its route. Since the
segments in the tunnel layer are already protected by their backup tunnels, only those
segments in the wavelength-switching layer need to be further protected. Fig. 13 gives
a layered view of this concept. A working path from node A to node F (A-B-D-F),
shown as the red solid line, is divided into A-B-D and D-E, where segment A-B-D is
protected in the tunnel-switching layer by backup tunnel A-C-E-D and segment D-E is

protected in the wavelength-switching layer by backup lightpath D-E-F.

We deduce that TSP provides better performance than TPP (in terms of blocking
probability) for three reasons. Fhe first _comes-from the intrinsic superiority of
resource sharing efficiency in segment protection than in path protection. Second, the
conflict of working and protection pathwould not occur as described in Fig.12,
because we can control the allocation of backup tunnel. The corresponding backup
tunnel must be physical link-disjoint with its working tunnel. Final, a backup tunnel in
TSP can use the same wavelength-switching ports, which is the critical resource in
MG-OXC networks, with its working tunnel. Once a link failure occurs and results in
breakdown of a working tunnel, we only have to reconfigure the fiber- or
waveband-switching boxes on the backup path while leaving the
wavelength-switching ports at the two ends of the tunnel unchanged. Fig. 14 shows
the port sharing on the ingress side of a working fiber tunnel and its backup tunnel. In
contrast to TSP, there is no sharing of wavelength-switching ports between tunnels in

TPP, thus a lightpath request may require more wavelength-switching ports.
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4.3 Mathematical Programming

After the tunnels has been allocated off-line in the network. Now we want
to find a pair of link-disjoint lightpaths for each incoming request. The most popular
issue on finding the backup path is the sharing concept. That is, several backup paths
can utilize the same fiber link with the same wavelength plane as long as their

corresponding working paths are disjointed.

In this section, we formulate the static routing problem in MG-OXC model. This
problem can be described more clearly as follows: Given a traffic matrix and a direct
auxiliary graph. The auxiliary graph includes wavelength-switching layer edges and
some tunnel layer edges. The term wavelength-switching layer edge and tunnel layer
edge are simplified to wavelength edge and tunnel edge in the following paragraph.
The added tunnel edges are decided by T:PP-or-T'SP: The objective here is to satisfy as
many as possible connection requests in the traffic matrix. Each request has to find a
pair of working and backup path fram the:-source node to the destination node. The
wavelength in each link may be occupied to form a part of working or backup path.

We assume the network have full wavelength conversion.

There is something need to be noticed. Since a tunnel physically includes several
wavelength edges. Some tunnel edges in auxiliary graph look like separated, but they
may have some common edges on wavelength switching layer. That is, some
separated edges may failure at the same time. Hence, we quote the share risk link
group (SRLG) concept to solve this problem. The original definition of SRLG is a
group of network links that shared a common resource whose failure will cause the
failure of all the links of the group. In this chapter, we only take some tunnels which

include the same link to form a SRLG group such as tunnel AE and BF in fig.11.
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A. TPP Based Formulation

Base on TPP tunnel allocation, we want to find a pair of SRLG-disjoint path for
each connection request. Let N, E be the set of nodes and edges. E', E“ be the set

of tunnel edges and wavelength edges. E=E" UE" . request is the set of requests.

e

i 1s one if the working path of n-th lightpath request passes through link ij, and zero

otherwise. y; is one if the backup path of n-th lightpath request passes through link

ij, and zero otherwise. The set g(i,j) includes all links that may shared a common

physical link. S;"" is one if the working path and backup path of n-th lightpath

request travel link ij and link uv respectively and zero otherwise. The variable x,

y; and S;"" are 0/1 variable. S;' and“S§™‘are positive integer. S;* means the
backup capacity on link uv because a SRLG'g.broken. S is the backup capacity on

link uv. The following is our farmulation for static RWA problem, and the objective

function is to find as many successful working and backup path for each request as

possible.
max Y f(s,,d,) (18)
0 if j#s,.d
2% = 2 X == T(s,.d,) if j=5, Vj e N, n e request (19)
' “ f(s,.d,) if j=d,
0 if j#s,.d
Dyi =Dy =4-f(s,,d,) if j=s, VjeN,nerequest (20)
i “ f(s,,d) if j=d,
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The equation (18) is the objective function. We want to find as many successful
working and backup path for each request as possible. Equation (19) and (20) are the
flow constraint for working and backup path. The equation (21) is the SRLG
constraint. If link ij is a part of working path, the links which belong to the same

SRLG can’t be the part of backup path for someone lightpath request. The objective

of equation (22) is to confirm the variable S;*" is one if the working path and

backup path of n-th lightpath request travel link ij and link uv respectively and zero
otherwise. The equation (23) computes the demand of backup capacity on link uv if
someone SRLG g broken together. The backup capacity on link uv can be shared by
different SRLG g, so we only to choose a large enough number as the backup capacity

on link uv. Then, the backup capacity on link uv must greater than the maximum
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demand of all groups. These are described in equation (24). After tunnel allocation,
the capacity of every links (tunnel link and wavelength link) and input/output ports on
every node are all assigned. Constraint (25), (26) and (27) show the resource

constraint.

B. TSP Based Formulation

Base on TSP tunnel allocation, the working tunnel and its corresponding backup
tunnel have already been allocated. Hence, we don’t leave the backup tunnel edges
occurred in the auxiliary graph. For a lightpath request, if its working path passed
through a working tunnel, the corresponding backup tunnel should be traveled
naturally by its backup path. Then, we only need to find a pair of link-disjoint paths
on the wavelength layer. Each pair of working.and backup tunnel should be already
SRLG-disjoint in TSP scheme. These following constraints only have a little different
with the TPP one. Equation (27) constraint the working path and backup path must be
link disjoint in wavelength switching layer. Equation (28) restricts the backup path to
go through the same working tunnel edges to replace backup tunnel. Other’s

constraints are the same with the TPP one.

max > f(s,.d,) (24)

0 if j#s,.d,

DX = X =1-f(s,,d,) if j=s, Vj e N, n e request (25)
‘ “ f(s,,d ) if j=d,

0 if j=s,.d

Zyij”.—Zy;'kz —f(s,,d ) if j=s, VjeN,nerequest (26)
' “ f(s,,d ) if j=d,
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4.4 Simulation Results

(27)

(28)

(29)

(30)

(31)

(32)

(33)

(34)

We evaluate the performance of TPP and TSP via simulation using a 6-node and

16-node topology (Figl5 (a) and (b)). Because the high complexity of ILP

formulation, we only use the 6-node topology to examine. The simulation

environment is 1F1L and W=4. For the static traffic, Fig. 16 shows the simulation
result. The horizontal axle is the number of request, and the vertical axle is the
blocking probability. The TSP always outperforms TPP in all cases. And the ILP

always outperforms the heuristic which follows the Dijkstra’s algorithm.
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(a)

(b)

Fig. 15 Network topologies adopted in this simulation. (a) 6-node network topology. (b) 16-node

network topology.
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Fig. 16 the blocking rate among different protection schemes
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Chapter 5: Conclusions

The problem of RWA with tunnel allocation in the MG-OXC networks is
considered by us first. We propose an ILP formulation that gives the optimal solution
for the static traffic under the tunnel length constraint. We extend the auxiliary graph
model from our previous work to the layered auxiliary graph model to facilitate our
ILP formulation. This allows us to consider the RWA and fix-length tunnel allocation
sub-problems simultaneously in order to exploit optimal solution. We conduct the
simulation experiments to compare the performance between different heuristics and
the ILP solution. We first determine a set of fix-length tunnels using WTA, which are
based on the auxiliary graph model [7]. Then we adapt one of the routing sequence
schemes to route the static traffic over the tunnels. The simulation results show that
WTA with the Shortest Path First scheme reaches nearest to the optimal solution. For
the dynamic traffic, the results-show 'that"WTA and PC-WTA outperform CB-STA
significantly. In the 10-node netwerk topoloegy, the performance of WTA and
PC-WTA is even compatible with optimal solution. We also observed that PC-WTA
outperforms WTA when the number of wavelength-switching ports is small. In
MG-OXC networks wavelength-switching ports are critical resources and PC-WTA

utilizes the wavelength-switching ports more efficiently.

In chapter 3, we arrive at a preliminary conclusion that the tunnel length
constraint is important in terms of blocking performance when we allocate tunnels in
MG-OXC optical network. If the length of a tunnel is too long, it consumes more
fiber/waveband link recourses, which means fewer tunnels can be established later.
On the contrary, if the length of a tunnel is too short, even more tunnels can be
established later; since more wavelength switching ports would be consumed with

more tunnels, it results that less ports are available on the routing in the future.
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Therefore, the tunnel length is a tradeoff between fiber links and switching ports. In
this paper, we use both analysis and simulation results to prove that. The numerical
results tell us preliminarily that the most suitable length of a tunnel should be the
smallest integer greater than the average hop distance as claimed in [2] or the smallest
integer greater than the average hop distance plus 1 which depends on that the average
hop distance is far from or close to the smallest integer greater than the average hop
distance. However, in order to obtain a more general conclusion, we will compare
more numerical results for different network topologies especially for networks with

larger average hop distance in the future.

In chpapter 4, we investigate the protection schemes for the single link failure in
the MG-OXC networks. Path protection based scheme TPP provide a straightforward
resolution. However, the absence.of taking.pretection requirement into consideration
when allocating tunnels propels us to provide another scheme, TSP, to improve the
performance of TPP. In TSP, a_backup tunnel is'always allocated with a working
tunnel. Hence, the working path of‘a‘lightpath request can be naturally segmented
according to the switching types along its route, with each segment protected in its
corresponding layer. In addition to the intrinsic superiority of resource sharing in
segment protection than in path protection, TSP also utilizes less
wavelength-switching ports for a lightpath request. Simulations are conducted to
compare the performance of TPP and TSP. The results show that TSP outperforms
TPP in terms of blocking probability, due to the better sharing efficiency of TSP in

link capacity and wavelength-switching ports.

Despite the advances in wireless physical-layer technologies, interference is still
the main factor of the decreasing in wireless network bandwidth. However, when

multiple channels are available, equipping each mesh node with multiple NICs allows
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the network to use different radio channels simultaneously. Then the available

bandwidth can be increased because of the decreasing of interference.
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