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無線網狀網路的群播路由與頻道配置 

 

研究生 : 周家聖        指導教授: 陳  健 

 

 

國 立 交 通 大 學 資 訊 科 學 與 工 程 系 

 

中文中文中文中文摘要摘要摘要摘要    

 

 無線網狀網路的興起，為最後一哩(last-mile)寬頻網際網路存取服務與技

術，提供了一種新的選擇。因此，近年來有許多的研究人員紛紛發表在無線網狀

網路上面的應用及相關研究。在這篇文章中，在無線網狀網路上，我們將研究如

何利用無線廣播優勢(wireless broadcast advantage)，令已知的多個群播需求

(multicast requests)彼此之間的傳輸所受的干擾最小，並且讓網路所能承受的

群播需求流量最大。在文章的前半，將會描述我們所使用的網路架構，並且對於

在與多頻道(multi-channel)多介面(multi-interface)的無線網狀網路環境，提

出針對前述目標的整數線性規劃(Integer Linear Programming，ILP)以求得其

最佳解。在文章的後半，我們提出針對無線廣播優勢的特性所設計的探索式演算

法(heuristic algorithm)。分成兩個階段，分別是估算預計負載階段(Compute 

Expected Load Phase)，頻道配置階段(Channel Assignment Phase)。最後並結

合其它的路由演算法。在文末，我們利用模擬來驗證，無線廣播優勢搭配我們所

提出的探索式演算法，的確可以有效的降低各個傳輸彼此之間的干擾，增進網路

所能承受的群播需求流量。 

 

關鍵字：無線網狀網路、無線廣播優勢、整數線性規劃、探索式頻道配置。 
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Abstract 

 

 Wireless mesh networks have in recent years provided an alternative technology 

for last-mile broadband Internet access service. They have attracted much research 

attention and have numerous potential applications. This investigation studies the 

problem of multicast routing and channel assignment in multi-channel and 

multi-interface wireless mesh networks. Wireless broadcast advantage is applied to 

reduce the interference and improve the traffic throughput in such networks. First, the 

employed network model is described, and then the proposed integer linear 

programming (ILP) formulation is introduced to achieve this objective. Next, a 

heuristic channel assignment algorithm with the property of wireless broadcast 

advantage is presented. It is composed of two phases - computation of the expected 

load and channel assignment. Then, Ruiz’s routing algorithm and the proposed 

channel assignment algorithm are integrated as a heuristic algorithm. Finally, 

simulation results reveal that the heuristic algorithm with wireless broadcast 

advantage can reduce interference and increase traffic throughput in a multi-hop and 

multi-interface wireless mesh network. 
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Chapter 1: Introduction 

 

Wireless mesh networks (WMNs) have in recent years provided an alternative 

technology for last-mile broadband Internet access service. They have attracted much 

research interest because of their numerous potential applications. Some of these 

applications, such as video-on-demand, video-conferencing, preferably involve 

multicasting. The limited capacity and the effect of interference in WMNs, the large 

number of users and the development of real-time multimedia applications, have all 

led to the need to improve network throughput. This work studies the problem of 

multicast routing and channel assignment using wireless broadcast advantage in 

multi-hop and multi-channel wireless networks. 

In recent years, wireless equipment has been extensively applied in local area 

networks (LANs) and is becoming increasingly popular because of its lower cost. 

Despite considerable advances in physical layer technologies, wireless LANs today 

still do not offer the same sustained bandwidth as wired LANs. As a result of the 

MAC contention, 802.11 schemes, protocol overheads and other issues, the actual 

bandwidth that is available to applications is almost halved even when the peak data 

rate of 802.11 a/g is 54Mbps. This problem is worsened for multi-hop ad hoc 

networks by interference from neighbor nodes and links. Fortunately, the IEEE 

802.11a/b/g and 802.16 standards provide multiple non-overlapping (orthogonal) 

channels. They allow various simultaneous transmissions only if different orthogonal 

channels are used. Even though 802.11a/b/g standards provide this possibility, most 

ad hoc network implementations involve only a single frequency channel, wasting the 

rest of the spectrum. 

Wireless mesh networks are being developed as an alternative technology for 

last-mile broadband Internet access service. WMNs comprise two types of node - 
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mesh routers and mesh clients, as displayed in Fig. 1. The mesh router in the WMN 

functions not only as a host but also as a wireless router, forwarding packets for the 

node pairs that cannot communicate directly with each other. A WMN is conceptually 

similar to a mobile ad hoc network, but with several differences. The main 

characteristics of WMNs and the differences between WMNs and ad hoc networks are 

summarized as follows. 

(1) Mesh routers are typically stationary but mesh clients can be stationary or 

mobile nodes. Accordingly, topological changes are infrequent. 

(2) Mesh routers are generally equipped with multiple NICs, which are 

assigned to different orthogonal channels. Therefore, mesh routers can send 

multiple data simultaneously, enormously increasing the bandwidth of the 

whole network. 

(3) Traffic in WMNs is normally aggregated from a large number of flows and 

does not change very often. Accordingly, routes and channels can be 

assigned according to the traffic profile. 

(4) Channels can be assigned to NICs by a static or dynamic method. In the 

static mode, each communication link is bound to a channel and this 

assignment does not vary over time. In the dynamic mode, the assignment 

of each link can vary with the network situation. 
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Figure 1: An example of wireless mesh network that consists of several mesh routers 

and mesh clients. 

 

 Multicasting is a technique that routes data from a set of source nodes to a set of 

destination nodes, in a way that minimizes the overall utilization of network resources. 

In the 80s, Deering et al. [1] investigated the efficient distribution of traffic from a set 

of senders to a set of receivers in a datagram network problem. Thereafter, many 

routing protocols were proposed in wired networks [2], such as MBONE [3], MOSPF 

[4], PIM [5], core-based, trees [6], and shared tree technologies [7, 8], among others. 

However, the use of protocols in ad hoc networks has not been discussed as they do 

not take into account mobility. For a wireless mesh network, these protocols may be 

solutions but they do not take advantage of the wireless property, broadcast. Wireless 

broadcast advantage the use of broadcast transmission rather than unicast 

transmission to send one datum to multiple receivers at one time. In Fig. 2, a source is 

to send one datum to its three neighbors, and only one channel is available. The left of 

the figure reveals that three transmissions are required when unicast is used, but the 

right of the figure reveals that only one transmission is required when broadcast is 

used. 
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Figure 2: An example illustrates that a source sends data to its neighbors with and 

without wireless broadcast advantage. 

 

 The channel assignment problem of WMN is an NP-hard optimization problem 

[9]; therefore, routing and channel assignment is also NP-hard. For static and dynamic 

traffic, the channel assignment can be static or dynamic. More specifically, in static 

channel assignment, each link employs the channel that is assigned at the beginning of 

the operation of the network. However, dynamic channel assignment may change the 

link’s channel at any time. In this (work OR study OR investigation), for simplicity, 

only static channel assignment is considered. First, two ILPs are proposed to solve the 

routing and channel assignment problem for single-channel and multi-channel 

wireless mesh networks, respectively. Next, the problem is divided into two 

sub-problems – the routing sub-problem and the channel assignment sub-problem and 

a heuristic algorithm is developed to solve these two sub-problems. 

The rest of this article is organized as follows. Section 2 reviews related work on 

multi-channel WMNs and the presented network model. Section 3 presents the 

statement of the problem and the two proposed ILPs. Section 4 proposes a heuristic 

algorithm and describes the strategies of the routing phase and the channel assignment 

phase. Section 5 explains the simulation results. Section 6 draws conclusions. 
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Chapter 2: Related Work 

 

 In this chapter, we survey several previous studies in WMNs. Chapter 2.1 briefly 

describes the main ideas of a routing algorithm proposed by Pedro M. Ruiz and 

Antonio F. Gómez-Skarmeta [10], and some of previous studies of channel 

assignment in WMNs. Chapter 2.2 defines the network model and interference model 

used in this thesis. 

 

2.1: Some of the Previous Studies 

 

 In this section, we review some of previous routing and channel assignment 

studies in WMNs. 

 

2.1.1: Minimal Number of Transmissions Multicast Tree 

 

 The problem of computing minimal-cost multicast trees in multi-hop wireless 

mesh networks has been studied elsewhere [10]. The problem of finding a 

minimum-multicast tree is well-known to be NP-complete, as proven by Karp [11]. 

Some heuristic algorithms exist for computing minimal-cost multicast trees, such as 

the MST algorithm [12, 13] and others. The authors of one work [10] claimed that the 

Steiner tree is not generally the minimal-cost multicast tree in wireless mesh networks 

and illustrated their claim with an example. The critical point is that the Steiner tree 

does not take wireless broadcast advantage into account. The authors considered that 

the cost function, the minimal edge cost, used in preceding works is not relevant in 

cases that involved wireless mesh networks. Consequently, they proposed a new cost 

function to compute the minimal-cost multicast tree. The minimal-cost multicast tree 
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is the tree that connects sources and receivers by issuing a minimum number of 

transmissions, rather than having a minimal edge cost. They also demonstrated that 

the problem of minimizing the cost of such a multicast tree in a wireless mesh 

network is NP-complete. They proposed two heuristic algorithms: one was a 

greedy-based heuristic algorithm and the other one was a distributed approximation 

algorithm. The greedy-based heuristic algorithm first establishes a set of nodes that 

can communicate directly with more than two receivers, and then generates the 

multicast tree by building a Steiner tree from this set of nodes. The distributed 

approximation algorithm builds the multicast tree from the destination nodes to the 

source nodes. The underlying concept is the same as that of the greedy-based 

algorithm. The algorithm builds paths from the nodes, which can directly 

communicate with more than two receivers, to the source nodes, until each source 

node can communicate with each destination node. 

 

2.1.2: Channel Assignment Strategies for Multi-Channel WMNs 

 

The channel assignment problem of multi-channel WMNs is that each node is 

equipped with multiple NICs, which can be classified into three sub-classes - static, 

dynamic and hybrid. These three are described below. 

(1) Static Assignment. Static channel assignment strategies assign a channel to 

each NIC permanently, or for a long period. Such assignment is very 

suitable if interface switching takes a long time. Static channel assignment 

strategies can be subdivided into identical and non-identical. Identical 

approaches assign a channel a common set of channels to each node in the 

network. Draves et al. [14] presented LQSP, a source routing protocol for 

multi-channel multi-radio network. They developed a new combined path 
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metric, WCETT, to identify a high-through path from a source to a 

destination. High-quality routes must be selected. However, the protocol 

limits the number of NICs to the number of channels in the network. Unlike 

the identical approach, the non-identical approach can assign a channel to 

each node in the network, according to the various sets of channels; the 

number of available NICs can be less than the number of available channels. 

Bandwidth allocation and load-balance routing have been developed 

elsewhere [15] [16]. The main idea is to increase available bandwidth by 

efficiently separating the interference regions. 

(2) Dynamic Assignment. Dynamic channel assignment is more flexible than 

static channel assignment as the former can switch NICs to any available 

channel that has the lowest interference in any time slot. The Packing 

Dynamic Channel Assignment (PDCA) algorithm, which simultaneously 

performs link channel assignment and scheduling, has been proposed [17]. 

The main idea that underlies the PDCA algorithm is the packing of the 

flows in a greedy manner in each period. 

(3) Hybrid Assignment. As indicated by the term “hybrid”, this approach 

combines static and dynamic channel strategies. Some of the NICs in the 

network apply the static channel strategy and the rest apply dynamic 

channel strategy. A common channel has been assigned to all nodes 

communicate control messages to coordinate interfaces dynamically [18]. 

Each node has one NIC that is assigned a specific channel and other NICs 

are switchable [19] [20]. The fixed NIC is always listening to a particular 

channel called the listening channel. Each node in the network must 

maintain a table that records the listening channel of its neighbor nodes. If 

node A is to send data to its neighbor node B, then node A will switch one of 
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its switchable NICs to node B’s listening channel and then perform the 

transmission. 

 

2.2: Wireless Transmission and Interference Model 

 

The wireless mesh network is assumed herein to be composed of many stationary 

mesh routers. Each mesh router is equipped with a number of NICs and can aggregate 

traffic (like an access point). Thus, the mesh routers form a multi-hop wireless 

backbone to relay traffic from mobile clients in their coverage area. Several mesh 

routers are equipped with gateway functionality and can connect to the Internet. 

Several non-overlapping (orthogonal) available channels thus increase the available 

bandwidth. 

A node can communicate with another node if and only if both are within the 

communication range of each other and a common channel is assigned to their 

interfaces. A pair of nodes that use a single channel and are within interference range 

may interfere with each other’s communication, even if they cannot communicate 

with each other directly. Node pairs that use different channels can simultaneously 

transmit data without interference. Each node has been defined as having an 

interference disk with the node at the center [21]. Consider for example Fig. 3. The 

circles plotted as broken lines represent the interference disks of nodes A and B. Link 

(A, B) interferes with link (C, D) because node C is within node B’s interference disk 

and both links use the same channel. In [22], interference was defined in a manner 

similar to the definition in [21]: the interference range is defined as 
I

R . Two links, (A, 

B) and (C, D), do not interfere with each other if and only if all of the four pairs of 

nodes (A, C), (A, D), (B, C), (B, D) are at least 
I

R  apart from each other. Otherwise, 

the two links interfere with each other. 
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Figure 3: An example illustrates the interference disk. Link (A, B) interferes with Link 

(C, D). 

 

T
R  denotes the transmission range and ( ,  )dis u v  denotes the distance between 

node u and node v. A link, which connects node u and node v, is said to be in the 

network if and only if ( ,  )
T

dis u v R≤  and both u and v have an NIC that is assigned a 

common channel. Accordingly, two nodes, u and v, can communicate with each other 

if and only if a link exists between them. Simultaneous unicast transmissions from 

node u to its neighbor nodes are possible if node u is equipped with multiple NICs and 

all the transmissions are on different orthogonal channels. Moreover, these 

transmissions can achieve the maximum capacity since the orthogonal channels do 

not interfere with each other. Nodes in the WMN have two modes of transmission - 

one is unicast transmission and the other one is broadcast transmission. Nodes select 

the most suitable method of transmission, according to the number of receivers. For 

instance, a node would like send a packet to one of its neighbor nodes, and does so by 

unicast transmission, or a node would like send a packet to some of its neighboring 

nodes, and does so by broadcast transmission. 

I
R  denotes the interference range. Node u is the interference node of node v if 

and only if ( ,  )
I

dis u v R≤ . 
I

R  usually exceeds 
T

R , and 2
I T

R R= ⋅  is assumed 

herein. Link (A, B) is said not to interfere with (C, D) if and only if none of the four, 
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( ,  )dis A C , ( ,  )dis A D , ( ,  )dis B C  and ( ,  )dis B D  is less than or equal to 
I

R . 

Otherwise, the two links interfere with each other. The interference link set of link (u, 

v) is composed of those links that interfere with link (u, v). 

Many factors influence available capacity of a link; interference has the strongest 

effect. Given C, the maximum capacity of a link, the available capacity of a link is 

given by C minus the total load within 
T

R  of this link. Figure 4 displays the 

maximum available capacity of a specific link. All links in Fig. 4 use the same 

channel. Two constant bit rate (CBR) traffics are present in the network: one is sent 

from node 1 to node 2 and node 3; the other one is sent from node 7 to node 6 and 

node 8. The graph also presents corresponding route paths. For the first traffic, node 1 

sends data to node 0 and node 2 simultaneously by broadcast transmission; then, node 

0 forwards the data received from node 1 to node 3 by unicast transmission. For the 

second traffic, node 7 sends data by broadcast transmission. Hence, the total load 

within 
T

R  of link (4, 5) is 2+2+2 = 6, contributed to by the two broadcast 

transmissions and one unicast transmission. Finally, the available capacity of link (4, 

5) is max{( 6),  0}C − . 

 

 
Figure 4: An example shows the set of interference nodes, interference links and also 

illustrates the available capacity of link (4, 5). 
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Chapter 3: Integer Linear Programming Formulation 

 

 In this chapter, we will introduce two integer linear programming (ILP) 

formulations for multicast routing and channel assignment problem in WMNs. 

Section 3.1 first describes the assumption and problem statement. And then section 

3.2 introduces the two ILPs. The first is for single-channel and single-interface 

wireless mesh networks. The second is for multi-channel and multi-interface wireless 

mesh networks. 

 

3.1: Assumption and Problem Statement 

 

The wireless mesh network is represented by a directed graph G(V, E), where V 

denotes the set of nodes and E denotes the set of links with which incident nodes can 

communicate directly. The links are assumed to be bi-directional. A link uv
e  

comprises two arcs, arc (u, v) and arc (u, v). Arc (u, v) is a single-direction connection 

from node u to node v. A link (u, v) is assigned a channel w when both node u and v 

have one NIC tuned to channel w to communicate with the other. This study assumes 

that each link can be assigned at most one channel: arc (u, v) and arc (v, u) are 

assigned the same channel. Notably, this may not be a necessary constraint in general 

WMNs. However, it can be relaxed easily. 

Even if two nodes are within the other’s communication range, then other 

communications on the same channel can interfere with the communication. For each 

link (u, v)∈E, its interference link set, ( ,  )intf u v , and its interference node set, 

( ,  )
v

intf u v  are defined. The set ( ,  )intf u v  consists of the set of links that are 

covered by the interference range of nodes u and v, and ( ,  )
v

intf u v  consists of the set 
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of nodes that are covered by the interference range of nodes u and v. 

In multicasting, data are sent from one or more source nodes to a set of 

destination nodes. In this study, for ease of explanation, only data sent from one 

source node to a set of destination nodes are considered. The proposed ILP 

formulations can intuitively be understood to be applicable to cases in which data are 

sent from a set of source nodes to a set of destination nodes. 

Multicast group is a set of nodes in a network that must share the same 

information. As stated above, only data sent from one source node to a set of 

destination nodes are considered. Therefore, a multicast group i consists of one source 

node and a set of destination nodes, i
s  and 1{ }i i i

m
d d d= �  respectively. The set of 

multicast groups is denoted P= }{ 1 1 2 2, ,s d s d∪ ∪ � . For each multicast group, traffic 

flows from the source node to the destination nodes. Such traffic of a multicast group 

is defined as a multicast request. Specifically, multicast request i refers to traffic of 

multicast group i. 

The channel assignment and routing problem are now formally stated as follows. 

Given a WMN G(V, E), the interference link set of each link, the number of 

non-overlapping channels, the number of NICs with which each node is equipped, and 

a traffic profile that specifies each multicast group and the corresponding traffic 

demand, the goal is to assign channels to the links and build corresponding routes for 

each multicast request to maximize the traffic throughput of a given traffic profile. 

 

3.2: Formulation 

 

 ILP formulation is proposed to solve the problem that has been defined 

previously for multi-channel and multi-interface environments. The objective of the 
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ILP is to maximize the number of accepted multicast requests and assign the channel 

and route for each link and node pair, respectively. The notations used in the 

formulation are as follows. 

C  Raw capacity of each channel 

W  Set of non-overlapping channels 

P   Set of multicast requests 

E’  Set of arcs 

bw
i
  Traffic load of each multicast request i 

nici  Number of NICs with which node i is equipped  

( ,  )intf i j   Interference arc set of link (i, j). 

( ,  )
v

intf i j  Interference node set of arc (i, j). 

( )
out

deg u   Out-degree of node u 

( )deg u   Degree of node u 

The objective is to accommodate maximum traffic throughput. 

      ( ),i i

i

Maximize bw  i Pσ ⋅ ∈∑                    (1) 

where 

i
σ  is a binary variable, which is unity if request i is accepted. Otherwise, it is zero. 

Notably, i
σ  is set to unity if each route from source to destination has sufficient 

bandwidth for request i. However, if any link associated with these routes has too 

little capacity to satisfy the incoming request i, then i
σ  is set to zero. 

 

3.2.1: Single-Channel and Single-Interface 

 

 The following constraints in this section are based on the single-channel and 

single-interface wireless mesh network. 
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3.2.1.1 Constraints of building a multicast tree 

 For each multicast request, the source node needs several routes to each 

destination. The links of these routes constitute a set, which is called multicast-tree. 

Any multicast-tree is a rooted tree. The rooted tree is defined as a directed tree with a 

source node s called the root with no incoming arcs, and with other nodes that have 

exactly one incoming arc. Each node, except the destination nodes, in the 

multicast-tree has one or several outgoing arcs to ensure the connectivity of the tree. 

The destination nodes are assumed to be able or unable to pass forward traffic. That is, 

the destination nodes in a multicast tree can have zero or several outgoing arcs. The 

following variables are defined to formulate the constraints. 

(i) ( , )

i

u vT  Binary variable, which is unity if arc (i, j) belongs to 

multicast tree i. Otherwise, it is zero. 

(ii) ( , )

i

u vFFW  A nonnegative continuous variable, representing fictitious 

flow. 

Notably the variable ( , )

i

u vT  is a binary decision variable which equals unity if arc (u, v) 

is included by multicast request i as a portion of the multicast tree, and zero otherwise. 

The variable ( , )

i

u vFFW  is a nonnegative continuous variable. It represents fictitious 

flow generated by the multicast initiator s through arc (u, v), and thus helps to prevent 

loops and cycling [23]. The following are the constraints for each multicast tree. 

( , )

( , )

0                     

   ,                   ,
( )

i

v u

iv V

i i i

u v out

v V

T

u s i P
T deg uσ σ

∈

∈

 =


∀ ∈ ∀ ∈
≤ ≤ ⋅



∑

∑
      (2) 

( , )

( , ) ( , ') ( , )

'

                                     

   ,  ,  
( )

i i

v u

iv V

i i i

v u u v v u out

v V v v V

T

u V M i P
T T T deg u

σ
∈

∈ ∈

 ≤


∀ ∈ − ∀ ∈
≤ ≤ ⋅



∑

∑ ∑ ∑
 (3) 
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( , ) ,                                              ,   i i i

v u

v V

T u d i Pσ
∈

= ∀ ∈ ∀ ∈∑       (4) 

  ( , ) ( , ) ( , ) ,          ,  i i i i

v u u v v u

v V v V v V

FFW FFW T u V s i P
∈ ∈ ∈

− = ∀ ∈ − ∀ ∈∑ ∑ ∑      (5) 

  ( , ) ( , ) ( , )( 1) ,                 ,  i i i i

v u v u v uT FFW V T u V s i P≤ ≤ − ⋅ ∀ ∈ − ∀ ∈      (6) 

A multicast request will be accepted under the following conditions. 

(1) The source node has at least one outgoing arc. 

(2) Each destination node has only one incoming arc. 

(3) A path exists between the source node and each destination node. 

Equations (2) ~ (4) present the constraints for each node in the graph for each 

multicast tree. Equation (2) represents the fact that the root of the tree, the source 

node, should not have any incoming arcs. It also represents the fact that the root has 

one or more outgoing arcs if variable i
σ  is set to unity, such that request i is 

accepted. Equation (4) ensures that each destination has only one incoming arc or no 

incoming arcs if the variable i
σ  when set to unity or zero, respectively. Here, the 

outgoing arcs from each destination are not constrained since each destination is 

assumed to be able or unable to forward packets to its neighbors. Equation (3) 

specifies the flow conservation constraint for the nodes, except the source node and 

the destination nodes. It states that such nodes should have at least one outgoing arc if 

it has an incoming arc. Equations (5) ~ (7) prevent cycling [23]. 

 

3.2.1.2 Constraints of Interference Model and Link Capacity 

 We now have the multicast tree for each multicast request. However, it is not 

sufficient to solve our problem since we have to consider whether each arc of a 

multicast tree has enough capacity or not. In previous section, we have introduced our 

interference model, and the method to compute total load and available capacity of 

each link. Thus the following we will define several variables and constants that are 
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used later. 

(i) , uvz eg  Binary constant, which is unity if node z is within interference 

range of link 
uv

e . Otherwise, it is zero. 

(ii) , uv

i

z eF  Binary variable, which is unity if node z is under the two cases 

below. 

a) Node z is within interference range of link 
uv

e  and more than 

one of its outgoing arcs belong to the multicast tree of 

multicast request i. 

b) Node z is not within interference range of link 
uv

e  but more 

than one of its outgoing arcs, whose destination interferes with 

link 
uv

e , belong to the multicast tree of multicast request i. 

Otherwise, it is zero. 

(iii) 
uve

X  Binary variable, which is unity if there is traffic on link 
uv

e . 

Otherwise, it is zero. 

Notably the constants and variables we define here use the notation 
uv

e  to represent 

each undirected link in the graph G. This does not conflict with the previous 

constraints which use arc but not link. Using link instead of arc will be easier and 

intuitional while computing the remaining capacity of each link. The following are the 

constraints for variables , uv

i

z eF  and 
uve

X . 

v

v

, ( , ') , ( , ')

( , ') ' ( , ') ', z' Intf ( )

,

, ( , ') , ( , ')

( , ') ' ( , ') ', z' Intf ( )

( ) ((1 ) )

( )

                   ( ) ((1 ) )

               

uv uv

uv

uv

uv uv

uv

i i

z e z z z e z z

z z E z z E e i

z e

out

i i

z e z z z e z z

z z E z z E e

g T g T

F
deg z

g T g T

∈ ∈ ∈

∈ ∈ ∈

⋅ + − ⋅

≤

≤ ⋅ + − ⋅

∑ ∑

∑ ∑

                                         ,  ,  , uvz V e E i P∀ ∈ ∀ ∈ ∀ ∈

      (7) 

Equation (7) yields , uv

i

z eF . As we mentioned before, , uv

i

z eF  will be unity if node z 
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interferes with link 
uv

e  that belongs to multicast tree of multicast request i. 

Otherwise, it will be zero. 

( , ) ( , )

( , ) ( , )

( )

( ),  
uv

i i

u v u v
i ii P

e u v uvu v
i P

T T

X T T e E
P

∈

∈

+

≤ ≤ + ∀ ∈

∑
∑            (8) 

Equation (8) yields 
uve

X . For link 
uv

e  that connects node u and v, flow from node u 

to v or from node v to u will render 
uve

X  to be one. Note that the notation ( ,  )u v  is 

the reverse arc of ( ,  v)u . 

,

z

(( ) ) (1 ) ( ) , 
uv uv uv uv uv

i i

z e e e e uv e uv

i P V

F bw X C X intf e C e E
∈ ∈

⋅ ≤ ⋅ + − ⋅ ⋅ ∀ ∈∑ ∑    (9) 

Equation (9) restricts that the total load of links in intf(u, v)  (left hand side of 

equation (9)) cannot exceed the raw capacity of a channel if there are traffic on link 

uv
e  (right hand side of equation (9)). Similarly, if there are no traffic on link 

uv
e , the 

total load of links can be as large as raw capacity multiplied by the number of links in 

intf(u, v) . 

 

3.2.2: Multi-Channel and Multi-Interface 

 

 The following constraints in this section are based on multi-channel and 

multi-interface wireless mesh network. 

 

3.2.2.1 Constraints of building a multicast tree 

 As mention in section 3.2.1, we have to build the corresponding multicast tree 

for each multicast request. However, the following ILP is based on another 

environment, i.e. multi-channel and multi-interface wireless mesh network. Therefore, 

the variables defined in section 3.2.1 are not suitable and sufficient to present it. In 

order to conform to it, we define a new variable ( , ),

i

u v wT  in the following. 
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(i) ( , ),

i

u v wT  Binary variable, which is unity if arc (i, j) belongs to multicast tree 

i and is on the channel w. Otherwise, it is zero. 

The following are the constraints. 

( , ),

( , ),

0                      

   ,    ,  
( )

i

v u w

iv V w W

i i i

u v w out

v V w W

T

u s i P
T deg uσ σ

∈ ∈

∈ ∈

 =


∀ ∈ ∀ ∈
≤ ≤ ⋅



∑∑

∑∑
          (10) 

  

( , ),

( , ), ( , '), ( , ),

'

                                                    

     ( ) ( ) ( )

                                                 

i i

v u w

v V w W

i i i

v u w u v w v u w out

v V w W v V w W v V w W

T

T T T deg u

σ
∈ ∈

∈ ∈ ∈ ∈ ∈ ∈

 ≤



≤ ≤ ⋅


∑∑

∑∑ ∑∑ ∑∑

               ,  ,  i
u V M i P∀ ∈ − ∀ ∈

         (11) 

( , ), ,  ,  i i i

v u w

v V w W

T u d i Pσ
∈ ∈

= ∀ ∈ ∀ ∈∑∑                                (12) 

( , ) ( , ) ( , ) ,  ,  i i i i

v u u v v u

v V v V v V

FFW FFW T u V s i P
∈ ∈ ∈

− = ∀ ∈ − ∀ ∈∑ ∑ ∑               (13) 

( , ) ( , ) ( , )( 1) ,  ,  i i i i

v u v u v uT FFW V T u V s i P≤ ≤ − ⋅ ∀ ∈ − ∀ ∈                  (14) 

( , ),

( , ) ( , ), ,  ( , ) ,  

i

v u w
i iw W
v u v u w

w W

T

T T v u E i P
W

∈

∈

≤ ≤ ∀ ∈ ∀ ∈

∑
∑                     (15) 

Equation (10) ~ (15) are similar to equation (2) ~ (6) except that the environment at 

this place is multiple channels and multiple interfaces. Equation (10), (11), and (12) 

are the constraints of a multicast tree for source node, intermediate nodes, and 

destination nodes respectively. Equation (13) ~ (15) are the constraints to prevent 

loops or cycles happening. 

 

3.2.2.2 Constraints of Interference Model, Link-Channel Capacity, and NIC 

 We have formulated the constraints of our interference model in section 3.2.1.2, 

and those are for single-channel and single-interface environment. For now, in the 

following, we will expand those constraints to conform to the multi-channel and 
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multi-interface environment. In addition to the application of the interference model, 

the use of channels and network interface cards must be restricted to a rational 

number, meaning that the number of channels and network interface cards (NICs) 

used by a node or a link cannot exceed the respective upper bounds. For instance, a 

network system has ten available channels and each node has two NICs. If node A 

uses channel 1 and channel 2 to transmit traffic to its neighbor node B and node C 

respectively, then node A cannot use the other channels, except when channel 1 and 

channel 2 transmit traffic to any neighbor that is neither node B nor node C, because 

node A only has two NICs. Several new variables are defined below. 

, ,uv

i

z e wF  Binary variable, which should be unity if node z is in one of the 

following two conditions. 

(1)  Node z interferes with link 
uv

e  and more than one of its 

outgoing links are in multicast tree i on channel w. 

(2) Node z does not interfere with link 
uv

e  but more than one of 

its outgoing links, whose destination interferes with node z, 

belong to multicast tree i on channel w. 

Otherwise, , ,uv

i

z e wF  should be zero. 

,uve w
X  Binary variable, which should be unity if traffic passes it on 

channel w. Otherwise, it is zero. 

  

,u wNIC  Binary variable, which should be unity if an NIC of node u 

employs channel w. Otherwise, it should be zero. 

The following are the constraints. 
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v

v

, ( , '), , ( , '),

( , ') ( , ') , z' Intf ( )

, ,

, ( , '), , ( , '),

( , ') ( , ') , z' Intf ( )

( ) ((1 ) )

( )

     ( ) ((1 ) )

                       

uv uv

uv

uv

uv uv

uv

i i

z e z z w z e z z w

z z E z z E e i

z e w

out

i i

z e z z w z e z z w

z z E z z E e

g T g T

F
deg z

g T g T

∈ ∈ ∈

∈ ∈ ∈

⋅ + − ⋅

≤

≤ ⋅ + − ⋅

∑ ∑

∑ ∑

                ,  ,  , , uvz V e E w W i P∈ ∀ ∈ ∀ ∈ ∀ ∈

       (16) 

Equation (16) yields , ,uv

i

z e wF . 

( , ), ( , ),

, ( , ), ( , ),

( )

( ),  ,  
2 uv

i i

u v w u v w
i ii P

e w u v w uvu v w
i P

T T

X T T e E w W
P

∈

∈

+

≤ ≤ + ∀ ∈ ∀ ∈
⋅

∑
∑        (17) 

Equation (17) yields ,uve w
X . 

, , , , , ,

z

(( ) ) (1 ) ( )

                                                                , , 

uv uv uv uv uv

i i

z e w e w e w e w uv e w

i P V

uv

F bw X C X intf e C

e E w W

∈ ∈

⋅ ≤ ⋅ + − ⋅ ⋅

∀ ∈ ∀ ∈

∑ ∑
         (18) 

Equation (18) constrains the summation of the loads of links in intf(u, v)  (left hand 

side of equation (18)) on channel w not to exceed the raw capacity of channel w if link 

e (in the right-hand side of Eq. (18) is loaded). Similarly, if link e is unloaded, then 

the summation of load of links can be as large as the raw capacity multiplied by the 

number of links in intf(u, v) . 

,0 1,  
uve w uv

w W

X e E
∈

≤ ≤ ∀ ∈∑                         (19) 

Equation (19) allows only one channel to be assigned to an edge. That is, link 
uv

e  

has two arcs (u, v) and (v, u) with identical channel w, and node u can exploit only 

this channel, channel w, to transmit the traffic to node v, and vice versa. 

,

( )

, ,

( )

,  ,  
deg( )

e w

e E u

u w e w

e E u

X

NIC X u V w W
u

∈

∈

≤ ≤ ∀ ∈ ∀ ∈

∑
∑                (20) 

,0 ( ),  
u w

w

NIC NIC u u V≤ ≤ ∀ ∈∑                       (21) 

Equations (20) and (21) are the NIC constraints. Equation (20) yields the variable 

  

,u wNIC . Equation (21) constrains the number of NICs used in node u not to exceed the 
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number with which it is equipped. 
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Chapter 4: A Heuristic Algorithm 

 

 Two ILP were introduced to solve the multicast routing and channel assignment 

problem in WMNs. However, the computation time of ILP is too high to be 

acceptable. A heuristic strategy is required since it has less computation time and 

yields an acceptable solution. Routing and channel assignment problems are both 

NP-complete, and considering both routing and channel assignment simultaneously is 

impossible. Therefore, the two problems are considered individually. The heuristic 

algorithm employs a routing algorithm to determine the multicast tree for each 

multicast request. From these multicast trees are estimated the approximate load of 

each link and the most suitable channel is assigned to each link. The rest of this 

section introduces a strategy to calculate the expected load and expected WBA load of 

each link, as well as the channel assignment algorithm. Finally, a short summary and a 

flowchart are presented. 

 

4.1: Compute Expected Load Phase 

 

The multicast tree of each multicast request must be known to estimate the 

expected load of each link. The following explains the use of Ruiz’s algorithm to 

yield these multicast trees. 

A network topology and a traffic profile are given. Each link in the network has a 

weight value. The weight value of a link depends on several factors, such as link 

latency, distance between a pair of nodes. In practice, the weight of each link in a 

network probably differs from others’. For ease of explanation, in the following 

instances, all links are assumed to have equal weights. The traffic profile comprises 
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many multicast groups and the corresponding traffic demand. As in the definition in 

section 3.1, the traffic associated with each multicast group is assume to be sent from 

one source node to a set of destination nodes. Finally, Ruiz’s algorithm is individually 

executed for each multicast request, yielding the multicast tree of each multicast 

request. 

 

4.1.1: Expected load graph, Expected WBA load graph, and Expected 

Reduction load graph 

 

After each multicast tree has been obtained, the next step is to calculate the total 

load of each link. The following introduces three forms of load graph – the expected 

load graph, the expected WBA load graph and the expected Reduction load graph. A 

load graph is a structure that describes the load distribution in the network. In a load 

graph, each arc is bound by a load value t that represents the traffic that passes 

through this arc with a total load of t units. The load value of a link (u, v) is the sum of 

the load value of arc (u, v) and arc (v, u). For convenience, the load values of the arcs 

in those three load graphs are called expected arc load, expected WBA arc load and 

expected reduction link arc. The same nomenclature is applied to each link. These 

three load graphs will support the proposed heuristic strategy. 

In the expected load graph, any transmission is assumed to be unicast 

transmission. Restated, wireless broadcast advantage is not considered. The method 

for calculating each expected arc(link) load is explained as follows. Given a network 

of four nodes, nodes A, B, C and D, each link in the graph is assigned the same 

channel, as illustrated in Fig. 5(a). Each link has an initial load value of zero units. 

Now traffic is sent from node A to the other two nodes at a amount of 300 units. Arc 

(A, B) and arc (A, C) have expected arc loads of 300 units each. Different traffic is 
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sent from node B to node A and node D at a amount of 200. Therefore, the expected 

arc load of arc (B, D) is 200 units, and the expected arc load of (B, A) is also 200. The 

expected link load of link AB
e  is the sum of the expected arc loads of arc (A, B) and 

arc (B, A), which is 500 units. Figure 5 displays the steps of the calculation. 

 

Figure 5: An example illustrates the calculation method of expected load graph. 

 

 In expected WBA load graph, each transmission is assumed to be broadcast: the 

wireless broadcast advantage is considered. In the following, the same example as 

was used in the preceding paragraph is applied to elucidate the method for calculating 

expected WBA arc(link) load. Figure 6 displays the steps. Similarly, the example 

involves two traffic flows - one from node A to its neighbors, nodes B and C, and the 

other from node B to nodes A and B. Node A, originally needed two unicast 

transmissions to send two identical data to its neighbors, nodes B and C. However, if 

wireless broadcast advantage is considered, then only one broadcast transmission is 

required to send data from node A to its neighbors. A simple formula is applied to 

calculate the expected WBA arc(link) load and elucidate the phenomenon clearly. The 

formula distributes traffic into the links that connect the sender to the receivers. For 

the traffic generated by node A, the two arcs, which connect node A, B to node A, C, 

carry about 300/2=150 units of traffic data. The same method is applied to the traffic 

generated by node B. 

(a) (b) (c) 
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Figure 6: An example illustrates the calculation method of expected WBA load graph. 

 

 The expected reduction load graph results from expected load graph and the 

expected WBA load graph introduced above. Each expected reduction arc(link) load 

is the corresponding expected arc(link) load minus the corresponding expected WBA 

arc(link) load. The same example as presented in Fig. 7 is applied here to display the 

calculation of each expected reduction arc (link) load. Figure 7(a) shows the expected 

load graph from Fig. 5, and Fig. 7(b) plots the expected WBA load graph from Fig. 6. 

Consider the arc (A, B); its expected arc load is 300 units, and its expected WBA arc 

load is 150 units; then its expected reduction arc load is therefore 300 - 150 = 150 

units. The same method is applied to calculate each expected reduction arc(link) load. 

Finally, the expected reduction load graph is obtained. Therefore, the expected 

reduction arc(link) load represents the possible saving of the load of the 

corresponding arc(link) by replacing unicast transmission with broadcast 

transmission. 

 

(a) (b) (c) 
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Figure 7: An example illustrates the calculation method of expected reduction load 

graph. 

 

4.2: Channel Assignment Phase 

 

 The preceding section described three important structures - expected load graph, 

expected WBA load graph and expected reduction load graph. The functions of these 

three structures in the proposed channel assignment algorithm are introduced below. 

A communication between two nodes can be interfered with by other nodes that use 

the same channel. Accordingly, the goal of this phase is to develop an appropriate 

channel assignment algorithm to reduce the interference between each communication. 

Furthermore, the wireless broadcast advantage is considered. Accordingly, the 

proposed channel assignment is divided into the following two steps in this order. 

(1) First, as in Ruiz’s routing algorithm, search the nodes and the corresponding 

links with highly tendency of wireless broadcast advantage and assign 

channels to those nodes and links. The underlying concept is that, if those 

nodes and links are assigned suitable channels initially, then the interference 

can be reduced and the traffic throughput greatly improved. 

(2) Perform a channel assignment procedure in heavy-load-first order to assign 

channels to the rest of the nodes and links. 

(a) Original-load graph (b) Expected-load graph (c) Saving-load graph 
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The following paragraphs describe the two steps in detail. Chapter 5 then presents a 

performance analysis of the algorithm. 

 

4.2.1: Step 1: Search the nodes with highly tendency of wireless 

broadcast advantage 

 

 This section presents a procedure for searching the nodes with highly tendency 

of wireless broadcast advantage. Wireless broadcast advantage, as stated above, is a 

technique that employs broadcast transmission rather than unicast transmission to 

send one datum to multiple receivers at a time to reduce interference. For ease of 

explanation, the nodes (links or arcs) that have highly tendency of wireless broadcast 

advantage are called WBA nodes (links or arcs). 

Each node could be a WBA node. However, such nodes interfere with each other. 

Therefore, the question is raised regarding how to select the WBA nodes properly. The 

WBA links must be identified first to achieve this goal. This study proposes a 

approach that involves sieving with the aid of the three types of load graph. Based on 

section 4.1.1, for a link, a larger saving link load corresponds to a greater probability 

of reducing the interference in the network if its neighbor links using the same 

channel. However, such description for saving link load above is not precise or 

suitable because it does not take interference into account. The instance described in 

section 4.1 can be considered to explain this situation. New traffic, with a amount of 

1000 units, is generated from node C and passes through node A to arrive at node B, 

the destination node. The corresponding three load graphs are as displayed in Fig. 8. 

In Fig. 8(c), link (A, B) has the largest expected reduction link load and link (A, C) 

the second. However, the same channel cannot be assigned to both link (A, B) and 

link (A, C) since both have heavy loads. Therefore, a suitable method is required to 
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select edges and prevent unacceptable interference. 

 

 
Figure 8: An example illustrate that it is not suitable to select links according to 

expected reduction link load merely. 

 

 Since the saving link load is not precise or suitable to decide which nodes (links 

or arcs) are WBA nodes (links or arcs), a precise one is required to reflect the 

conditions of interference and take wireless broadcast advantage into consideration. A 

criterion called the expected reduction link (arc) ratio is proposed as follows. 

 ( )
  ( ) =

( )

expected WBA link arc  load
expected reduction link arc ratio

expected link arc  load
     (23) 

From Eq. (23), a larger expected reduction link (arc) radio intuitively favors the 

selection of the link (arc) as a WBA link (arc). Therefore, a threshold is required to 

divide the links into WBA links and others. This study sets the threshold as 0.5. 

A method of determining which links (arcs) is WBA links (arcs) has now been 

explicated. The final part is to determine which nodes are WBA nodes. The procedure 

is divided into two stages - building stage and sieving and channel assignment stage. 

It is described as follows. 

Building stage, if a node has more than two WBA arcs, then it is chosen as a 

candidate WBA node. Otherwise, it is discarded. Repeat this procedure for all nodes in 

order until all nodes are checked. 

(b) (c) (a) 
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Sieving stage and channel assignment stage, for the candidate nodes in order of 

the number of WBA arcs associated with the node. In this stage, the appropriate nodes 

are filtered from the candidate nodes as WBA nodes. A channel is properly assigned to 

those nodes and their corresponding links. The procedure is described as follows. Let 

the set of candidate nodes be S. 

Step 1: Select the node that has the most WBA arcs or the largest ratio of WBA 

arcs to total arcs from S. Let this node be node x. Remove x from S; go 

step 2. 

Step 2: If one of x’s WBA arcs has been assigned a channel, then node x is 

dropped; go step 1. Otherwise, go to step 3. 

Step 3: If the total expected link load of x’s WBA arcs exceeds the capacity of a 

channel, then remove the arcs with smaller saving arc ratios until the 

total expected link load is less than the capacity of the channel. Finally, if 

the number of x’s remaining WBA arcs, called eligible WBA arcs, do not 

exceed two, then x is discarded; go step 1. Otherwise, go to step 4. 

Step 4: Assign the channel with least load to node x and its eligible WBA arcs. 

Go to step 5. 

Step 5: If other candidate nodes are present in S, go step 1. Otherwise, finish. 

Now, channels have been assigned to appropriate WBA nodes and WBA links. 

 

4.2.2: Step 2: Perform channel assignment procedure in 

heavy-load-first order 

 

This section introduces the method for assigning channels to other nodes and 

links. It differs from the procedure described in section 4.2.1; the channel assignment 

procedure introduced here begins with links. The procedure introduced in section 
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4.2.1 is applied to assign channels to some of the links and nodes. Therefore, each 

expected link load can be recalculated using this information, as the updated expected 

link load; the corresponding graph is then called the updated expected load graph. It 

helps in finding links with heavy loads. 

Before the channel assignment strategy can be described, several terms must be 

defined. Let the set of links that have not been assigned a channel be H. The number 

of NICs of node u that are not assigned a channel is ( )anic u . The steps are as 

follows. 

Step 1: Select the link that has the largest updated expected link load from H. 

Let this link be l, and the end points of this link be 
u

l  and 
v

l . Remove l 

from H. Go to step 2. 

Step 2: Apply different policies according ( )
u

anic l  and ( )
v

anic l . 

Case 1:  ( ) 0
u

anic l >  and ( ) 0
v

anic l > , 

Both nodes have available NICs that are not bound to any channel. 

Assign the least load channel to this link and set the NIC correctly. 

Case 2:  ( ) 0
u

anic l =  and ( ) 0
v

anic l = , 

If some channels are common to 
u

l  and 
v

l , then assign the least 

loaded channel to link l. Otherwise, the ripple-effect of channel 

changing occurs. This process will be described below. 

Case 3: ( ( ) 0 & ( ) 0)
u v

anic l anic l> =  or ( ( ) 0 & ( ) 0)
u v

anic l anic l= >  

In the case, ( ( ) 0 & ( ) 0)
u v

anic l anic l> = ; assign the least loaded 

channel from those channels of node u to link l and node v. Do the 

same if ( ( ) 0 & ( ) 0)
u v

anic l anic l= > . 

Step 3: Finish. 

The ripple-effect of channel changing is described below. For a link l with end points 

u
l  and 

v
l , ( ) 0

u
anic l = , ( ) 0

v
anic l = , and no channel is common to node u and node 
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v. Let a set be composed of the channels associated with node u and the set of 

channels of node v be CL. A WBA channel list, WL, is built, to reduce interference and 

maintain the channel assignment that was conducted in section 4.2.1. The list records 

that channels that are assigned to WBA nodes and WBA links, in the hope of selecting 

the channel that is not part of WL first, to prevent local heavy interference. The steps 

are as follows. 

Step 1: Select the least loaded channel from CL that is not part of WL. If such a 

channel is found, denote it w, and go to step 3; otherwise, go to step 2. 

Step 2: Select the least loaded channel from CL, and denote it w. Go to step 3. 

Step 3: If node u has channel w, then select a victim channel from node v, called 

w’. Do the same thing if node v has channel w. Assign channel w to link l. 

Go to step 4. 

Step 4: Recursively adjust the NIC of the node that has w’ and the channel of 

related links. 

Step 5: Finish. 

Figure 9 illustrates the main idea that underlies the ripple-effect of channel changing. 

 

Figure 9: It illustrates the idea of ripple-effect of channel changing. 
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4.3: Short Summary 

 

 The heuristic algorithm proposed herein comprises two phases. The two phases 

and the steps of each phase are summarized below. 

(1) Compute expected load phase. This phase constructs the multicast trees for 

each multicast request using [10]. These multicast trees are routed to 

compute the expected load, the expected WBA load and the expected 

reduction in load of each link in the network. 

(2)  Channel assignment phase. This phase selects the eligible WBA nodes and 

assigns the most suitable channel to them and their related WBA links. 

Finally, a channel is assigned to the rest of links. 

Figure 10 displays the two phases and their steps briefly. 
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Figure 10: The flowchart of compute expected load phase and channel assignment 

phase. 
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Chapter 5: Simulation Results 

 

This section evaluates the performance of the proposed heuristic algorithm with 

WBA by simulation and compares it with the heavy-load-first (HLF) channel 

assignment approach without WBA. In the simulations, a full 10×10 grid topology 

with 100 nodes is used. The transmission range is set such that each node can 

communicate with its one-hop away neighbor nodes exactly, and the interference 

range is set such that each node interferes with those nodes that are removed from it 

by two hops. In the network are several available orthogonal channels (parameters of 

the network system), and each link in the network can be assigned only one channel: 

the two arcs of a link should be assigned the same channel. The capacity of each link 

is 3590Kbps. In the full 10×10 grid topology, each node has up to four neighbors. 

Therefore, equipping a node with more than four NICs is superfluous. 

Traffic profiles are obtained from several parameters, including traffic rate, the 

number of receivers, the number of requests and traffic distribution. These four 

parameters affect the congestion of an entire network. In the simulations, the traffic 

rate of all requests is 200Kbps and the number of requests is 45. Traffic distribution is 

the distribution of the members of the multicast groups regionally, or according to 

geographic location, causing local heavy congestion in a particular region. The 

following is an example of the use of the distribution method used in the simulations. 

First, the grid topology is divided into four regions, as present in Fig. 17. Next, for 

each multicast request, the source node is randomly located in either region A or 

region B. If the source node is in region A, then the corresponding destination nodes 

will be located in region C. Similarly, the destination nodes will be located in region 

D if the corresponding source node is located in region B. Therefore, local heavy 
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congestion can be intuitively understood to be in regions C and D. Traffic profiles 

used in the simulation are random and based on the method of local heavy congestion. 

Six, eight and ten receivers are used in the simulations to simulate different levels of 

congestion. Notably, the number of receivers is the same for each multicast request in 

a simulation run. 

The evaluation metric for the experiments is the blocking ratio, which is the 

number of rejected requests divided by the number of total requests. In the simulation, 

a request is accepted if routes exist between the source node and each destination 

node, and each link on these routes has sufficient available capacity. Otherwise, the 

request is said to be rejected. 

Figure 11 compares the number of requests accepted using the proposed heuristic 

with that using the HLF approach. It displays traffic throughput when the network has 

a total of eight available channels. Figures (a) ~ (c), (d) ~ (f), (g) ~ (i) depend on the 

number of NICs. They reveal that the proposed algorithm with WBA has greater 

traffic throughput than HLF algorithm The nodes equipped with two NICs perform 

worse than those equipped with more than three NICs, because of the ripple-effect of 

channel changing. The ripple-effect of channel changing causes many links in a 

region to use the same channel, so those links interfere with each other. Notably, 

several traffic profiles in Fig. 11(a) reveal that the proposed heuristic algorithm 

underperforms HLF. This poor performance is caused by the ripple-effect of channel 

changing, which destroys the channel assignment of the WBA nodes, increasing the 

number of links in such a region that use the same channel. Figure 12 presents the 

performance summary of our proposed heuristic algorithm while the number of 

receivers is 6, 8, and 10 and 8 available channels in network. 
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6R8CHNL2NIC
0510152025

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20Traffic ProfilesNumber of accepted Rq no wbawba
 

6R8CHNL3NIC
051015202530354045

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20Traffic ProfilesNumber of accepted Rq no wbawba
 

(a) 6 Receivers, 2 NICs.          (b) 6 Receivers, 3 NICs. 6R8CHNL4NIC
051015202530354045

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20Traffic ProfilesNumber of accepted Rq no wbawba
 

8R8CHNL2NIC
02468101214161820

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20Traffic ProfilesNumber of accepted Rq no wbawba
 

(c) 6 Receivers, 4NICs.           (d) 8 Receivers, 2 NICs. 8R8CHNL3NIC
0510152025303540

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20Traffic ProfilesNumber of accepted Rq no wbawba
 

8R8CHNL4NIC
0510152025303540

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20Traffic ProfilesNumber of accepted Rq no wbawba
 

(e) 8 Receivers, 3 NICs.           (f) 8 Receivers, 4 NICs. 10R8CHNL2NIC
0510152025

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20Traffic ProfilesNumber of accepted Rq no wbawba
 

10R8CHNL3NIC
05101520253035

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20Traffic ProfilesNumber of accepted Rq no wbawba
 

(g) 10 Receivers, 2 NICs.           (h) 10 Receivers, 3 NICs. 
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10R8CHNL4NIC
05101520253035

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20Traffic ProfilesNumber of accepted Rq no wbawba
 

(i) 10 Receivers, 4 NICs. 

Figure 11: Number of accepted requests vs. Traffic Profiles. 

 

 

WBA-6R8CHNL
051015202530354045

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20Traffic ProfilesNumber of accepted Rq NIC2NIC3NIC4
WBA-8R8CHNL

0510152025303540
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20Traffic ProfilesNumber of accepted Rq NIC2NIC3NIC4  

(a) 6 Receivers                   (b) 8 Receivers WBA-10R8CHNL
05101520253035

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20Traffic ProfilesNumber of accepted Rq NIC2NIC3NIC4  
(c) 10 Receivers 

Figure 12: Number of accepted vs. Traffic Profiles. 

 

 Figure 13 compares the average blocking ratio of the proposed heuristic 

algorithm with the WBA with the HLF assignment approach without WBA. The 

X-axis in Fig. 13 represents the number of NICs – two, three or four. It reveals that 

the proposed heuristic algorithm with WBA has a lower blocking ratio in most cases 

than that obtained using the heavy-load-first assignment approach without WBA. In 
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most cases of nodes with 2 NICs and some cases of nodes with 4 NICs, the 

performance differed slightly between the proposed heuristic algorithm and the HLF 

approach. The former difference, as mentioned above is caused by the ripple-effect of 

channel changing. The latter is caused perhaps by the sufficient number of NICs, 

increasing the utilization of channels and causing fewer links to use the same channel 

in a region. Figure 14 uses histogram to present the comparison of blocking ratio 

versus number of receivers between our heuristic algorithm and HLF approach, the 

other parameter in this histogram is the number of NICs. 

 6recv6chanl

00.10.20.30.40.50.60.70.8

NIC2 NIC3 NIC4
Blocking Ratio no wbawba

 

(a) 6 Receivers, 6 Channels. 
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8recv6chnl

00.10.20.30.40.50.60.70.8

NIC2 NIC3 NIC4
Blocking Ratio no wbawba

 

 (b) 8 Receivers, 6 Channels. 

 

 10recv6chnl

00.10.20.30.40.50.60.70.8

NIC2 NIC3 NIC4
Blocking Ratio no wbawba

 

(c) 10 Receivers, 6 Channels. 
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6RECV8CHNL

00.10.20.30.40.50.60.7
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no wbawba
 

(d) 6 Receivers, 8 Channels. 

 

 8RECV8CHNL

00.10.20.30.40.50.60.70.8

NIC2 NIC3 NIC4
Blocking Ratio no wbawba

 

(e) 8 Receivers, 8 Channels. 
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10RECV8CHNL
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(f) 10 Receivers, 8 Channels. 
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Blocking Rati
o no wbawba

 

(g) 6 Receivers, 10 Channels. 
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 (h) 8 Receivers, 10 Channels. 

 10recv10chnl
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NIC2 NIC3 NIC4
Blocking Ratio

no wbawba

 

(h) 10 Receivers, 10 Channels. 

Figure 13: Blocking ratio vs. Number of NICs over our proposed heuristic channel 

assignment algorithm with WBA and heavy-load-first assignment approach. 
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 Channel=6
00.10.20.30.40.50.60.70.8

recv=6 recv=8 recv=10Blocking Ratio
no wba, nic2wba, nic2no wba, nic3wba, nic3no wba, nic4wba, nic4 Channel=8

00.10.20.30.40.50.60.70.8
recv=6 recv=8 recv=10Blocking Ratio

no wba, nic2wba, nic2no wba, nic3wba, nic3no wba, nic4wba, nic4
 

(a) 6 Channels.                       (b) 8 Channels. Cannel=10
00.10.20.30.40.50.60.70.8

recv=6 recv=8 recv=10Blocking Ratio
no wba, nic2wba, nic2no wba, nic3wba, nic3no wba, nic4wba, nic4

 

(c) 10 Channels 

Figure 14: Blocking ratio vs. Number of receivers over our heuristic algorithm with 

WBA and heavy-load-first approach. 

 

 Figure 15 presents the effect of increasing the number of NICs on each node and 

the number of orthogonal channels that are available to the WMNs. A huge 

performance gain is obtained the number of NICs on each node is increased from two 

to three. However, the performance gain does not increase greatly as the number of 

NICs on each node is increased from three to four, revealing) that the larger number 

of orthogonal channels that are available for WMNs improves performance. 
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WBA(6rec)
00.10.20.30.40.50.60.70.8

NIC2 NIC3 NIC4Blocking Ratio
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00.10.20.30.40.50.60.70.8
NIC2 NIC3 NIC4Blocking Ratio

4CHNL6CHNL8CHNL10CHNL
 

(a) 6 Receivers.                       (b) 8 Receivers WBA(10rec)
00.10.20.30.40.50.60.70.8

NIC2 NIC3 NIC4Blocking Ratio
4CHNL6CHNL8CHNL10CHNL

 

(c) 10 Receivers. 

Figure 15: Blocking Ratio vs. Number of NICs. Illustrate the blocking ratio in 

different number of channels for our heuristic algorithm. 
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Chapter 6: Conclusions 

 

 Interference has the strongest effect on the available bandwidth of wireless 

networks. Nodes that are equipped with multiple interfaces and the availability of 

multiple channels in the wireless mesh network efficiently reduce the influence of 

interference. Ruiz et al. [10] indicated that the multicast tree, which was derived from 

the Steiner tree, is not a minimal-cost multicast tree for a wireless mesh network 

because it does not take wireless broadcast advantage into account. However, those 

authors did not consider that the effect of channel assignment in a wireless mesh 

network, which affects the available capacity of the channel. 

This work studies the problem of multicast routing and channel assignment using 

wireless broadcast advantage in multi-channel and multi-interface wireless mesh 

networks. The problem of multicast routing and channel assignment in a 

multi-channel and multi-interface wireless mesh network is formulated using ILP. 

However, ILP requires too much time. Therefore, a heuristic algorithm that assigns 

channels to links and nodes, according to three load graphs, and employs the routing 

algorithm proposed by Ruiz, is developed. The three load graphs are obtained from 

the known routes of each multicast request. They help to identify the WBA nodes and 

detect interference between links, increasing the effect of the wireless broadcast 

advantage and reducing the (effect OR influence OR impact) of interference. 

The simulation results reveal that the proposed algorithm exhibits average 

performance improvements of 5% ~ 6% over the heavy-load-first channel assignment 

approach in all cases. Simulations indicate that the number of NICs affects the 

available bandwidth of a wireless mesh network, and the heuristic algorithm exhibits 

a huge performance gain if the number of NICs is increased from two to three but 
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only a slight performance gain if the number of NICs is increased from three to four. 

The simulations also reveal that a larger number of channels available for a wireless 

mesh network correspond to better performance gain of the proposed heuristic. 
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Appendix: 

 

Figure 16: A 100×100 grid network topology. 
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Figure 17: A 100×100 grid network topology with 4 regions. 
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Figure 18: Traffic flow diagram. 

 


