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ABSTRACT

Title of dissertation: ALL-OPTICAL SIGNAL PROCESSING
IN OPTICAL COMMUNICATION SYSTEMS

Chia-Chien Wei, Doctor of Philosophy, 2008

Dissertation directed by: Associate Professor Jason (Jyehong) Chen
Department of Photonics
National Chiao Tung University, Taiwan

In this dissertation, new approaches for all-optical wavelength conversion, all-optical
on-off keying (OOK) to differential phase-shift keying (DPSK) format conversion and
all-optical DPSK regeneration axé propesed.and analyzed theoretically.

In order to improve the wavelength conversion bandwidth of cross polarization mod-
ulation (XPoM) in a semicondugctor optical-amplifier (SOA), a novel conversion scheme
named differential cross-polarization conversion (DXPoM) is proposed, and it is realized
by simply adding an extra birefringence delay line in the conventional XPoM. In this
part, both the large-signal simulation and small-signal model of DXPoM are developed,
and they successfully predict results that agree with experimental outcomes. The large-
signal simulation of DXPoM evidently shows the performance improvement and match
well with experimental results. The small-signal model gives more comprehensible and
intuitive physical insight of DXPoM.

For format conversion, using the cross-phase modulation (XPM) effect in a nonlinear
photonic crystal fiber (PCF), the conversion of OOK-to-DPSK is achieved at 40 Gb/s for
the first time. Because the PCF has high linear birefringence, and its birefringent axes

remain for entire length, launching the probe at 45° relative to the birefringence axes of

il



the PCF and having the pump-probe detuning (PPD) greater than ~ 6 nm can realize
polarization-insensitive XPM-based conversion. The polarization- and PPD-dependent
nonlinear phase shift is investigated theoretically. It indicates improper nonlinear strength
could generate insufficient phase shift (< 7) in XPM-based conversion, and the amplitude
noise (AN) of an OOK pump will also be converted into the phase noise (PN) of the
converted DPSK signal, the penalties induced by these issues are discussed analytically
as well.

Because the DPSK format carries information on the phase domain, it is influenced by
both AN and PN. Therefore, except amplitude regeneration, the regeneration of DPSK
signals has to preserve phase information or eliminate PN. A novel all-optical phase noise
averager (PNA) is proposed to reducewesidual PN in the DPSK transmission system with
phase-preserving amplitude regenerators:| It can inerease the correlation between the PNs
of neighboring bits and greatly reduce-the differential PN in the transmission system.
Considering various PN, the multiple PN averaging effect is investigated, and the effec-
tive PN is convergent regardless of the transmission distance. Furthermore, theoretical
bit error rates of the DPSK format with various regeneration schemes is presented for

comparison.
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Chapter 1
Introduction

1.1 All-optical signal processing

Due to the advancement of optical communications since 1980s [1], the main function
of public communications networks has been modified from voice-only telephony to the
data transfer created by internet applications. In fact, while the huge growing requirement
of communication bandwidth drives the evolution of optical communication networks at
an accelerating rate, the new era for communication networks has come and moved this
world toward a global village [2}.

Owing to the requirement of network capacity, the line bit rate and the channel num-
ber of wavelength division mulbiplexing (WDM): systems are increasing. Furthermore,
the need to enhance network efficiency is also driving traditional point-to-point WDM
networks towards meshed flexible WDM networks [3], as shown in Fig. 1.1. Accordingly,
the capacity and speed of signal processing in optical networks are increasing dramati-
cally. If the processing is carried out in electrical domain, expensive high-speed electronic
components, such as electrical amplifiers, optical modulators and photodetectors, must
be provided. In order to lower the cost of optical networks, the number of optoelectronic
interfaces has to be minimized. Consequently, all-optical signal processing which can
realize transparent optical networks without using O/E/O conversion are required in fu-
ture cost-effective networks. Various all-optical signal processing have been investigated,

such as packet switching [4], logic gates [5], demultiplexing [6][7], wavelength conversion



[8]-[11], format conversion [12]-[14] and regeneration [15]-[20].

To enable a flexible meshed network topology, the functionality and design of optical
cross-connects (OXC) and optical add-drop multiplexer (OADM) are key issues. The
basic functionalities of these new network elements are switching and routing, which
provide the connectivity between the channels on the input ports and those on the output
ports [21][22]. Actually, switching and routing in WDM networks can be realized through
controlling and converting signal wavelength. Furthermore, the number of wavelength in
WDM networks which corresponds to the number of independent wavelength addresses is
generally not enough to support all the nodes of a huge network. While two channels with
the same wavelength might be routed to the same output port, the blocking probability
would rise due to time-slot contention.''Wayelength conversion can also overcome this
limitation. Therefore, all-optical wavélength converters can increase the flexibility and
reduce blocking probability of networks, and have been treated as key components in
WDM systems.

In long-distance fiber transmission, optical noise from in-line optical amplifiers and
other active optical devices and fiber impairments, such as dispersion and nonlinear effects,
can degrade signal performance significantly in transmission. Actually, even in a small-size
network, multiple filtering in OXC or OADM can also degrade optical signals. All-optical
signal regenerators could be inserted to regenerate optical signals and improve the quality
of optical signals, and therefore, they can increase transmission distance and relax the
limit of multiple filtering and launch power [17]. Generally speaking, regeneration can
be only 1R (re-amplifying), 2R (re-amplifying + re-shaping) or 3R (re-amplifying + re-
shaping + re-timing). Among them, the basic function, re-amplifying, can be simply

accomplished by optical amplifiers. Hence, how to realize all-optical signal re-shaping is
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the first thing in transparent regenerators.

Recently, advanced modulation formats have attracted much attention due to their
various advantages [23], such as better spectral efficiency, chromatic dispersion tolerance,
nonlinear tolerance, and sensitivity to achieve error free, compared with traditional on-off
keying (OOK). However, to obtain these advantages, one has to pay the price of a more
complex and expensive transmitter or receiver. Considering both cost and system re-
quirement, the most suitable modulation format varies in different network architectures,
and therefore, all-optical format converters at the node between different networks could
connect different modulation formats transparently [12]. Otherwise, an optical network
might carry mixed-format signals, and cannot achieve the optimal performance [24].

In the dissertation research, the_ all:optical wavelength conversion, format conversion
and regeneration are covered. =To [increase the cascadability of wavelength conversion,
the modified approach of wavelength conversion is proposed to improve conversion speed.
Because the advanced format of differential phase-shift keying (DPSK) carries information
on the optical phase domain, a novel method is proposed to manage the phase of DPSK
signals. Moreover, a polarization-insensitive OOK-to-DPSK conversion was carried out
in a birefringent fiber to avoid mixed-format transmission. In the following sections, the

dissertation works with regard to these three parts are introduced further.

1.2 Speed enhancement of semiconductor optical amplifier-based wave-
length conversion
All-optical wavelength converters based on semiconductor optical amplifiers (SOA)

are promising due to their compact and potentially inexpensive properties. Several SOA-

based wavelength converters have been proposed, such as cross-gain modulation (XGM)



8], cross-phase modulation (XPM) [8], cross-polarization modulation (XPoM) [9][10], and
four wave mixing (FWM) [11]. Each scheme has its own advantages and disadvantages.
For example, FWM has low conversion efficiency, and XGM, due to the limitation of
carrier’s recovery time, has lower conversion speed and higher frequency chirping. Among
all these parameters, conversion speed is considered to be one of the most important
factor. This is because insufficient speed response causes larger timing jitter and thus
limits cascadability [25].

XPoM is operated on the interferometric principle similar to the Mach-Zehnder inter-
ferometer (MZI), given that it exploits the varied phase difference between the transverse
electronic (TE) and transverse magnetic (TM) modes of the CW beam induced by the
signal beam as the probe beam passesithroigh an SOA. Therefore, similar to XPM which
also bases on MZI, XPoM has: several -advantages, such as pulse reshaping and unre-
strained conversion logics [10]. 2Nonetheless, XPoM s a more economic conversion scheme
because only one SOA is needed compared with*XPM which typically needs two SOAs.
Furthermore, adding an extra delay line to one arm of either XPM or XPoM scheme
[26][27] can realize high speed wavelength conversion of return-to-zero (RZ) format, and
this kind of modified scheme is unrestricted by the relaxation tail of carrier depletion
and recovery in SOAs. Actually, it has been proposed that the similar XPM scheme can
also improve the conversion speed of non-return-to-zero (NRZ) format [28]. By adding an
extra birefringence delay line in the conventional XPoM, a novel conversion scheme is pro-
posed to improve the speed performance, named differential cross-polarization modulation
(DXPoM).

To investigate DXPoM, both the large-signal model and small-signal model of DXPoM

are developed and successfully predict results that agree with experimental outcomes.



The large-signal model, based on time dependent transfer matrix method (TMM) [9], of
DXPoM evidently shows the improvements of rise time, timing jitter and extinction ratio
(ER). The small-signal model, based on frequency domain Fourier transform approach,
gives more comprehensible physical insight of DXPoM. From the small-signal model,
analytic expressions are elaborated to show that the modulation bandwidths of XPoM
and XGM are identical and limited by the carrier’s recovery time. From the transfer
function of DXPoM, the relations between the modulation bandwidth, the delay time,
the operating points, the parameters of an SOA and the conversion logics, are clearly

described in both frequency and time domains.

1.3 All-optical OOK-to-Binary,phase-shift keying conversion

In DPSK format, an optical:pulse appears in each bit slot with the binary data encoded
as either a zero or m phase shift between adjacent bits. This format emerged as an
alternative to OOK format, especially for.leng-haul transmission [29]. The most obvious
advantage of DPSK format with balanced detection over OOK is that its optical signal-
to-noise ratio (OSNR) required to reach a given bit error rate (BER) is approximately 3
dB lower, which implies that the maximum transmission distance could be approximated
double if a linear system is considered. However, DPSK format requires more complex
transmitter and receiver. Accordingly, DPSK and OOK formats are suitable for networks
with different sizes. While the size of networks is large and the transmission distance
is long, such as long-hual backbone networks, the DPSK format could be the better
one. Oppositely, OOK format should be adopted in a network with smaller size, such as
metropolitan area networks (MAN). However, without format conversion in the gateway

nodes between networks with different modulation formats, OOK and DPSK formats may



be mixed in a WDM system, and it has been found that the phase information of DPSK
signals would be seriously distorted by OOK signals through the inter-channel XPM effect
[24]. As a result, an OOK-to-DPSK modulation format converter is needed in the nodes
to avoid mixed-format transmission.

Intuitively, converting intensity-modulated format to phase-modulated format, such
as OOK to binary phase-shift keying (BPSK), can be achieved by using power-dependent
XPM effect in a nonlinear medium, such as highly nonlinear fiber (HNLF) and an SOA.
While the space of OOK signals do not induce nonlinear phase shift to another probe
beam, the mark with specific power is supposed to generate m phase shift to encode
binary data on the phase of the probe beam. However, to avoid error propagation at
the receiver side while BPSK signals are detmodulated by a delay interferometer (DI), the
binary data have to be precoded in advanc¢e. Basically, this precoding is not a problem,
and it can be simply done before generating OOK signals. Therefore, the issue about
precoding or how to convert BPSK.to DPSK will not be discussed in this dissertation.
Moreover, although SOAs could realize polarization insensitive format conversion [13],
DPSK signals would be degraded by the XGM effect and slow response time of SOAs,
which can be avoided by using ultra-fast (~fs) x* effect in HNLF [14]. Nevertheless, this
fiber-based format converter is polarization sensitive. Recently, a novel photonics crystal
fiber (PCF) has been discovered that its birefringent axes remain fixed over the entire
length, and this characteristic can perform polarization-independent [7] or polarization-
insensitive [30] XPM effect. Using the similar approach, a polarization-insensitive 40 Gb/s
RZ-OOK-to-RZ-BPSK format conversion can be realized in a highly nonlinear PCF, and
the experimental and theoretical results are shown in this dissertation. The theoretical

part also analyzes the penalty of DPSK signals induced by insufficient phase shift, which



originates from improper nonlinear strength or polarization mismatching. Furthermore,
as using amplitude-to-phase conversion, the amplitude noise (AN) of OOK signals will
also be transferred to the phase noise (PN) of converted DPSK signals. How the OSNR of

OOK signals influence the performance of DPSK signals will be carried out theoretically.

1.4 All-optical phase noise suppression of DPSK signals

Compared with OOK signals, besides ~3-dB lower OSNR required, DPSK signals are
also less sensitive to nonlinear effects due to lower peak power and the same power of
each pulse, particularly those of self-phase modulation (SPM) and inter-channel XPM
[31], improved dispersion tolerance and high spectral efficiency [32]. However, without
considering timing jitter, unlike OQK systemsthat are limited only by AN, DPSK systems
are affected by both AN and PN. The PN-in ' DPSK systems will be converted to AN in
the receiver through a DI. Furthermore, the PN contains linear PN and nonlinear PN. In
dispersion-managed systems, AN and linear PN are generated mainly from the amplified
spontaneous emission (ASE) noise of optical amplifiers. The nonlinear PN is translated
from AN through the fiber Kerr effect, often called the Gordon-Mollenauer effect [33],
and dispersion-induced pattern effects through XPM in WDM systems [34].

Either PN or AN must be prevented from being accumulated to expand the reach
of DPSK systems. Unfortunately, most of the all-optical regeneration schemes for OOK
format [15]-[17] do not fit the DPSK format, because the phase information is distorted
by these regenerators. Theoretically, a phase-sensitive amplifier (PSA) can simultane-
ously reduce both AN and PN, and the regeneration was experimentally demonstrated
by pumping a PSA with an original undistorted DPSK signal [18]. Even so, the coherent

pump beam required to achieve a regenerative PSA is difficult to realize in the real world,



owing to the requirement of optical-carrier phase-locking between the pump beam and the
signal beam. Additionally, several phase-preserving amplitude regeneration approaches
for DPSK format have been proposed [19][20]. The reduction of AN is such that the
nonlinear PN caused by the Gordon-Mollenauer effect will be reduced [20], and therefore,
the transmission distance will be extended due to the reduction of both AN and nonlinear
PN. Nevertheless, these regenerators can constrain only some of the nonlinear PN and
preserve the original linear PN, and the accumulated PN still distorts DPSK signals and
limits the transmission distance.

In this dissertation, a novel all-optical phase noise averager (PNA) based on a PSA
is proposed. This PNA can average the PN of one bit with that of its neighboring
bit coherently and an extra phase-loeking punp beam is not required. These PNAs can
increase the correlation between-neighboring PNs; effectively diminish differential PN, and
greatly extend the reach of DPSK signals: The most important and appealing feature of
the proposed PNA is that, when'eascaded, the ¢hain of PNAs results in the convergent
variance of PN. Particularly, in amplitude-managed linear systems with repeated PNAs,
the total differential PN is always less than that before the first averager and is irrelevant
to the number of spans.

Recently, a nonlinear optical loop mirror (NOLM) with an SOA [35][36] has been
found to yield PN suppression of DPSK signals. Later, this PN suppression has been
shown to be achieved by increasing the correlation between neighboring PNs, similar to
PN averaging [37]. In this approach, the residual AN after PN averaging could be simply
neglected, and it is easier to be analyzed. Hence, to further investigate the efficacy of
PN averaging based on the other approach [37], the theoretical analysis of sensitivity

improvement by PN averaging is also carried out.



1.5 Organization of the dissertation

In chapter 1, the introduction of all-optical signal processing and the subjects covered
in the dissertation are included. In chapter 2, after introducing the concept of XPoM
and DXPoM, large-signal simulation, experimental realization and theoretical small-signal
analysis are given. In chapter 3, the properties of OOK and DPSK formats are discussed in
advance. The concept, theory and experiment of polarization-insensitive OOK-to-DPSK
conversion are provided, and then, the impairment due to OOK-to-DPSK conversion is
analyzed. In chapter 4, the concept and realization of a PNA are given, as well as the
effects of PN averaging on various kinds of PN. Additionally, the PN averaging is examined

by the theoretical analysis of error probability. Finally, the conclusions are give in chapter

D.
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Chapter 2
Differential cross-polarization modulation in an SOA

2.1 Cross-polarization modulation in an SOA

2.1.1 Concept of XPoM

Figure 2.1 illustrates the conept of XPoM. When a signal pump beam at wavelength
Apumyp 18 fed into an SOA, the signal light will modulate the carrier density of the SOA.
In addition, a continuous wave (CW) beam (called the probe) which is placed at the
desired output wavelength A, isstransmitted into the SOA simultaneously. Owing to the
asymmetric waveguide geometry, the confinement factors, effective guide refractive indices
and carrier distribution of an ‘SOAsare-net-identical at TE and TM orientations, and
these differences correlate monotonously with the input signal power through the SOA.
When the pump power changes, the nonlinear polarization rotation of the probe beam
is induced through carrier density modulation. Moreover, this polarization modulation
can be converted into intensity modulation by a polarizer after the SOA, and the ER and
the conversion logic of the converted signal can be selected by properly controlling the
polarizer in the XPoM scheme. However, the conversion speed of XPoM is limited by the

carrier’s response.

2.1.2  Concept of DXPoM

Figure 2.2 presents the configuration of DXPoM. As in a typical XPoM, properly con-

trolling the states of polarization (SOP) of Apyump and Ayrope allows the injected pump light
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Figure 2.1: Concept of an XPoM wavelength converter. (PC: polarization controller,
OBF: optical bandpass filter, and TP: tunable polarizer)

to introduce additional birefringence in the SOA, resulting in a change in the difference
between the refractive indices of the TE and TM modes of the probe beam. At the polar-
izer, these two orthogonal modes are partially combined coherently. Namely, the XPoM
exploits the phase difference between the TE and TM modes, when the probe beam passes
through the SOA, to rotate the polarizatiomrstate. This phase difference, controlled by the
signal power, determines the output power of the CW beam after it has passed through a
polarizer. While an extra birefringent delay line issadded in front of the polarizer in the
DXPoM, the conversion speed ofithe traditional XPoM could be improved. A simplified
and intuitive example illustrated in Fig. 2.3 can help to imagine why this extra delay
line improves the conversion speed. Figure 2.3 shows two sinusoidal waves with the same
angular frequency, €2, but different amplitudes, ¢, and ¢;,. The difference between these
two waves is also a sinusoidal wave with frequency, €2, and amplitude, ¢.. If the time
offset, At, as presented in Fig. 2.3, is applied, then the differential amplitude becomes
B2 = @2 + ¢ — 2¢¢p cos(QAL). For Q < 7/At, the differential amplitude increases with
frequency. Namely, properly selecting At increases the differential amplitudes at some
high frequencies. Accordingly, adding an extra delay between the TE and TM modes
may amplify some high-frequency components of the phase difference in DXPoM, to com-

pensate the insufficient frequency response associated with the long lifetime of the carriers

12



in an SOA. As a result, the SOP of the output CW beam after the delay line is rotated
more rapidly as the signal power varies. In other words, DXPoM has a higher conversion

speed and a better performance, compared with XPoM.

—l/l_m > PC /lprobe
o[t

lpmbe = PC OBF BDL TP

Figure 2.2: Concept of a DXPoM wavelength converter. (PC: polarization controller,
OBF: optical bandpass filter, BDL: birefringent delay line, and TP: tunable polarizer)

Figure 2.3: Illustration of a differential sinusoidal wave

2.2 Large-signal model

2.2.1 Simulation model of SOA-based wavelength converters

An SOA is generally treated as a two-level system, which is an approach suitable for
gaseous and solid state amplifiers. It can be extended for SOAs, if the active region
is modeled as a collection of non-interacting two-level systems with transition energies

extending over the whole range of the conduction and valence bands. By assuming the
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input signal pulse width to be much larger than the intraband relaxation time which
governs the dynamics of the induced polarization, the considerable simplification which
neglects the intraband processes could be held. In general, the condition for simplification
is typically held when signal pulse width is larger than 1 ps. In this approximation, the
rate equation of the carrier density in an SOA, N, which responds to the optical power,

P, are described by [38],

where ¢ = 1,2 represent the pump and the probe beam, respectively; k = e, m represent
TE and TM component; [ is the injection current; ¢ is the elementary charge, V' is the
active volume; g is the material gain; h is the reduced Planck constant; w; is the optical
angular frequency; A.g is the efféctive area of the waveguide, and 7, is the lifetime of

the carriers governed by spontaneous emission and nonradiative recombination. In large-

signal model, 74 is dependent on the cartier dénsity,

1
B Cl—|-62]\/v—|—63]\/v27

(2.2)

Ts

where ¢q, ¢ and c3 are the coefficients of nonradiative recombination rate, radiative re-
combination rate and Auger recombination rate, respectively. Moreover, the rate equation
of slow-varying optical envelope, A; =/ Pix exp(joir), is given by,

— =—I%(1— A — =, A; 2.
o> + T 5 K ( Jjor)geAik 2Oéw ik 5 (2.3)

where ¢ is the phase of optical field; v, is the group velocity; I' is the confinement factor;
v, is the waveguide loss, and a gy is the linewidth enhancement factor. To consider two
orthogonal polarization component interacting indirectly by the carriers, the polarization

dependent material gain can be modeled as [39],

ogk(MIN — No)
1+ ESk

gk = ; (2.4)
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where o, is the differential gain coefficient; Ny is the carrier density at transparency; € is

the gain compression factor; Sy is the total photon density in £ mode,

P,
Sk - Z Ughu}iAeﬁ‘ ’

2

and 7, is the modified imbalance factor used to describe the asymmetry of optical tran-
sitions between TE and TM modes, when extra strain is built into the active layer of an
SOA in order to make an SOA polarization insensitive. This factor is accounted for by

an imbalance factor f [9],

2 (1+2f
ne_§<1+f>’

202+ f
=3 (m) : (2.5)

If extra strain is not applied, thien bothif afid ni.are unity, and the optical transition is
almost isotropic.

Based on Egs. (2.1) and (2:3), the large sighal model is performed by the time-
dependent TMM [40][41]. The basis of the TMM is to divide a laser structure longi-
tudinally into a number of sections where the structural and material parameters are
assumed to be homogeneous throughout each section. However, the parameters may vary
between sections to allow longitudinal inhomogeneities, such as those produced by lon-
gitudinal spatial hole burning and nonlinear gain, to be incorporated into the model.
Each of the sections is characterized by a transfer matrix which modifies the forward and
backward traveling waves as they propagate though the section. The use of the TMM
here is different from that in the steady-state model where the objective is to obtain the
overall transfer matrix for the structure from which the oscillation characteristics are de-
termined. In this application, the parameters of the individual section are renovated in

time by updating the traveling-wave amplitudes as passing through a section.
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In general, the transfer matrix, T; of the {** section expresses the following relationship:

Afiga Agy
=T, , (2.6)

Ap i1 Ay
where A; and A, are the forward and backward fields, as shown in Fig. 2.4. However,
Eq. (2.6) implies steady-state operation, and to develop a time-dependent implementation
of TMM, the transfer matrix should be expressed as T;(t). Moreover, if the input fields
are Ay (t) and Ap;4q(t), the output fields of the section should be Ay, q(t + At) and

Ay (t + At), where At is the transit time of each section. Assuming that T(t) remains

unchanged over the interval, t ~ t + At, Eq. (2.6) can be written as,

A (t+ At) Tui(t) Tua(t) Apa(t)
= ) (2.7)
Apiga (1) Tiou (1) Tiaa(?) Apa(t + At)
Rearranging Eq. (2.7) produces the expression for the updated fields in terms of the past

fields and the transfer matrix elements, it-becomes,

' Tio(t)Tioi(t) Thal(t)

Apq(t+ At) _ Tun(t) . ’(I;I)QQ(t) Tz212(75) Agalt) . (2.8)
Api(t + At) " Tya(t) Tyoo(t) At (0)

Homogeneous
A waveguide A
<1p,] T ] <1p,[+1

Figure 2.4: Schematic transfer matrix
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2.2.2  Simulation results of DXPoM

The parameters used in the simulation are summarized in Table 2.1. The OOK pump
signal is simulated by super Gaussian pulses with the order of 3, and the pattern is the
pseudo random binary sequence (PRBS) of 27 — 1. The input powers of the pump and
probe beams are 2 and 5 dBm, respectively.

Using time-dependent TMM and the rate equations, the simulation results are shown
in Figs. 2.5-2.9. Figs. 2.5-2.7 compare the simulated eye diagrams of 10 Gb/s wavelength
conversion employing XPoM, DXPoM with TM delay, and DXPoM with TE delay, re-
spectively. In Fig. 2.6, the extra delay added on the TM mode was 13 ps, and in Fig. 2.7,
the extra delay added on the TE mode was also 13 ps. These figures illustrate that DX-
PoM with TM delay performs much'better than the other schemes. The ER is better, the
timing jitter is lower and the rise time i§ markedly improved. However, if the extra delay
is added on the TE mode, the conversion performs is even worse than that of XPoM.
Because the power gain at the TE meode.is'1.dB higher than that at the TM mode in
the simulation model, the TE mode induces larger phase changes than the TM mode,
as shown in Fig. 2.8. Fig. 2.9 compares the phase difference between the TE and TM
modes corresponding to Figs. 2.5-2.7. Due to the asymmetric shape of the phase varia-
tion, the phase difference introduced by adding TM delay shows a square-wave type of
sharp transition and flatness. Conversely, the phase difference by adding TE delay show
continuously slow rising and falling bit patterns. Due to the interferometric principles
of XPoM, the phase difference between the TE and TM modes principally controls the
output power of the CW beam after the polarizer. Therefore, a square wave style phase
difference translates into a square wave style intensity pattern. Furthermore, the slow

and irregular rising and falling differential phase bit patterns cause a larger timing jitter
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Table 2.1: Device parameters

Symbol Description Value Unit
I'. Confinement factor in TE mode 0.2
| Confinement factor in TM mode 0.15
L SOA length 5x 107% m
c1 Nonradiative recombination rate constant 1 x 108 s!
o Radiative recombination rate constant | 2.5 x 1077 | m3s™!
c3 Auger recombination rate constant 9.4 x 1074 | mbs~!
Tge Differential ‘gain icoefficient.in TE mode | 2 x 10~ m?
Ogm Differential gain coefficient in TM mode 2 x 10720 m?
Ny Carrier density at transparency 1.1 x10* | m™3
vy Group velocity 7.5x 107 | ms!
€ Gain compression factor 1.3x1072% | m?
oy Linewidth enhancement factor 5
QL Waveguide loss 1.5 x 10* m~!
f Imbalance factor 0.5
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and eye closure. This roughly explains why the TM delay outperforms the TE delay.
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Figure 2.5: Simulated‘:é&e—dia:glfarh‘.:"c')"'f‘ “é(“)‘hx.;erted signal based on XPoM
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Figure 2.6: Simulated eye-diagram of converted signal based on DXPoM with TM delay
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Figure 2.8: The output phase of TM and TE modes

20



L w/o delay | |
= = = TM delay
E \||H||TEde|ay
g L i
—
o
= | .‘ ) .‘ l‘—
8 ‘. - s o ‘\ - = .‘. l‘- ) A )
c 1 ! A [] ) \ I
o | 1 1 ’ U RE R R
B |ﬂ--' l'--‘, I'- |'l
y— r 1
= ] LT 'y
o . ) ¥
| = S
@© - ot o: -
= lewlwl*" Z) TR > Sz
o W * s ’ * &5 o :.,. =
)P"‘M; : i“\\ ) :‘. P,‘:‘ 5 ‘.", :
C 1 1 :;\ 1 1 :_: 1 < 1 f ]
0 0.2 0.4 0.6 0.8 1 1.2
Time (ns)

Figure 2.9: The phage difference between TM and TE modes

2.3 Experimental results

Fig. 2.10 shows the experimental setup of a DXPoM wavelength converter. A DFB
signal pump laser at 1554.9 nm was intensity modulated at 10 Gb/s with a PRBS length
of 27 — 1. A tunable CW probe laser at 1548.5 nm was combined with the signal and
injected into the SOA. The bias current of the SOA (JDSU CQF872) was set at 300mA.
The average power of the DFB and the tunable laser was 1.5 dBm and 5.5 dBm, respec-
tively. After the SOA, the signal pump beam was filtered out by an optical bandpass
filter. The combination of the polarization controller (PC) and the Panda polarization
maintained (PM) fiber acted as a tunable birefringence delay line. The maximum differ-
ential delay introduced by the PM fiber was approximative 14 ps, which was optimized

by using PM fibers of different lengths. Proper control of PC3 allowed the relative delay

21



between the TE and TM modes to be adjusted, and this produced a desired DXPoM
function. The TE and TM modes were then coherently combined at the polarization
beam splitter. Figs. 2.11(a) and (b) display the 10 Gb/s eye diagrams of the measured
XPoM and DXPoM, respectively. Comparing Figs. 2.11(a) and (b) revealed that the rise
time was improved by more than 300%, from 74 ps to 23 ps, the extinction ratio showed
a 9% enhancement, from 11 dB to 12 dB, and the root mean square (RMS) timing jitter
decreased by 50%, from 5.4 ps to 2.7 ps. In the configuration of Figs. 2.11(a) and (b), PC4
was adjusted to form a destructive interference between the TE and TM modes when only
the CW beam was present, thus non-inverted conversion was obtained. As a comparison,
Fig. 2.11(c) shows the eye diagram of XGM with the CW beam of -7 dBm and the signal
beam of 2.3 dBm. This demonstratedsthatithe used SOA can not support 10 Gb/s XGM
due to the constraint of the catriet’s slow recovery time. Fig. 2.12 shows the bit error
rate measurement results of source (back-to-back); XPoM and DXPoM. According to this
figure, the DXPoM scheme impraoved the sensitivity by more than 7 dB compared with
XPoM. Furthermore, the wavelength conversion itself had a conversion penalty of roughly
1.5 dB compared with the back to back result. The power penalty was contributed mainly
by the ASE noise of the SOA by lowering the OSNR. The experiment confirms that the
DXPoM is feasible and the performance of the converted signal is improved significantly.
However, because the remote pump signal could be arbitrarily polarized after transmitting
through fibers, PC1 in Fig. 2.10 has to be an automatic PC to optimize the wavelength

converter in practice.
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Figure 2.10: Experimental Setup of DXPoM. (TL: tunable laser; IM: intensity modu-
lator; PG: pattern generator; PC: polarization controller; OBF': optical bandpass filter;
BDL: birefringent delay line; PBS: polarization beam splitter; TP: tunalbe polarizer; Att:

optical attenuator; BERT: bit err%*féf%%@'}
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Figure 2.11: Measured eye-diagrams of 10 Gb/s converted signal based on (a) XPoM, (b)
DXPoM, and (¢) XGM
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Figure 2.12: BER curves of wavelength conversion at 10 Gb/s

2.4 Small-signal model

Since the time-consuming large-signal simulations and experiments with some invari-
able parameters are difficult to look into the connections between the conversion perfor-
mance and other parameters, based on frequency domain Fourier transform approach, the
small-signal model was developed to obtain more comprehensible and intuitive physical

insight of DXPoM.

2.4.1 Small-signal model of XPoM

Concerning the small-signal model of an SOA [42], the spontaneous carrier lifetime of
Eq. (2.2) can be treated as a constant and symbolized by 7y, owing to nearly constant

carrier density. Furthermore, by simplifying Eqs. (2.1), (2.3) and (2.4), the basic prop-
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agation functions of the optical fields in different polarization modes in an SOA can be

described as,

dN Py
dp,
dzk = FkO'gk(T]kN - NO)RI@; (210)

where the retarded time frame, ¢t — z /v, — ¢, is adopted, and the waveguide loss and the
gain compression effect described by € are neglected. By defining the integrated carrier

density as,

N(t, 2) = / N(t, ) d, (2.11)
0
the solution of Eq. (2.10) is,
Py(t, z) = Py(t90)exp|l'so .0 (e — Noz)]| | (2.12)
and the phase of the probe beam is,
O3k = _O[THFkng(nk:m — Npz) . (2.13)

Using Eq. (2.10) and integrating both sides of Eq. (2.9) with respect to z yield,

@ ‘ﬁ mo ZZ zk t Z zk(t 0)

dt Fkhw Aeff ’
or,
am Pi(t,0)
&R T _ Ny2)] — 1} 2.14
o DD el = Noz) —1}, (214)
where
Iz1y
Ny = .
0 v

While the input pump signal is modulated harmonically, the input powers can be repre-

sented as,
Pii(t,0) = Poap + APy e/ + c.c.,

Pyi(t,0) = Pox, (2.15)
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because Py (t,0) is the CW probe. Assuming APy, < Pg ik, the integrated carrier

density, the output probe power, and the output probe phase can be written as,
N(t, L) = N+ AN 4 c.c.,
Py(t, L) = Py, + APpe™™ + c.c., (2.16)
Gon(t, L) = by + Apae’™ + coc.

where L is the length of the SOA. Using Eq. (2.14) and considering only the first-order

terms, the small-signal response of the integrated carrier density can be written as,

Gy — 1
Z LAP@,M

Fko_gknkpsat 1k
AM = (2.17)

mo+1+zz CuPou

where

Gap =lexp ol — NoL)| |
hwiAeff

Psat,ik - >
Ts00 gkl

are the bias gain and the saturationipower, respectively. Similarly, the small-signal

response of the intensity and phase of the probe beam are,

APQk = ngﬁ()’Qkang?]kAm, (218)
apg
Aoy = _TFkngnkAm- (2.19)

Since the TE and TM modes of the probe beam interfere at the tunable polarizer which
consists of a PC and a polarizer, the relation between the fields before and after the
tunable polarizer has to be derived in advance. Using Jone’s matrix, the field after the

tunable polarizer can derived by,

E, 1 0 eim/2 0 cosf; sinb,
0 0 0 0 e Jm/2 —sinf; cosb
polarizer half-wave plate
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eIm/4 0 cosfy sinb, E,
x , (2.20)

0 eI/ —sinf, cosbs E,

quarter-wave plate

where F, and E, are the input field at orthogonal modes, and ¢, and 6, are the angles of

the half-wave and quarter-wave plates, respectively. Accordingly, the output field is,

Eo = s [(cos By cos by + jsin by sinby)E,

+(cos 6y sinfy — jsin b cosby)E,| . (2.21)
Owing to
|(cos 0y cos Oy + j sin 0y sin 65)|* 4 |(cos 6y sin 6y — jsin 6y cosby)|> =1,
Eq. (2.21) can be simplified by defining;

(cos 01 cos O+ jsinfysints)E, = cosf - elVs |E.|

(cos by sin By — jsinbyeosth)E, = —sind - eV |Ey| (2.22)

Since ¢ and v, — ¥, are the functions of two variables, 6; and 60, they could be adjusted
independently. If £, and E, correspond to the TE and TM modes of the probe beam,
the power of the probe beam after the tunable polarizer can be represented as,

1 , 2

Prp(t, L) = 3 ‘Cos 0/ Pa(t, L) — sin O/ Pop,(t, L) - ej(ﬁ+A¢)‘ : (2.23)

where ¥, — 9, = 9+ A¢, and Ap = A, — Ay is the phase difference between TE and
TM modes. In order to obtain maximum ER after the interference, 6 needs to be chosen
to make sure that the TE ad TM modes beyond the polarizer have equal DC intensity,

i.e., cos?0- Py, = sin? - Py, = Py, and the selection of 9 is to ensure that P2, (¢, L) has a

minimum zero level. For example, ¥ + A¢, g = 0 should be applied for the non-inverting
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operation, where A¢ ¢ is the phase difference when the input pump signal is logical zero.
Thus, under this condition, the small-signal response of XPoM, A Prp, given by Eq. (2.23)

could be written as,
1
APrp = 5(1 — cos V) (0052 0 - APy, +sin?6 - APQm) + Pysint - Ag. (2.24)

The first and second terms of the right hand side of Eq. (2.24) are associated with XGM
and XPM effects, respectively. From Eq. (2.19), if there is no polarization dependent
gain, i.e. A¢y,, = Ao, the remaining contribution of Eq. (2.24) is only the XGM effect.
By defining the lifetimes of stimulated recombination due to the pump and probe beams
as,

L _ 5 GiPou (2.25)

)
Tstirm,i & 750 Psat,ik

Egs. (2.17)-(2.19), (2.24) and (2:25) yield,

(G, — 1) APy 1,

in? Fe e eP
(L4 Te) = (1 B [ P

27—30 Fkagknkpsat,lk
APTP = 1 1 1 )
J+ —+ +
Ts0 Tstim,1 Tstim,2
(2.26)
where

= ——tan -,
X oy 2

o 1—\mo'gmnm
Tme = T
eOgelle

are the factors associated to the operating point and the polarization dependence of
an SOA. Restated, the first and second terms in the first bracket of Eq. (2.26) repre-
sent the contributions from XGM and XPM effects, respectively. Moreover, the ratio
of XGM to XPM parts contributing to the output small-signal response can be writ-

ten as X (1 +7me) / (1 — rpe). x < 0 implies that the XPM and XGM effects have the

same logic. However, XPM effect dominates the XPoM generally. Therefore, x > 0 and
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X < 0 represent that XPoM works with non-inverted and inverted conversion scheme,
respectively.

Furthermore, from Eqgs. (2.17) and (2.18), the small-signal response of XGM is,

1 r P
L Z - kO gkTk L 2k (le’ _ 1) APoyw
— < T ogr i Pag
D APy = I T i : (2.27)
k JQ+ —+ +
Ts0 Tstim,1 Tstim,2

It is evident from Egs. (2.26) and (2.27) that the modulation bandwidths of XPoM and

XGM are the same and both are limited by the carrier’s recovery time.

2.4.2 Small-signal model of DXPoM

In this section, the analytical small-signal response of DXPoM is carried out to explain
the relations between conversionsperformance and various operating parameters. If the
delay time, At, is added on TM modes, thé intensity and phase responses of TM mode

described in Eqgs. (2.18) and (2:19) would become:

APy, = Gop Poor ko gunp AN - e 194 (2.28)

A¢2k = —Oz?HFkO'gk’f]kAm . e_jQAt . (229)

Using Egs. (2.24), (2.28) and (2.29), the small-signal response of DXPoM is,

X (L4 rpee 780 — (1 — 1y e 94T
. 1 1 1
10+ —+ +
Ts0 Tstim, 1 Tstim,2

(0524 sin v Feggenepe
X ———— (G — 1) AF, . 2.30
& |:Fkagk77kpsat,1k ( e ) 0.1k ( )

27’50

It is clear that the modulation bandwidth is determined by the first part in Eq. (2.30).
Therefore, by dividing this part by (x — 1)7r, it can be difined as a transfer function,
T(Q),

o—I0AL

L=~
TQ)= —2X 2.31
() o (2.31)
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where

1 1 1 1

— = — + + )

vy Ts0 Tstim,1 Tstim,2
_ . I+x

7)( — I'me 1— X .

Unfortunately, in Eq. (2.31), the analytical expression of 3-dB bandwidth cannot be
obtained after the time delay, At, is applied. Therefore, as shown in Fig. 2.13, several
numerical examples are given to illustrate the substantial improvement of the conversion
bandwidth. With 77 = 5 x 107"'s and v, = 0.8, the 3-dB bandwidths of XPoM and
DXPoM under 2.5, 5, 10, 20, and 40 ps delay are 5.5, 7.0, 69.9, 67.3, 38.4, and 41.3 GHz,
respectively. With proper delay, the conversion bandwidth can be improved by more than
1000%.

When At is smaller than zero,, the TM mode will get ahead of the TE mode and
the DXPoM is operated witheTE delay.” By defining 7'(Q2) = |7'(2)| exp (jO(2)), the
group delay of the transfer function is —d©/dQ. With the same operating parameters,
the conversion bandwidth and the group delay of the TE and TM delay are shown in
Fig. 2.14. Although the amplitude responses of DXPoM with TM and TE delay are
identical, the TE delay has the largest phase variation, which will induce to the worst
timing delay disparity and will cause the biggest converted signal distortion compared
with XPoM or DXPoM with TM delay. Actually, the same conclusions are reached in
large-signal simulation as well, as shown in Figs. 2.6 and 2.7. Compared with XPoM,
DXPoM with TM delay has better conversion bandwidth and lower timing jitter due
to flatter delay response. In order to portray the effects of phase response to the signal
distortion, the PRBS input signal spectrum is directly multiplied by the transfer functions
shown in Fig. 2.14 and the results of XPoM, DXPoM with TM delay and DXPoM with

TE delay are illustrated in Figs. 2.15(a)-(c), respectively, after inverse Fourier transform
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Figure 2.13: Frequency respons‘e‘ of XPoM and DPoM with different delay time

back to time domain. One can clearly see the eye closure with TE delay due to the worse
phase response.

Furthermore, normalizing Q2 and At by 77, Eq. (2.31) can be re-written as,

1 1 — e 7¥AY

= X
1— 1+ j

() , (2.32)

where T”, € and At’ are the normalized transfer function, angular frequency and delay
time, respectively. Thus, v, is the only variable which will affect the conversion bandwidth
under different normalized delay times. Figure 2.16 illustrates the relationships between
normalized 3 dB conversion bandwidth and time delay under different 7,. The maximum
bandwidth improvement is obtained with a shorter normalized delay time as v, closer to

1. If 7, is lesser than zero, such as -1 in Fig. 2.16, the XGM effect will be the dominating
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Figure 2.14: Amplitude (solid curves) and delay (dashed curves) responses of XPoM,
DXPoM with TM delay and DXPoMwith TE delay

factor of the bandwidth, and the bandwidth will be decreased with any extra birefringence
delay.

Accordingly, the conversion performance is determined by not only the bandwidth of
amplitude response but also the flatness of group delay from phase response. In other
words, for a transfer function, the flat and large pass band and the linear phase response
corresponding to |77(2)| and ©'(Y), respectively, are required. For example, the DX-
PoM with TM and TE delay have the same bandwidth improvement but they perform
differently due to the unlike group delays. Therefore, the delay response with At’ corre-

sponding to the largest modulation bandwidth in Fig. 2.16 is worth discussing. Setting
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Figure 2.15: Simulated eye-diagrams derived from the transfer functions of small-signal
model based on (a) XPoM, (b) DXPoM with TM delay, and (¢) DXPoM with TE delay

s = j€) in the normalized transfer funetion in Eq. (2.32), the transfer function becomes,

‘n ‘ 11‘ ;u 1 _"/y eisAt/
H{s).= 1_‘77 > g (2.33)
x ‘;

Then, T'(Y) can be derived by evalﬁ"at‘irign il ‘(5),011 the imaginary axis in the complex
s plane. The poles and zeros of Eq (2.33) afe pg = —1, —00 + j2nw /At and zy =
In~y, /At + j2nm /At respectively, where n are all integrals. When all poles of a causal
system are in the left half of the s plane, this system is stable. If all zeros are also in
the left half of the s plane simultaneously, this system is said to be a minimum phase
system (MPS) [43]. An important property of MPS is that ©'(€') can be got by applying
Hilbert transform to In|77(Q')|. If At is positive and +, lies in between 0 and 1 which
correspond to the condition of DXPoM with TM delay, the whole zeros of Eq. (2.33) are in
the left half of the s plane. Namely, DXPoM with TM delay is an MPS and its amplitude
and phase responses are not independent. It has been shown that a constant logarithmic

amplitude response implies linear phase response as they are a Hilbert transform pair [43].

From Fig. 2.13, when At is enlarged to get a larger bandwidth gradually, the pass band
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Figure 2.16: Improvement of 3-dB bandwidth with different ~,

is getting flatter until the largest bandwidth is approximately achieved. Consequently,
relying on the properties of MPS and Hilbert transform, when At is selected to get the
largest bandwidth, the delay response is almost constant in the pass band and the best
performance of DXPoM with TM delay is obtained simultaneously. Using second-order

approximation and forcing |T7())| = 1, yield the optimum delay,

]_ _
At = —— (2.34)
vV Ix

which corresponds to simultaneous a flat amplitude response and a linear phase response.
Figure 2.17 plots the amplitude and delay responses with delays of At/ ., 0.95 x At/

opt) opt

and 1.05 x At ,. The dotted curves in Fig. 2.17 represent the second-order approxima-
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tions of the amplitude responses. The good match at low frequency indicates that this
approximation can be applied to determine the optimum delay. Furthermore, a nearly

constant delay response and the flattest amplitude response are achieved simultaneously

!/

by applying At ;.
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Figure 2.17: Amplitude (solid curves) and delay (dashed curves) responses with delays of
At ., 0.95 x Aty and 1.05 x At;

opt opt

The information concerning the time domain can be obtained from the impulse re-
sponse, which is the inverse Fourier transform of the frequency response of the small-signal

model. Taking inverse Fourier transform of Eq. (2.32), the impulse response is,

e uy(t') — 7y - e A (' — AY)| (2.35)

where u(t) = fioo d(z) dz is the unit step function and #' is the normalized time frame.
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Figure 2.18 illustrates several impulse responses with different v, and At'. Fig. 2.18(a) is
XPoM without an extra delay, and Fig. 2.18(b) is DXPoM with the TM delay of 0.35. It’s
obvious that Fig. 2.18(b) has narrower impulse response due to the extra delay canceling
the relaxation tail. However, increasing the extra delay may enlarge the response time, as
shown in Fig. 2.18(c), which is still better than Fig. 2.18(a). This also explains the change
of the bandwidths in Fig. 2.13. While ~, is closer to 1, as shown in Fig. 2.18(d), smaller
time delay is needed to reach the maximum bandwidth which comes to the same conclusion
as in Fig. 2.16. Furthermore, with negative v, as in Fig. 2.18(e), the impulse response
is distorted by the extra time delay and causes the bandwidth decrease as depicted in
Fig. 2.16. Lastly, Fig. 2.18(f) plots the the case with TE delay. Although the TE delay
and the TM delay perform the samesbandwidth, as shown in Fig. 2.14, due to distinct
phase performance, the impulse re§ponses of Figs: 2.18(b) and (f) are so different that

the TE delay couldn’t improve.the conversion performances.

2.4.3 Discussion

From the small-signal model, the optimized delay is a constant, if the operation con-
ditions are fixed, such as the injection current, the injection powers, the SOP of both the
pump and probe beams, and the tunable polarizer. Namely, once the operation condi-
tions are selected to maximize the conversion bandwidth, the desired delay is irrelative
to the bit rate of incoming signals. However, the remote pump beam could be arbitrarily
polarized after transmitting through fibers, and the SOP could vary significantly in time
periods of about 1 ms [44]. Therefore, a polarization stabilizer is required to realize and
optimize DXPoM in practice. Actually, both XPoM and DXPoM need the automatic

polarization controlling.
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Figure 2.18: Impulse responses of small-signal model in different conditions
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Chapter 3
All-optical OOK-to-PSK conversion

3.1 Introduction to the OOK and DPSK formats

Considering both transmitter and receiver, the OOK format, which carries binary data
by turning on and off the optical power, is the simplest format to be carried out. At the
transmitter side, besides using an external modulator, such as a LiNbO3 Mach-Zehnder
modulator (LN-MZM) or an electro-absorption modulator (EAM), even a direct modula-
tion laser can be adopted to generate QOK. signals economically. On the receiver side, only
an optical detector with suitable bandwidthis.needed. However, as transmission distance
increases and channel spacings.in WDM systems decrease, the conventional OOK format
is not suitable for all the application“anymore. Accordingly, various modulation formats
which show different benefits, such as higher dispersion tolerance, lower sensitivity, higher
nonlinear tolerance, and higher spectral efficiency, have been proposed [23]. Actually, the
coherently detected BPSK format had attracted a lot of attention before the success-
ful introduction of Erbium doped fiber amplifiers (EDFA). To avoid the requirement of
phase-lock loops (PLL) in coherent BPSK receivers, the DPSK format carries information
by differential phase between two neighboring pulses. The transmitter of DPSK signals is
almost identical to that of BPSK signals, but the self interference of DPSK signals by a
DI makes its receiver to be implemented much easier. Figure 3.1(a) shows the transmitter
of the DPSK format. To avoid error propagation at the receiver, an electrical precoder is

required. At the receiver, shown by Fig. 3.1(b), the DPSK signal interferes with its delay
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version through a DI, and therefore, the phase modulated signal is converted to two inten-
sity modulated signals, alternate-mark inversion (AMI) and duobinary (DB), which can
be detected by optical detectors. While balanced detectors are used, ~ 3-dB sensitivity
improvement can be obtained, compared with the OOK format. This improvement could
be observed from the constellation diagrams of the OOK and DPSK formats. Considering
the same average power, the peak power of the DPSK format is lower than that of the
OOK format, but the distance between two symbols of the DPSK format is V/2 times of

that of the OOK format, as shown in Fig. 3.2.

DPSK

Figure 3.1: (a) The transmitter and (b) receiver of the DPSK format
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Figure 3.2: Constellation diagrams of the OOK and DPSK formats

3.2 Polarization-insensitive OOK-to-DPSK conversion

3.2.1 Concept of XPM-based format:conversion

It is straightforward that the XPM“effect in a nonlinear medium can convert the
amplitude information of an OOK pump beam.to the phase of another probe beam all-
optically. As shown in Fig. 3.3, while the space of the OOK signal only induces negligible
nonlinear phase shift to the probe beam, the mark with specific power is supposed to
generate m phase shift to encode binary data on the phase of the probe beam. Actually,
this converted phase-modulated signal is not really a DPSK signal, because its received
binary data after being demodulated by a DI are not the same to the original OOK signal.
That is, similar to Fig. 3.1(a), the binary data of the OOK signal have to be precoded to
realize OOK-to-DPSK conversion, and this is doable in electrical domain before generating
OOK signals. Therefore, the issue about precoding will not be addressed in this chapter.
Moreover, all the phase-modulated signals converted from OOK signals in this chapter

will be treated as DPSK signals and be evaluated by using self interference in a DI in
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both theoretical discussion and experimental realization. As to the BER measurement in
the experiment, the precoder does not matter, since the differential code of PRBS is still

the original PRBS.

Pump (OOK)

_._L Probe (BPSK)
Nonlinear
effec

Figure 3.3: Schematic OOK-to-BPSK format conversion

&

3.2.2 XPM effect in a birefringent fiber

Although a compact SOA is an attractive nonlinear medium due to its high nonlin-
earity and polarization insensitivity, its slow response (~ 10? ps) and residual amplitude
modulation make high-speed format conversion difficult to be implemented. In contrast,
the XPM effect in an HNLF is much faster (~ fs), but unfortunately, it is polarization
sensitive [45]. Recently, novel PCF has been shown to have not only high birefringence,
but also fixed birefringent axes over the entire fiber [7]. While the pump power is launched
equally to both birefringent axes of PCF, the pump-induced XPM effect could be inde-
pendent on the state of polarization (SOP) of another probe beam [7]. However, in an
OOK-to-BPSK format converter, the SOP of the pump beam is not fixed, and only the
SOP of local probe beam is controllable. Although polarization-independent XPM effect
cannot be achieved by only controlling the SOP of the probe beam, launching the probe
at 45° relative to the birefringent axes can make the XPM effect less sensitive to the

uncontrollable SOP of the pump.
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To investigate this polarization-insensitive XPM effect, by assuming Xg(i)yy = X@zy =

X;y)yz = Xmm /3, the third order nonlinear effect in a linearly birefringent fiber can be

described by the nonlinear Schrodinger (NLS) equations [45],

8Aw 4 1 0A + ﬂl/ aQAm: + a’iA
0z Uy o o am T ate
, 2 ]7 . —j2AB;z
= (| Aial? + 21 Ao + E\A@-yIQ + A ?) A + H Az A2 20
j’Y * AiAjz .]27 * 7'AZ’7AJ‘Z
3 A A Aie” J(ABi+AB;) +7ijAijiy€ J(ABi—AB5) , (3.1)
aAiy 1 8Azy _6{/ 82Aiy a5
Rt Sy §
9: g 0t T2 o 20w
. 2 9, 2 2, 2 2 IV 1x 42 oHi208iz
:]7<|A,-y| + 2|4y +§|Am| +§|ij| >A¢y+ = Ay Aize ”
2 12 A
j ’}/A* A Azxe ABH-AB;)Z %Aij;zAixe—‘r](Aﬁi—Aﬁj)z’ (32)

where the subscripts ¢ = 1, 2 and 7 = 1, 2 Such that ¢ # j indicate the pump (i or
j = 1) or probe (i or j = 2); the subscripts.« and 4 represent two birefringent axes of a
fiber; A is the electrical field; vy is the greup-velocity; 5" is the group-velocity dispersion
(GVD) parameter; « is the fiber loss;geis the nonlinear coefficient, and Ag = 3, — 3,
is the wave-vector mismatch due to linear birefringence. To avoid unnecessary chirping,
the pulse width of the OOK is normally wider than that of the probe beam. Moreover,
while the probe beam is a clock pulse train, its launch power has to be low to reduce the
SPM effect. Therefore, the nonlinear effects induced by the probe beam and the rising (or
falling) edges of the pump beam can be neglected. To further simplify the NLS equations,
the last tree terms of Egs. (3.1)-(3.2) can be assumed to be negligible, due to their fast
oscillating exponential terms. To fulfill this assumption, not only large birefringence of
the fiber, but also enough pump-probe detuning (PPD, |\; — Ay|) are required. In other
words, these conditions can make |AG; + ABy|L > 27 and |ABy — ABs|L > 2w, where

L is the fiber length. After neglecting the loss and dispersion of the fiber, and using the
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retarded time frame, the NLS equations of the probe could be simplified as,

dAQa: . 1

PR ]2’Y<|A1x‘2 + E‘AlyP)AZ’E’ (3.3)
dAy . 1

dzy = ]27<|A1y‘2 + g\Alx\2>A2y- (3.4)

While A;(z = 0) = /P cos? ey /%1% + /Py sin® ¢, e/9§, where P, is the launched
pump power, and ¢ (€ [0,7/2]) and 6; determine the SOP of the launched pump beam,

the solutions to Egs. (3.3)-(3.4) are,

Aga(L) = Agy(0) exp {mpl (%) L} | (3.5)
Agy(L) = Asy(0) exp {jQ’yPl (%) L] | (3.6)

Owing to cos?¢; + sin?¢; = 1, the;phase shifts of A,, and Ay, could be the same
(11 = w/4) or extremely different (¢; =0 or 7). Since 1), is uncontrollable, as the probe
is launched at one axis (i.e. Agy(0) or As,(0) = 0), the worse scenario will happen and
the nonlinear phase shift can change from maximum to minimum according to ;. In
contrast, by setting |As,(0)| = |As,(0)|, half the probe beam will have larger phase shift,
when the other half has lower phase shift. Hence, the phase shift variation caused by
variable SOP of the pump could be reduced by launching the probe at 45° relative to the

birefringent axes.

3.2.3 PPD-dependent XPM effect

From the earlier work [46], the first and second exponential terms of Egs. (3.1)-(3.2)
could be neglected without considering PPD for the commercial PCF (NL -1550 -NEG -1
by Crystal Fibre A/S) with tens of meters. However, the last terms of Eq. (3.1)-(3.2)

would seriously dependent on PPD, and AB; — Af, of the commercial PCF can be fitted
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empirically as [46],

11
AB = Afy — Ay =102 x 107 x (= = 3-) + .04 x 10° x ln% : (3.7)
1 2 2

where A is in meter. Accordingly, the NLS equations can be written as,

dilx = (4l + ;'Aly‘z)Alw’ (3.8)
dily = j’y(|Aly\2 + ;\Ale)Aly, (3.9)
dfjx = (24wl + §|A1y|2)Azx + j%yAmA’{yAgye_jABz , (3.10)
T = (2 A1) Ay + 52 sy A5, A 9257 (3.11)

where the nonlinear effects induced by the weak probe are neglected. Inserting the

solution of Egs. (3.8)-(3.9),

2 2
A1.(2) = \/ Py cos? ¢ exp [ijl (#) z +j91m} ,
= : 24 sin® .
Aly(z) =/ P 8in’ U exp |:]'7P1 (%) z +]91y] )

into Eqgs. (3.10)-(3.11), they become;

dAs, 2P
dj — ’73 1 (1 1 9cog? %) Ay, (3.12)
P [ AP ]
it sin(20) exp | +( LT cos(201) = AB)z + A0 | A,
dAQ 2’7P1 . _ -
dZy =7 3 (1 =+ 2 Sln2 ¢1) Agy (313)
P [ (P ]
D i) exp [ (L cost26) - BB — iy A,

where A0y = 01, — 01,
Let © = Ay, exp(—jkz/2), y = Ay exp(+7kz/2) and k = v P cos(2¢1)/3— AB. Then,
Egs. (3.12)-(3.13) can be rewritten as,

d
L =T+ gy, (3.14)

dz
dy
— =T 0" 1
1 = Ly +ide, (3.15)
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where I'y = j2yP (1 + 2cos?41)/3 — jk/2, Ty = j2yPi(1 + 2sin®4),)/3 + jk/2 and
§ = yP, sin(2¢,)e’2% /3. By differentiating Eq. (3.14) and inserting Eq. (3.15), it becomes

a second order homogeneous differential equation, and the solutions are,

k k 4y P,

r = <ax cos (ﬁz) + jb, sin (Ez)) exp (j 7 12) ) (3.16)
2 2 3
k k 4yP

y = (ay coS (52') + jby sin <§z)> exp (j 73 lz) , (3.17)

where

. 4 4 2
k= \/5721312 sin?(211) + {g’yPl cos(2t) — k} ,
a; = A (0) = /Py cos? 1y it
ay = Agyy(0) =1/ P STIREUN 192y ,

4
kb, = (gVPI cos(2¢p) = k:) g+ 20a,

4
kb, = — (§7P1 cos(2y) — k) a, + 20%a, .

From Egs. (3.16)-(3.17), it is obviousithat the XPM-induced phase shifts of two orthogonal
fields are not the same normally. Considering differential signals after balanced detection,
the track corresponding to adjacent pulses being in-phase is not affected by insufficient
phase shift, but the other track is proportional to |E(t)E(t — T)|cos Ap, where E(t)
is optical field; 7" is the bit period, and Ay is the differential phase between E(t) and
E(t —T). Accordingly, when the phase shift induced by the space of the OOK pump is

zero, the effective XPM-induced phase shift can be evaluated as,

(3.18)

et = cos~! (\A2x(O)A2x(L)| COS o + [ Ay (0) Azy (L)| cos %02y)
€ P2 )

where @9, = arg{As,(L)/A2,(0)} and ¢y, = arg{As,(L)/A2,(0)} are the nonlinear phase
shifts of two orthogonal fields. @.g is the function of ¢, 15, Af and AB, and AB is

relative to fiber birefringence and PPD. When the OOK pump is arbitrarily polarized

45



and ¢ and Af are randomly selected, to focus on optimizing the controllable SOP of
the probe, |AB|L > 27 is assumed by setting large PPD and birefringence. Namely, the

effective phase shift of Eqgs. (3.5) and (3.6) becomes,

(3.19)

2vPy L(1 4+ 2 2
Geff = COS™ ! (COSZ% Cos( VL —g cos 1/11))

2P L(1 + 2sin?yy) ))

+ sin®ty cos ( 5

To simulate a polarization scrambled pump beam, the SOP which cover all the Poincaré
sphere, as shown in Fig. 3.4(a), are considered to be the SOP of the pump. Using all
these SOP and Eq. (3.19), Fig. 3.4(b) shows @z with 2y P, L = 7 as the function of 1)y,
where the multiple curves correspond to all possible SOP. Although launching the probe
at the birefringent axis may achievesthé'desired phase shift of m, it shows the largest
phase variation and the lowest jpossible phaseishift of 7 /3. Comparatively, by launching
the probe at 45° respective tosthe axess although its maximum phase shift is sacrificed,
the variation is the smallest and its minimum.phase shift is the largest. In order to
minimize the phase variation and maximize the minimum phase shift, which can impair
signal performance most, ¥, = 45° is refereed as the best scenario and ¥s = 0 (or 90°) is
the worst scenario.

Therefore, for the desired polarization-insensitive case, a, = \/P/2¢%* and a, =

\/ P»/2¢e% where P, is the probe power, the converted DPSK signal is,

Ay (L) kL - (kL AyP L kL

P (cos (7) + jb, sin (7)> exp (] 3 +]7 , (3.20)
Ay (L) kL\ - . (kL 4yP L kL
Z—y = (cos (7) + jby sin (7>) exp (] 5 5 ) (3.21)

where

~ 1 (4P ~
b, = ;< 73 ICOS<2¢1)—k+25> ,
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Figure 3.4: (a) All SOP of the pump beam used in simulation, and (b) the effective phase
shift with ABL > 27 as the function of 1)
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In contrast, for the worse case-,-:'%,i-“\' /P 'e-f.%f and a, = 0, the output signal becomes,

Ay (L ALY AP L kL
QZi ) = (cos <7) + jb, sin (7>> exp (j 731 +j7> , (3.22)

Ay (L) 26* . (kL AyP L kL
v = j : sin { 5~ ) exp { J—3 i5 ) (3.23)
where
= 1 /4
b, = z <§7P1 cos(2¢) — k) . (3.24)

Fig. 3.5 depicts all the effective phase shifts as a function of PPD, where 2yP, L, \; and
L are set to be 7w, 1550 nm and 30 m, respectively. When PPD increases, the significance
of the last terms of Eqgs. (3.10)-(3.11) are reduced, and the variation of effective phase
shift is also lowered. Furthermore, while ABL = 27 which indicate the total influence
of the last terms of Eqs. (3.10)-(3.11) is small, the minimum phase shift variation would

be obtained, such as PPD of 7 and 13.5 nm in Fig. 3.5. Consequently, if the birefringent
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nonlinear fiber is longer, the PPD required to minimize the phase shift variation is smaller.
Moreover, while the probe is launched at the birefringent axes of the fiber, the maximum

and minimum nonlinear phase shifts are also plotted in Fig. 3.5 for comparison.
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Figure 3.5: With 2yP; L = , the effective phase shift of the best scenario, 1)y = 7/4, as
the function of PPD.

To investigate the optimal nonlinear effect, Fig. 3.6 depicts the maximum and min-
imum effective phase shifts with different PPD and nonlinear effects. Compared with
PPD of 7nm (ABL = 27), PPD of 3.5 nm (ABL = 7) shows not only larger variation of
effective phase shift, but also lower minimum effective phase shift. Moreover, it is evident
that the phase shifts of the best scenario with ABL = 27 and ABL > 27 (p.g) are
about the same. As shown in Fig. 3.6, the perfect polarization-independent phase shift

can be achieved by making ¢, = 45°, 2yP,L = 3w /4 and ABL > 27, although the effec-
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tive phase shift is only 0.57. Nevertheless, if the optimization represents maximizing the
minimum phase shift, 2yP, L = 1.17 is required for the best scenario, and the minimum
phase shift has the largest value of about 0.587. Additionally, 2vP; L = 1.57 is required

to achieve the largest minimum phase shift for the worst scenario, and it is only 0.57.
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Figure 3.6: Maximum and minimum effective phase shifts as functions of nonlinear effects
and PPD

3.2.4 Experimental RZ-OOK-to-RZ-DPSK conversion in a PCF

Figure 3.7 shows the experimental setup of RZ-OOK-to-RZ-DPSK conversion. The
pump was a 40-Gbps RZ-OOK signal with PRBS of 23! — 1, and it was generated by
feeding a tunable CW laser into an EAM. The probe was an optical clock generated by a
semiconductor mode-locked laser (SMLL) with a fixed wavelength of 1553 nm. Therefore,

the PPD in this experiment was adjusted by the pump wavelength. The full widths at
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Figure 3.7: Experimental setup of 40 Gbps RZ-OOK-to-RZ-DPSK format converter (TL:
tunable laser; SMLL: semiconductor mode-locked laser; EAM: electro-absorption modula-
tor; PS: polarization scrambler; OA: optical amplifier; PC: polarization controller; ATT:
optical attenuator; CR: clock recovery; BERT: bit error rate tester)

half maximum (FWHM) of the pump andiprébe beams are about 6 and 2 ps, respectively,
and the much wider FWHM of-the pump assures that the XPM-induced phase shift of the
probe beam is almost identical over the entire single probe pulse. The SOP of the pump
was controlled by a polarization scrambler (PS) to simulate random SOP, and by only a
PC without any PS to investigate specific cases. After the high-power optical amplifiers,
the average powers of the pump and probe were about 24 and 13 dBm, respectively. The
nonlinear birefringent fiber was the commercial PCF (NL-1550 -NEG -1 by Crystal Fibre
A/S), and two spools of PCFs of 30 m and 20 m were cascaded to get higher nonlinear
effect. The nonlinear coefficient and propagation loss of the PCF are 11 W—'km ™" and 8
dB/km, respectively. Its normal dispersion of > -1 ps/nm/km over the C-band can avoid
modulation instability, and the dispersion slope is only ~ 1072 ps/nm?/km. For a CW
pump, the PCF shows high stimulated Brillouin scattering (SBS) threshold of ~ 25 dBm
for lengths of < 100 m. Moreover, the birefringent characteristics of the PCF is described

by Eq. (3.7). At the receiver end, two stages pre-amplifier was adopted to obtain low-
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noise high-gain amplification, and the balanced detector was used to achieve the 3-dB
sensitivity benefit of DPSK signals.

As shown in Figs. 3.5 and 3.6, even though the probe is launched at 45°, sufficient
PPD is required to reduce the polarization-dependent variation of the XPM effect. To
characterize this PPD-dependent sensitivity, the XPM-induced spectral pedestal of the
probe beam was measured [30]. While the XPM effect is strong with a specific SOP,
the spectral pedestal must be high, and vice versa. Consequently, the power differential
between maximum and minimum spectral pedestal of the probe can implies the amount
of the XPM effect variation caused by different SOP of the pump. In order to reduce
the spectral overlap between the pump and probe as PPD is small, the probe beam in
Fig. 3.7 was replaced by a CW beamat 1563 nm. While the pump was scrambled, an
optical spectral analyzer (OSAJ wds used-to record the maximum and minimum power
spectra of the probe after the_ format converter. The measured power differential as a
function of PPD is shown in Fig#3.8, and the theoretical curve calculated by Egs. (3.20)
and (3.21) is also shown for comparison. In theoretical calculation, 2-dB loss was inserted
between 30-m and 20-m PCF to simulate the loss of the coupler and splicing. Figure 3.8
demonstrates that the PPD of at least 6 nm is needed to achieve polarization-insensitive
XPM effect.

Figures. 3.9(a)-(f) show the eye-diagrams of the converted DPSK signals with the
pump at 1547 nm after balanced detection. The FWHM of the eye-diagrams is much
broader than 2 ps, because of the bandwidth limitation of the balanced detector, the tran-
simpedance amplifier (TTA) and the oscilloscope. The best signal, as shown in Fig. 3.9(a),
obtained by aligning both the pump and probe at the same birefringent axis of the PCF

corresponds to the maximum XPM effect. Nevertheless, this best signal is not the best
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Figure 3.8: The experimental and‘theoretical-power differential of XPM-induced spectral
pedestal as a function of PPD

DPSK signal, since 2vP; L. = m was not achieved due to the insufficient PCF length and
pump power. In contrast, the worst one occurred, when the pump beam was launched
at the other orthogonal birefringent axis, as shown in Fig. 3.9(b). While the probe was
launched at a birefringent axis and the pump was scrambled, Fig. 3.9(c) shows the corre-
sponding eye-diagram which includes the cases of Figs. 3.9 (a) and (b). On the other hand,
as the probe can be launched at 45° relative to the birefringent axes, Figs. 3.9(d)-(f) ex-
hibit the best, the worst and the scrambled cases. Compared with Fig. 3.9(d), Fig. 3.9(a)
has wider eye-opening due to larger nonlinear phase shift, but compared with Fig. 3.9(e),

Fig. 3.9(b) shows a much worse eye-diagram due to extremely insufficient phase shift.
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Figure 3.9: The eye-diagrams of converted DPSK signals with the pump at 1547 nm,
while (a) the pump and probe beams were launched at the same birefringent axis; (b) the
pump and probe beams were launched at different birefringent axes; (c¢) the pump was
scrambled and the probe was launched at a birefringent axis; (d) the probe was launched
at 45° relative to birefringent axes and the pump was adjusted to optimize the signal; (e)
the probe was launched at 45° relative to birefringent axes and the pump was adjusted
to get the worst signal; (f) the pump was scrambled and the probe was launched at 45°
relative to birefringent axes.
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Accordingly, while the pump is uncontrollable or scrambled, launching the probe at 45°

can avoid the worst case, which degrade signals seriously.
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Figure 3.10: The BER measurement of the converted DPSK signals. (Scr.: scrambled;
45°: 45° relative to the birefringent axes; 0°: one of the birefringent axes)

The BER measurement was carried out to investigate the signal performance further,
as shown in Fig. 3.10. The baseline of the DPSK signal was generated by an X-cut LN-
MZM driven by a PRBS signal with 2V, swing biased at the null point. Furthermore, the
cases with PPD of 6, 9 and 12 nm, corresponding to the pump at 1547, 1544 and 1541
nm, respectively, were also measured. However, the BER with small PPD, such as 3 nm,
cannot be carried out, even though the pump and probe were aligned on the same axis

perfectly. This is because the spectra of the pump and probe beams overlap seriously,
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Figure 3.11: The optical spectra obtained with a resolution bandwidth of 0.05 nm and a
PPD of 10 nm

and the converted DPSK signal was interfered by the pump signal. Figure 3.11 shows the
optical spectra of the output of the PCF, the optical filter with 1-nm FWHM, and the
DPSK signal in front of the receiver, where the spectra of both the pump and the probe
were broadened by the SPM and XPM effects. Since there is a trade-off between the SPM
effect and the OSNR of the probe, the 1-nm width filter can reduce undesired spectral
broadening and increase the SPM tolerance. Owing to 2yP; L = 0.76 7 in the experiment,
the best conditions which was achieved by optimizing both the SOP of the pump and
probe and correspond to Fig. 3.9(a) have about 1~2.5-dB penalties relative to the DPSK

baseline. The main reason of different penalties is the OSNR variation of the DPSK
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signals due to the uneven gain spectra of the optical amplifiers. While the pump beam
was scrambled, launching the probe at one birefringent axis can not achieve error free, but
launching it at 45° shows only about 4.5-dB penalty, compared with the corresponding
best unscrambled case. Actually, from Figs. 3.5 and 3.6, the minimum nonlinear phase
shifts, which would dominate BER, are about the same, if PPD is larger than the first one
exhibiting the minimum variation of phase shift (7 nm in Fig. 3.5 and 6 nm in Fig. 3.8).
Therefore, the polarization-insensitive format conversion was demonstrated for different
PPD, and the penalties induced by the scrambled pump would be about the same, only if
PPD is larger than 6 nm. In addition, according to Fig. 3.6, the performance of the DPSK
signal converted from the scrambled OOK signal should be improved and optimized, if

the pump power or the PCF length,_can/be increased to make 2yP L = 1.1 7.

3.3 Theoretical analyses of the penalty arising from OOK-to-DPSK con-

version

Various impairments to DPSK signals have been investigated [47][48]. However, using
the power-dependent XPM effect to convert an OOK signal to a DPSK signal would
cause some different issues. As shown in last section, many factors, such as polarization,
power and fiber length, may cause insufficient phase shift of a converted DPSK signal.
Besides, before arriving a format converter, an OOK signal probably has passed through
a few optical amplifiers, and the AN of an OOK signal will be transferred to the PN of
a converted DPSK signal through the XPM effect. In the following sections, these two

issues will be discussed theoretically.
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3.3.1 Insufficient phase shift

To simplify the discussion and to focus it on insufficient phase shift, the phase shift
over entire bit period is assumed to be identical. As mentioned in the previous section, this
assumption is correct , if the FWHM of OOK pulses is much larger than that of converted
DPSK pulses. An optical matched filter preceding the receiver is assumed further, and
therefore, the pulse shape of DPSK signals will not affect the discussion.

Considering an amplifier-noise limited DPSK system, the DPSK signal in front of the

receiver, as shown in Fig. 3.1(b), can be represented as,
E(t) = (A O 4 (8)) % + (Ae?®® 40y (1) 7, (3.25)

where ¢, ,(t) is either ¢, , or 0, which is induced by the mark or space of an OOK signal
through the XPM effect, and the amplifier noises;n, and n,, are independent identically
distributed (iid) complex zero-mean eircular Gaussian random variables. The variances of
the real and imaginary parts of the noises are both o2, and thus, (|n,[*) = (|n,[*) = 202,
where (-) indicates the expectation value. At the output of a DI, in which the DPSK

signal interferes with its delay version, the two output signals are,

Epg = % (Ape?®® 4 A7) 4, (1) +ng(t — T)) %

+% (A, + AT 4 (6) +n,(t—T)) ¥, (3.26)
Eavt = % (Axej%(t) — A1) Lo (8) — ng(t — T)) X

+% (Aye?® — A, =T o (t) —n,(t —T)) ¥, (3.27)

where n(t) and n(t—T') are iid. As shown in Fig. 3.1, the electrical fields of Egs. (3.26) and
(3.27) represent the DB and AMI signals, respectively. Since the amplifier noise dominates
the noise source, all the electrical noises are neglected, and the detector responsivity is

set to be unity. Hence, the photocurrents at the output of detectors could be represented
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as |Fpg(t)|* and |Ea\m(t)]?, respectively. While two neighboring pulses are in-phase,

Gay(t) — ¢2y(t —T) = 0, the photocurrents are,

ipg(t) = |As + na() Zm(t =l +|A, + my(f) ¥ Zy<t -Df : (3.28)
, na(t) —ng(t = T) > |ny(t) —n,(t = T)|
iami(t) = 5 5 (3.29)

As ¢,y (t) = ¢py(t —T) = @y, the relative phase shift between the signal and noise,
el?=v is ignored in Eq. (3.28), because [ng,(t) + n,,(t —T)] /2 is still a complex circular
Gaussian noise. In contrast, if two neighboring pulses are out-of-phase, ¢, ,(t) — ¢, (t —

T) = £¢,,, the photocurrents become,

ipp(t) = |A cos<ﬁ) n ng(t) + ng(t —T) 2
x 5 .
+1A, Cos(%) + ny(t) + Zy(t —~T) 2 7 (3.30)
iAMI(t) = |A, Sin(%) i nm(t) = Tzlm(t _ T) 2
£ 14, sin( By 0=l 2T) g s

where the relative phase shift between the signal and noise is also neglected for the
same reason. Obviously, Egs. (3.30) and (3.31) would become Egs. (3.29) and (3.28),
respectively, when the phase shift is optimized, i.e. ¢,, = 7. Furthermore, since n,(t) £
ng(t—T) and n,(t) £n,(t —T') are independent of each other, all [n, ,(t) & n,,(t —T)] /2
in Egs. (3.28)-(3.31) can be treated as iid complex circular Gaussian random variable with
the variance of 20? = 02. Accordingly, after normalizing the photocurrents by o2, their
probability density functions (pdf) are noncentral or central x? distributions with four

degrees of freedom,

1 €T A1+
Px (.fl) = —\ l)\—le_ 12 1]1 (\/ )\11’1) , (332)
1

2
1 _a
Px,(x2) = Z—lxge 3 (3.33)



1 s A3tz
pX3($3) = —1/>\—267 E 3]1 (\/ )\31’3) , (334)

2
1 xXr Atz
pX4([L‘4) = 51 / )\—;16_ 42 4]1 (\/ )\41’4) . (335)

Egs. (3.32)-(3.35) correspond to Eqs. (3.28)-(3.31), respectively, where z = i/0? A\, =
(AiWLAZ) /0%, A3 = A cos?(per/2) and Ay = A;sin®(peq/2), and they are mutually
independent. The definition of peg is equivalent to Eq. (3.18), in which |As, ,(0)A2,,(L)]
is replaced by A? . Because the photocurrent after balanced detection, ipa(t) = ipp(t) —

iami(t), is used to determine the logic of a received signal, the error probabilities with a

threshold, h, are,

. 00 zo+h
= - X<h = [ { Ja d:cl] pro(an)doy,  (3.36)
0 0
Pt = (Xs—Xy>h) = / [/ Px;(73) dJCS} px, () dry, (3.37)
0 T4+h

where the superscript indicates two neighboring pulses being in-phase or out-of-phase,
and h is set to be greater thantor equivalent to zero. The reason to assume h > 0 is that
the penalty caused by insufficient ‘phase_shift, ‘w.s < 7, only degrades the out-of-phase
case.

Eq. (3.36) has an analytical solution (Appendix A),

P =1 - Qi (200, V) + %e—m?@l (20, v2h) (3.38)

m
2

1 h 1 > s
et B o)+ e S (271 o)

where p, = (A2 + A2)/(2072) is the signal-to-noise ratio (SNR); I, is the m'™ order

modified bessel function; @,, is the well-known Marcum Q-function,

Qm(A,B) = %/ e & L1 (Az) dz, (3.39)
Am 1 B

and m is a positive integer. Additionally, the analytical form of Eq. (3.37) is,

4+h 1
POt = %e”sgfo (ps SN @efr) + ge*p“% tan(gpgﬂ) Iy (ps Sin @efr)
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where
co, =1+ ﬁ ,
2 1 . n—1 !
(%=1+€;+Z;( 3 (ﬁ:f) 2;@4W4<7:f)]%’ "=

n—2
n—1 n—3\] A Rt h™
d, = —1)nt - -+ — > 3.
(=1) [Q—1) (%4)]” m—2) a7
=1
(1) =T(n+1)/T(k+1)/T(n—k+ 1) is the binomial coefficient, and I'(-) is the Gamma
function. Actually, while @cq is small and h is required to be large, Eq. (3.40) is hard

to converge numerically, and it is easier to calculate the error probability through its

integration form,

1 . |
= gese(5H) D (3.41)

X /Ow\/ge_;h (2\//)3_1'Sin(%>> () (2 Ds COS(%) ,\/:17—I——h> dz .

Moreover, if h = 0, Egs. (3.38) and (3.40) become [49],

in 1 —ps Ps
iy = e (1+2) (3.42)
e . Pe L :
P = Q1( 2ps cos(%) 1V 2Ps sm(gpzﬁ)) — 3¢ Ps Io(ps Sin @err)
1 € e .
—i-ge*ps (tan(gpsz) - cot<¢25>> I (ps sin @egr) (3.43)

Undoubtedly, Eq. (3.43) equals to Eq. (3.42) as geg = w. While the probabilities of

in-phase and out-of-phase cases are the same, the total error probability is,

out

_ P e

. A4
p 5 (3.44)

Actually, the fixed threshold of zero for an ideal DPSK signal is one of its advantages,

compared with the SNR-dependent threshold of an OOK signal. However, as p.g # T,
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the optimal threshold is not zero apparently, and it can be obtained by,

dpe
dh

=0.
h:hopt

That is,

0= /O Oo\/mex {\/511 (2\//;3(Thopt)) (3.45)

() (et () o

Furthermore, if a polarized receiver is adopted, the noise which orthogonal to the
DPSK signal will be filtered out. In this case, all the equations can be renovated by
assuming A, = n, = 0 in Eqgs. (3.28)-(3.31). The pdf of the photocurrents become to the

ones with second degrees of freedom;

1 A1tz

SRS ) o
1

Pxi{n) S et (3.47)
1 __Agtws

Pxs(73) = oA o (\/ >\3$3) , (3.48)
[P VEE

px,(24) = 5¢ > 1o (\/ )\4564) : (3.49)

The error probabilities of Egs. (3.38), (3.40)-(3.43) can be derived as,

Pl =1-Q (2\/@ \/ﬁ) + %e"’”ng(\/Tps, \/%) : (3.50)

1
PO = §efpr%[0 (ps SN Pett) (3.51)
—ps—L tn,1<§0eff> I .
+e P2 ;cn co 5 ) 1 (ps sin @egr)
pgut _ %6—2% Sin2<¢%ﬂ) (352)
X / @_%]0<2, /pgpsin(%)) Q1(2 Ps COS(%) VT + h> dZL‘,
0
in 1 -
pe(] = —¢ Ps7 (353)
2
e : e 1 .
= (e (28) n(58)) - i 5
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and the optimal threshold becomes,

0= /0 e {IO (2\/[;3(Thopt)) (3.55)
~to(2ypsin () ) o (24l + ) cos(5) )
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' Unpolarized | |

Error probability

SNR (dB)

Figure 3.12: The error probabilities of DPSK signals with various phase shifts

Figure 3.12 shows the results of Egs. (3.38), (3.41), (3.50) and (3.52), and the optimal
threshold is adopted. Because the noise orthogonal to the signal is filtered, the polarized
receiver can outperform the unpolarized recevier. However, while the SNR is larger than
~ 19 dB, there is no obvious difference between the polarized and unpolarized cases.

The reason is that the signal-noise beating noise would dominate the noise source, and
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therefore, the orthogonal noise, which does not play a part in the beating noise, is not
important. Furthermore, by comparing Eqs. (3.38) and (3.50), they are almost identical

as the SNR is high.
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Figure 3.13: Normalized optimal threshold

Since the optimal thresholds of Eqs (3.45) and (3.55) have integration forms, it is not
easy to obtain the solution directly. A simple approximation can be made by assuming
that the in-phase and out-of-phase traces are symmetric. In other words, the threshold is

set in the middle of two traces with o2 = 0,

~ A Az — A o
hopt = il 23 ) = 4p, cos? (%) . (3.56)

Figure 3.13 depicts the optimal and approximated thresholds normalized by A;. The

maximum error of the approximated threshold is ~ 7%, and it occurs around @z = 0.657.
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Figure 3.14: The sensitivity of DPSK signals as a function of effective phase shift

According to [49], the error probabilities of differential quadrature phase-shift keying

(DQPSK) signal with an unpolarized and a polarized receiver are,

1 42482 1 w2482 (B A
pe = Q1(A,B) — 3¢ Iy(AB) + 3¢ (71 — E) 1, (AB), (3.57)
pe = Q1(A,B) — %e““zﬁ*ﬁ Io(AB), (3.58)

where

1 1
= s 1—1/=|, B = s |1 -1,
e () e ()
and the corresponding sensitivities are both about 17.9 dB. According to Fig. 3.14, in

which the sensitivity of DPSK signals as a function of effective phase shift is shown, the

DPSK signal with the phase shift of 7/2 is worse than the DQPSK and OOK signals,
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while the distance between symbols of the DPSK signal is the same to that of OOK signal
(Fig. 3.2) and the nearest one of DQPSK signal. This indicates that the distance between
symbols is not a good way to tell signal performance when direct detection is adopted.
Moreover, using the approximated threshold of Eq. (3.56), the approximated sensitivities
are also plotted in Fig. 3.14, and the maximum error is only about 0.7 dB indicating the
approximation is acceptable. If the threshold is fixed at 0, the much higher SNR required
to achieve the error probability of 107 is also shown in Fig. 3.14.

According to Figs. 3.6, 3.13 and 3.14, for the worse scenario with ABL > 27 and
2vP, L = 7, the optimized thresholds and penalties of the DPSK probe are 0 ~ 76.2%
and 0 ~ 14.1 dB, and they become 0 ~ 53.8% and 0 ~ 7.8 dB by setting 2vP, L = 1.57.
By contrast, for the best scenario witht ABL.> 27 and 2yP, L = 7, they can be reduced
to 31.5% ~ 42.8% and 3.7 dB ~ 5.6 dB; and they-become 23.2% ~ 41.8% and 2.5 dB ~
5.4 dB by setting 2yP, L = 1.17. As a tesult, launching the probe at 45° can decrease the
variations of both threshold and sensitivity caused by arbitrary polarized OOK pump, but
the penalty is never zero. Moreover, for the perfect polarization-independent operation,
the phase shift is always only 7/2, and the penalty is 7.8 dB. It implies that the signal
is worse than an OOK signal, even though their symbol distances on the constellation

diagram are the same.

3.3.2 Finite SNR of OOK

While a format converter is put in a gateway to convert OOK signals from remote
nodes, the SNR of these OOK signals is finite due to optical amplifiers used to compensate
transmission loss or increase nonlinear effect in format conversion. Because the format

conversion is realized by XPM effect, finite SNR of OOK signals may be harmful to
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converted DPSK signals through AN to PN conversion.
Considering only the noise parallel with an OOK signal, the powers of the mark and

space of the OOK are,

Yon = ‘Al +n1‘2 s (359)

Yorr = |m|” (3.60)

where n; is a complex zero-mean circular Gaussian noise with the variance of 207, and
the SNR of the OOK signal is p; = A}/(40%). Because yon/0? and yog/0? have second

order noncentral and central y? distributions, the pdf of optical power are,

1 At A
— 20 I i

< JA%t )
00 EXP e o 27
4 L J201) et gy (3.61)

Pl B 1= j20%t

by
YY) = 2726 !

1
1

= / v, (3.62)

o I 202t
which are also represented by the Fourier transform of their characteristic functions.
Using XPM effect in a nonlinear medium to convert OOK to DPSK, 2yA2L.g = 7 is
required, where Lqg is the effective length of the nonlinear medium. Moreover, the power
fluctuation of the OOK signal would also be converted to the PN of the DPSK signal
through the relation, 2yL.zY = ©. However, © € [—7, 7] is periodic, and the character-

istics of the pdf of ©® must be discrete. Accordingly, the pdf of © are,

JA m/
1 e Sy ey
0 = — 1 _]27chf
po, (f) ATy Leog Z 1 — j20%2m/ ‘
Thgg
o) eXp T a~o
1 1—3j26°m) e

= — m 3.63
2m mg_:oo 1—j25°m (3.63)
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om £ 1 j26°m
where 62 = 2vL.go? = w/(4p1). However, since |1 — j26%m|™! decreases slowly as m
increases, it is difficult to calculate pg,(#) by the Fourier series of Eq. (3.64). In fact,
Pe,(0) can be represented by convolution to avoid the numerically convergent problem,

and it is,

1 o) R 1_—_~ if 9 € [6, 7T]
poy(0) =55 D, € o ¢ , (3.65)
m=—00 o if 0 € [—m,0)

g

The phase distributions are plotted in Fig. 3.15, and ©, has much wider distribution than
Og due to the signal-noise beating .of the marks of OOK signals.

While the differential phase, A©; between. two neighboring bits of a DPSK signal
determines signal performance, the 'pdf-of differential phase is required to evaluate a
DPSK signal. Since the pdf of tweo neighboriig bits are independent, the characteristic
function of A© is the product of the original and conjugate characteristic functions of ©

. As a result, the pdf of differential phase are,

(5m)|
00 EXP\ 755
1 1 —j262%m —im
Pao (M) = > |\, | ¢ (3.66)
SRV QS S oo
: -2t |
oo CXP | T/ 55
1 1—j20°m ) _i.n0
Af) = — gm 3.68
Paen(A0) = o m;w T 20l ¢ : (3.68)

Paee (D) = o= (3.69)
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Figure 3.15: The phase distributions ‘with different SNR of OOK signals

Therefore, the pdf of in-phase and out-of-phase differential phase can be represented as,

AQ) + DAy, (AQ)

pae;, (A0) = paoc| 5 (3.70)
27T — m I
AO Af
Pae., (Af) = Pae,(A0) ;‘pAeoﬁ( )
1] & '
- % m:,OO\I]OUt (m)ei‘ije . <371>
where
: 2
jmm
Win(m) = exp(l—J262m) |
inlm) = — 2 ’
2 Lo 2|1 — j262m|”
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Similarly, because |1 — j252m|~? converges slowly, by using the relation,

i - ;e—jyt dt = ée_% 7
21 J oo |1 — j252t| 45

Paey, can also be rewritten as,

|[A0—2mm|
PAeg (A9> 40.2 Z e 2 (372)
1 AO\ o~ _mz
— E <€ |$7g| + 2 COSh( 0_ ) Tr; 6_52>

1 T T — | A
) h(T) ’

which is much easier to be calculated numerically. Figure 3.16 shows the numerical
results of differential phase distributions.
Since only PN is induced during,the-éonversion process, the error probabilities caused

by the finite SNR of the OOK signal.can be-obtained by,

3
=1 —/ Pae,, (A0) dAD, (3.73)
—<£
€
P _/ P26, (A0) dAY, (3.74)
-

where ¢ = cos™!(h/A3); h is the threshold, and A2 is the power of the DPSK signal.

According to Eqs. (3.44) and (3.70)-(3.72), the total error probability is,

) winion (Wout(m) — Win(m)) - (3.75)

m=1

2

+

l\DI»—

Figure 3.17 shows the results of Eq. (3.75) with the conventional threshold of A = 0 and
the optimal threshold. The optimal threshold was obtained by minimizing Eq. (3.75) and
it is about -20%. The minus threshold corresponds that pae,, has longer tails, as shown

in Fig. 3.16, although the penalty caused by setting A = 0 is less than 1 dB. Moreover,
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Figure 3.16: (a) In-phase and (b) out-of-phase differential phase distributions with differ-

ent

the sensitivity is 23.5 dB, and the DPSK signal can not achieve error free when the SNR

SNR of OOK signals

of the OOK is lower than that. For comparison, the OOK signal of Eqs. (3.59) and (3.60)

has the sensitivity of ~ 15.8 dB.

noise loading on the DPSK signal is required. Assuming the loaded noise is additive

Actually, to evaluate a DPSK signal converted from an OOK signal with finite SNR,

Gaussian noise with the variance of 202, the SNR of the DPSK is p, = A3/(202). The

loaded noise will induces linear PN on the DPSK signal, and the pdf of this PN is [50],

o

/P

ps __Ps
e 211,

2
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Figure 3.17: Error probability as a funeiton of the finite SNR of the OOK signal
where
T (p) = Ins (3) Iy (ﬁ) . (3.77)
Accordingly, the differential PN has the pdf,

1 & 7mps
AY) = — —
pA@n( ) o 4

m=—0oQ

e P TI2 (pg)e ImAY (3.78)

Considering both linear and nonlinear noise source, the pdf of the differential phase dis-

tributions, Eqgs. (3.70) and (3.71), become,

Se_ps i i

Pae (A0) = S ST T2 ()W (m)e Y (3.79)
pse 2 —jimAd

pAeout,n(Ae) = 8 Z Hm(pS)\IJOU-t(m)e N (380)



Unfortunately, since AN is also generated after noise loading, Eqgs. (3.73) and (3.74) can
not be applied to Eqs. (3.79) and (3.80), except the threshold is set at 0. Therefore, while

h = 0, the error probability is,

[e.o]

4 PsC e 2
pe n0 — ;0 29 + 1H2k:+1 ps) (\IlOut(2k + 1) - \Ijln(Qk + 1)) . (381)

It is worth to note that when p; = oo (62 = 0), Eq. (3.81) is equivalent to Eq. (3.53).
On the other hand, if py is approaching infinity, Eq. (3.81) becomes Eq. (3.75). Further-
more, to calculate the error probability with an arbitrary threshold, a more troublesome
method is needed. Similar to Egs. (3.51) and (3.52), while the phase difference between

neighboring bits is Af, the error probabilities are,

(A0) = %H [ (s (5))
(wp—s Sm( )‘ \/F) da (3.82)

- %epsgfo (ps sir A0 )it LA Z C, tan”(%) L1 (pssin AD) |

A

R (A) = 1 - e () /0 o (2@603(%>)
(2\/[78 sm( )‘ \/F) dz (3.83)

1 A
=1- 5@"’5—%]0 (pssin AB) — e P ch tan"_1<—9> I,_1 (pssin AG) |

2
n=2
where h = —ho? /2 is assumed to be positive. Consequently, the total error probability

can be written as,

'*m AQ ~out Ag
Pen —< +pe ( )> (3.84)
1
2

| s, (0 (80) + s (80) 2" (36) 428

1

SE / (P04, (20) — Do (A0)) F*(A0) dAG

Actually, since most of error might be contributed by the nonlinear PN, Egs. (3.73) and
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(3.74) might be used to estimate it,

pon b > N2 () (Woun () — W) (3.85)

Figure 3.18 shows the comparison between Eqgs. (3.84) and (3.85). Although the approx-
imation underestimates the error probability due to omission of AN, the small difference
between the exact and approximated ones implies that Eq. (3.85) is a good approximation.
The error probability with A = 0 is also plotted, and the penalties increase exponentially

when p; is close to the critical values exhibited in Fig. 3.17.
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Figure 3.18: Sensitivity as a function of p;
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Chapter 4
All-optical phase noise suppression of DPSK signals

4.1 Introduction to the regeneration of DPSK signals

In recent years, the RZ-DPSK format has attracted much attention and become a
promising format in long-haul high-speed optical communication systems [29] due to its
superior sensitivity, higher nonlinear tolerance and higher spectral efficiency, compared
with the traditional OOK format. However, because optical DPSK signal carries binary
data on its phase domain, DPSK systems, are limited by both AN and PN. Therefore,
either PN or AN must be prevented from being accumulated to expand the reach of DPSK
systems. Spectral inversion byzphase conjugation [51][52] and post nonlinear phase-shift
compensators [53][54] can reduce accumulated monlinear PN. Although in-line filtering
is a simple means of constraining PN by the stabilization of amplitude [55][56], in-line
regenerators for DPSK signals are needed to manage either AN or PN and to further
expand the transmission distance. Unfortunately, most of the all-optical regeneration
schemes for the OOK format [15]-[17] are not suitable for the DPSK format, because these
regenerators will distort its phase information. Phase-preserving amplitude regeneration
has been proposed to reduce AN of DPSK signals but not to affect the phase of DPSK
signals much [19][20]. While the amplitude of DPSK signals is managed by these phase-
preserving regenerators, the nonlinear PN induced by nonlinear signal-noise beating can
be reduced simultaneously [20]. However, existent PN will keep being accumulated due

to the absence of phase management. Moreover, unlike power which can be detected
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independently, phase is a relative parameter. Hence, a reference beam is needed to identify
and regenerate phase information. A PSA which requires a coherent reference beam
can eliminate both AN and PN simultaneously [18]. Unfortunately, if such a phase-
locked coherent beam can be obtained practically, coherent-detection BPSK signals would
have been adopted, instead of direct-detection DPSK signals. Another approach is to
convert a DPSK signal to OOK signals (DB and AMI), and then convert the amplitude
information of these signals to the phase of a probe beam [57][58]. The PN is suppressed
due to nonlinear phase-to-intensity conversion in a DI [57] or amplitude regeneration of
OOK signals [58]. However, because the amplitude data of these OOK signals are the
differential code of phase data of the DPSK signal, the regenerative DPSK signal carries
different data from original DPSK sighaljand this should be avoided by precoding the
data at the transmitter. Additionally] while the number of this kind of regenerators in
the transmission is n, the precoding tinies must ben + 1.

In fact, since the DPSK signals. are demodulated by a DI, what influences received
signals is differential PN, instead of PN itself. Consequently, not only reducing PN,
but also increasing the correlation between PN of neighboring pulses can improve signal
performance. In the following sections, a novel PNA which can average the PN of adjacent
pulses will be introduced. Both decreasing PN and increasing the correlation of PN of
adjacent bits can be achieved simultaneously by averaging PN. Furthermore, the effects

of PN averaging on linear and nonlinear PN are also investigated.

4.2 Concept and realization of phase noise averaging

The function of a PNA is to average the PN of one bit with that of its adjacent bit.

Figure 4.1 presents a simple concept in the realization of a PNA. Based on an assumption
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that all signals have a constant amplitude, Ej, each bit of the DPSK signals can be
represented as, F, = s,Eyexp(jv,), where s, = £1 corresponds to a zero or 7 phase
shift and ¥, is the PN of the n-th pulse. After one bit delay, if the logic of the delay data
sequence can be modified to be equivalent to that of the original DPSK data, as shown
in Fig. 4.1, then the sum of this modified signals and the original signals can be written

as,

ﬁn — ’l9n_ In+0p
E;L = 25nE0 COS <Tl> x e’ +2 ' . (41)

Therefore, the output field will have original information and contain averaged PN and
minor AN converted from the differential PN. If 1J,, and 1,,_; can be treated as independent
noise with the same variance, o2, from Eq. (4.1), the variance of the output PN, (4, +
Un_1)/2, is 02 /2. However, after demodulation‘via a DI, the received signals are influenced
by the differential PN, Av,, = 9, —1,, .15 not by the PN itself. Furthermore, the variance
of the original differential PNiis 202 “and the differential PN becomes (¢, — 9,_5)/2
with the variance of 0?/2 after this PNA is-applied. Accordingly, the PNA can increase
the correlation between the PN of neighboring bits and reduce the differential PN. The
assumption of uncorrelated PN is not always correct for nonlinear PN, although linear
PN of neighboring pulses caused by ASE noise can be treated as iid random variables.
Therefore, how the PN averaging affects PN and differential PN should be investigated
after understanding the characteristics of various PN.

Moreover, since the PN after an ideal PNA can be also written as,

=3[0 ()]

the PN passing through PNAs twice becomes,

R AR HE 1 (A0
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Figure 4.1: Concept of a PNA

-1[() HEpL)

Y = (1) + ("), is used. With the same

where the identity of binomial coefficients, ( . A b1

processing, the PN after N PNAs is,
N
9N = QLN kz_o (27) O (4.2)
showing the multiple PN averaging effect.
Before discussing the types of PN and their properties, how to realize a PNA will be
given in the following in advance. Figure. 4.2 shows the setup of a PNA, which is made
up by a PSA. Considering only a PSA, in which a coherent pump beam, £, and a signal

beam, E;, are launched, the output field of the PSA is [18],

Bl = % (B, cos ¢n — E,sin¢y) , (4.3)

7



| .. .
E, | Phase-sensitive amplifier |
_r} | E'S
—>
R+1 K : |
HNLF |
L= 348 3dB |
E; |
| I
Figure 4.2: Setup of a PNA
where
o= j2L 4 et UL+ EP). o
¢n1 = ’yLeff|EsHEp| sl ((bs - ¢p) ) (45)

v is the nonlinear coefficient of the HNLF: a denot“es the fiber loss; L is the fiber length;
Leg is the effective fiber length, and &, and‘gbp are the phases of signal and pump beams,
respectively. Eq. (4.3) clearly reveals that the weighting term of E, can modify its logic
information to be identical with the data of the signal beam. Hence, the basic idea of
phase regeneration is let the pump power much larger than signal power, and the output
field is approximately proportional to F, sin ¢, which implies the phase modulation of
the coherent pump field is either 0 or 7. Figure. 4.3 shows the results of Eq. (4.3), where
|E,1?/|Eg)?> = 13 dB and vL|E,|*> = 7/2, and it is obvious that the PSA works as a phase
limiter.

The main difference between the proposed PNA and the conventional PSA is that
a challenging phase-locking pump beam is not needed. The pump beam is replaced
by the original signal beam with one bit delay and the power ratio of the pump beam

to the signal beam is R, as shown in Fig. 4.2. When this PNA is put after an ideal
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Figure 4.3: The output power and phase of a PSA

phase-preserving amplitude regenerator and the pump beam can be represent as E, =

Sn—1E0V R exp(ji,_1), the output filed becomes,
E. = el%o <ej’9" —T',vVRtan gbn1> X $n By cos el ?n1 (4.6)

where I',, = s,,/s,_1 = £1. Hence, I',, represents that the signal beam and pump beam
are in-phase or out-of-phase. That is, sin(¢s — ¢,,) can be written as I',, x sin Ad,,. As a

result, Eq. (4.6) can be rewritten as,
E. = eloo <ej’9" —VRtan 19n1> X $nEp cos Oyel?n1 (4.7)

where 9,; = ®VRsin AY,, and & = vLeg|Es|?. Considering the first-order approxima-

tion of trigonometric functions, the bracket in Eq. (4.7) is the only part related to the
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differential PN and can be rewritten as,

E = e/ — dRsin AY,, . (4.8)

s —

Moreover, the operating points can be derived from two conditions to yield the desired

function of a PNA:
OLE, 1 O|EL)?

oAY, 2’ OAY,

0. (4.9)

The first part of Eq. (4.9) guarantees that the PNA can average the PN and the second
part minimizes the output AN induced by differential PN. Hence, from Egs. (4.8) and

(4.9), the operating points are

BR — % Adg = —tan"' V2, (4.10)

where the second one is the requiredphase difference between the signal arm and the
pump arm. Setting R = 10 dB and @ =-0.071, Figs. 4.4(a)-(c) presents the normalized
output power, output phase and“output phase slope of this PSA-based PNA, respectively.
Therefore, when the splitting ratio of the first coupler in Fig. 4 is selected and a fixed

phase difference between the two arms is given, a PSA can function as a PNA.

4.3 Capacity of phase noise averaging

4.3.1 Nonlinear phase noise

Besides linear PN, the nonlinear PN can be classified into several categories, as shown
in Fig. 4.5. In WDM systems, the inter-channel nonlinearities occur between different
wavelength channels, and intra-channel effects indicate those occur inside each channel.
Since each channel contains the signal and ASE noise, the nonlinear interactions can be

noise-noise beating, signal-noise beating, or signal-signal beating. In general, noise-noise
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Figure 4.4: (a) Normalized output. power, (b) output phase and (c) output phase slope of
a PNA

beating can be neglected due to much smaller power of ASE noise, and phase shifts
generated by signal-noise beating and signal-signal beating are the main contributions to
nonlinear PN. Actually, the impairment caused by signal-signal beating is deterministic,
instead of random. Nevertheless, it shows almost random statistics due to the random
binary data of optical pulses, and accordingly, this deterministic nonlinear phase shift is

still called nonlinear PN to avoid complexity of naming.

4.3.2 Multiple PN averaging effect

In different systems, different types of nonlinear PN will show different weightiness.

To simplify the discussion, a usual transmission line with periodical full dispersion-
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Figure 4.5: Classification of phase impairments

compensation is considered. Iii Fig. 4.6, a phase-preserving amplitude regenerator and a
PNA are arranged following the transmission of A spans, which consist of standard single
mode fibers (SSMF), dispersion compensating fibers (DCF) and EDFAs. If PNAs are not
inserted, this system is called an amplitude-managed system, and PN will be accumulated
[20]. Since the DPSK signal will pass through multiple PNAs in Fig. 4.6, the multiple PN
averaging effect must be derived. The multiple PN averaging effect equivalent to Fig. 4.6
is schematically plotted in Fig. 4.7, in which 9y, represents the PN of n-th pulse created
between (N — 1)-th and N-th PNAs. As a result, according to Eq. (4.2), the total PN at

the receiver is,

M M
_ (1+M—-N) _ 1 1+M—N
O, = i =>" s Te ( . ONomk (4.11)

N=1 N=1 k=0
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and it is influenced by the relations between PNs created in different spans and between

PNs of different pulses. Furthermore, the differential PN can be represented as,

M N+1
Z Z ank V14 M-Nun—k (4.12)
N=1 k=0
where
1 N N
a = — _
NET 9N |\ k k-1
N M
Transmitter Amplitude| | " ! :
(RZ-DPSK) SSMF DCF regenerator_":_ _{)_l\i‘:&_ _E_>_’ Receiver
EDFA EDFA
Y,

Figure 4.6: Optical DPSK transmission system with amplitude regenerators and PNAs
inserted every K spans.
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Figure 4.7: Multiple PN averaging effect in the transmission system
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4.3.2.1 Random phase noise

Random PN consists of linear PN and nonlinear PN induced by signal-noise beating.
Although linear PNs of each pulse are independent, nonlinear PNs of neighboring pulses
could be correlated due to chromatic dispersion [59]. Nevertheless, due to amplitude re-
generators inserted periodically to remove AN, random nonlinear PNs created in different
regeneration span are induced by the ANs from different noise sources and can be treated
as independent. In other words, ¥, and 9, are independent, but ¥y, and ¥y, could

be correlative. Hence, the correlation relation can be described as,
(Inp X Op1) = 6N, X Cy X 07, (4.13)

where 9,, , is the Kronecker Delta function; Cj = C_y, is the correlation coefficient between
the PNs of two pulses away from k bits and ¢ =. (0%,,) is the variance of random PN.

By Egs. (4.12) and (4.13), thesvariance of total differential PN is,

(AOi <Z A X Ck> X o7, (4.14)

where

= iﬁ% {2 : (NQL) - (NEJIL 1) - (N f]’j‘ 1)}

1 2M + 2
= 200k + 015+ 015 —4 X 92M+2 (M—i-k—l—l) )

and ® denotes convolution. Since the last term of 2, is a binomial distribution and C}
generally becomes smaller as |k| is increasing, the variance in Eq. (4.14) is monotonically
increasing as enlarging M. When M approaches infinity, (A©?) converges to 2(1+C)o?.
For comparison, without inserting PNA to suppress random PN, (A©?) becomes 2M (1 —

C})o?, which is proportional to M.
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Actually, while phase-preserving amplitude regenerators are inserted periodically to
manage AN, the random PN is mainly contributed by linear PN. Furthermore, while the
signal bit rate is high, nonlinear random PN would also be suppressed further by pulse
broadening [60]. In this situation, C} can be approximated as dpx, and the variance
becomes,

(AO?) = [2 - %M <2j\ﬂjj12>] X o7 (4.15)
This indicates that the total differential random PN will never exceed that before the first
averager. Based on Eq. (4.15), Fig. 4.8 illustrates the variances of differential linear PN
with and without PNAs. Figure 4.8 clearly shows that the equivalent accumulated PN
never exceeds that generated in every K spans. It guarantees that the accumulated linear
PN will not limit the reach of a DPSK transmiission system with amplitude regenerators

and PNAs. Moreover, the variance of 195%) > 195{\,?_1,

o~ 9 1 M+1 )
(ORWIETE B o2 (4.16)
k=0

is also shown in the figure to demonstrate the effect of multiple PN averaging.

4.3.2.2 Deterministic phase noise

While the deterministic nonlinear PN is induced by signal-signal beating, the PN
generated in all spans are identical and add coherently span after span as the worst case,
if chromatic dispersion of each channel is fully compensated by DCF at the end of each
span. Therefore, similar to Eq. (4.13), the correlation relation between deterministic PN
can be represented as,

<19N,n X 79L,l> = C’n,l X 0'37 (417)
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Figure 4.8: The variances of differential linear PN as functions of the number of PNAs

where Cy is the correlation coefficient and o2 is the variance of deterministic PN. Due to

Unn = Up, Eq. (4.12) can be rewritten as,

M+1 / M
AO, = Z (Z aN,k) Ve -
k=0 \N=1

As a result, the variance of total deterministic PN is,

<A@2> = (Z SBk X ék) X O'f,
k

where

5, - (i ) ® (i )

N=1 N=1
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1 /M+1 1 /(M+1
ot (e i ()

= 200 + 01 + 01
i 1 2M + 2 _ 1 M+ 2 _ 1 M+ 2
22M+2 M_|_k_|_ 1 2M+2 k+ 1 2M+2 _k+1 ?

The last three terms in B;, could be viewed as the binomial distributions centered at

k = 0, N/2 and —N/2, with the variances of (N + 1)/2, (N + 2)/4 and (N + 2)/4,
respectively. Then (A©?) is expected to approach a maximum value, when the first
binomial distribution contributes the most to the product in Eq. (4.19), but the second
and the third terms contribute little. Moreover, if two pulses are far from each other in
the time domain, the correlation between their PNs should be zero. Consequently, as M
is large, the main contribution to the differential PN is 28 + 015 + d_1 1 of By. That is,
(A©?) converges to 2(1 + C)odias, M, =gk IF PN As are not inserted, (A©?) becomes
2M?(1 — C})o3, which accumulates at an-aceelerated rate due to coherent characteristics
of PN and is not improved by inserting phase-preserving amplitude regenerators.
Moreover, with respect to high-speed transmissions (> 10 Gbps) in SSMF with dis-
persion of 17 ps/nm/km, the inter-channel nonlinearity affects systems much less than
intra-channel nonlinearity due to fast walk-off between channels and pulse broadening.
Among intra-channel effects, isolated pulse SPM (ISPM) and intra-channel XPM (IXPM)
only induce identical deterministic nonlinear PN to each pulse, owing to the same power
of pulses. Hence, in amplitude-managed highly dispersed RZ-DPSK systems, the nonlin-
car PN induced by intra-channel FWM (IFWM) is the main contribution to deterministic
PN, and the correlation coefficient of [FWM-induced PN is necessary to understand in
detail the effect of periodic PN averaging on deterministic PN. To simplify the analysis,

the nonlinear effect is treated as a perturbation, and the optical field of n-th pulse of
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RZ-DPSK singal is assumed to be,

un(t)::Sn\/ﬁ;exp{——gzjé;gzzi] : (4.20)

where 1.667 is the FWHM. In previous works [61][62], nonlinearity of DCF was neglected.
However, it significantly influences the characteristics of IFWM-induced PN, and espe-
cially the correlation between the PNs of neighboring bits. Accordingly, the analysis is
extended to the nonlinear effects from both SSMF and DCF. Following some manipula-

tion, the nonlinear PN can be represented as,

On =Y S15mSnStimn [NPFLm(L1, 00, B)) — 12 Pae™ 2 Fy (Lo, 00, 7)), (4.21)

lm
where v;, P;, L;, a; and 3] are the nonlinear coefficients, the launch peak power, the
length, the loss and the GVD parameter of SSMF (i = 1) and DCF (i = 2); 5/L, = B4 L2
is required for complete disperSionscompensating, and £} ,,(L, o, 5”) is,

EFym(L, o, f") = R / (4.22)
w' 2

+528% +3 (22

3lm (I —m)?
X exXp - Bz + N B2\ 2 dz )
T 1+73% 1+ 5252 +3(5)

giving the strength of the nonlinear effect from [-th, m-th and (I + m)-th pulses. The

first and second terms of Eq. (4.21) represent the nonlinear effects occurring in SSMF and
DCF, respectively.

To investigate the IFWM-induced PN of a specific system, 40 Gbps RZ-DPSK signals
with a 33% duty cycle are considered; the length of in each span is 80 km; the nonlin-
ear coefficients, the loss and the GVD parameters of SSMF and DCF are 1.3 and 5.4
W-km™!, 0.2 and 0.65 dB/km, and -21.7 and 127.6 ps®/km, respectively. The launch
power of DCF is 7 dB lower than that of SSMF, and these values are chosen such that

the mean nonlinear phase shift, @, = Ny P avel1 et + N2 P ave Lo e, to a specific value,
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where L; o is the effective length per span and P,y = /7BPi7/T is the average launch
power. Since the pulses are highly broadened when sent into DCF, two pulses will in-
teract even though these pulses are far away from each other. Hence, all distributions
of =22 < I, m, [ +m < 22 in Eq. (4.21) are considered to fully capture pulse-to-pulse
interactions, and [ # n and m # n are set to exclude ISPM and IXPM effects. With a De
Bruijn sequence of 26 bits and @) = 1 rad after 40 spans, Figs. 4.9(a)-(c) depict the dis-
tributions of nonlinear PN caused by nonlinearities of both SSMF and DCF, only SSMF,
and only DCF, respectively. These figures clearly show that the strength of nonlinear
effect in DCF is not such small to be able to be neglected. The correlation coefficients
of [IFWM-induced PN are also plotted in Fig. 4.10, and the nonlinearity of DCF could
increase the correlation of PNs of remote pulses but decrease that of adjoining pulses.
Based on the results of Fig.#4.10 and- Eq. (4.17) and the setup of Fig. 4.6 with K =1
and without amplitude regenerators, Figi4.11 analytically plots the variance of differential
PN as a function of the number+of the spans.’The variance is maximal near 20 spans,
and converges to about 302 very slowly. Figure 4.11 also plots the results of a numerical
simulation to verify the effect of PN averaging. All of the parameters of the simulation
are identical to those in Fig. 1, and ASE noise is neglected to focus on the pattern
effect. When the number of spans is less than 20, the theory agrees excellently with the
simulation. Since the amplitude of the signals is not regenerated in the simulation, the
[FWM-induced AN generates additional nonlinear PN increasingly. Therefore, for N >
35, (A©?%) with PNAs begins to increase rather than decrease. However, if ideal phase-
preserving amplitude regenerators are inserted behind each span, then the simulation
results would be identical to the theoretical results. Furthermore, both the results without

PNA in Fig. 4.11 agree that increases as the square of the distance.
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Figure 4.9: The distributions of IFWM-induced PN, ¥,, and ¥,,_1, generated in (a) SSMF
and DCF (b) only SSMF, and (c¢) only DCF

To further investigate the effect of PN averaging on reducing nonlinear impairment,
a semi-analytical method is used to compute the error probability and the nonlinear
penalties. Based on Eq. (3.54) and previous work [62], the error probability related to an

SNR, ps, and the nonlinear differential PN is equal to,

sin<§) cos(%) D - %e”SIO (py| sin A@|)> C(423)

The error probability curves as functions of SNR with different IFWM-induced PNs are

27

Pe = <Q1 (2\//)_3

calculated based on Eqs. (4.21)-(4.23), and the conditions of ®,; = 1, 3 and 5 rad after 40

spans with and without PNAs are both plotted in Fig. 4.12. For comparison, the baseline
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Figure 4.10: The correlation‘coefficients of the IFWM-induced PN

shown in Fig. 4.12 is the error probability without the PN of e~#s /2. Note that all the error
probabilities with periodic PN averaging overlap the baseline and this fact indicates that
the nonlinear penalty is negligible. Moreover, both increasing the transmission distance
and the launch power will increase ®,,), and therefore degrade DPSK signals increasingly.
In addition, longer sequences (up to 221) are tested in calculating both C, and the error
probability, and the results do not change significantly with the length of the pulse train

as it exceeds 2'6.
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Variance of differential PN (oé)

Figure 4.11: The variances of differential PN as functions of the number of spans
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4.3.2.3 Simulation of RZ-DPSK transmission

In order to examine the effect of actual PNAs illustrated in Fig. 4.2 with both lin-
ear and nonlinear PNs, a single-channel 40 Gbps RZ-DPSK transmission system is then
investigated using commercially available software, VPI TransmissionMaker v6.5. The
transmission system in the simulation is shown in Fig. 4.13 which is identical to the setup
displayed in Fig. 4.6. The laser linewidth of the transmitter is 10 MHz and the duty cycle
of RZ-DPSK is 33%. The length, dispersion, dispersion slope, nonlinear coefficient and
loss of the SSMF are 80 km, 17 ps/nm/km, 0.07 ps/nm?/km, 1.3/W /km and 0.2 dB/km,
respectively. For DCF, the corresponding parameters are 13.6 km, -100 ps/nm/km, -0.41

ps/nm?/km, 5.4/W/km and 0.65 dB/km. The noise figure (NF) of the EDFAs is 5 dB;
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Figure 4.12: The curves of error probability as functions of the SNR and nonlinear im-
pairment

the launch power into SSMFs and DCFs are 3 dBm and -3 dBm, respectively. The ap-
proach of the phase-preserving amplitude regenerator adopted in the simulation is based
on the FWM effect in fibers because it has a simple structure. The characteristics of
the FWM-based regenerator are described elsewhere [63], and in this regenerator, HNLF
length, dispersion, dispersion slope, nonlinear coefficient, loss, A\ (wavelength difference
between a pump beam and a DPSK signal beam), pump power, output peak power, and
filter bandwidth are 1.5 km, 0.09 ps/nm/km, 0.03 ps/nm?/km, 16.2/W /km, 0.5 dB/km,
3 nm, 30 mW, 84 mW, and 160 GHz, respectively. The characteristics of the PNA in

the simulation are described in Fig. 4.4. The transmitted signal is a De Bruijn sequence
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Figure 4.13: The:simulation setup of 40 Gbps 33% RZ-DPSK

of 4096 bits. A FWM-based amplitude regenerator and a PSA-based PNA are inserted
every 400 km of transmission, i.e. K = 5.

Figure 4.14(a) displays the standard deviation (STD) of intensity noise (IN) normal-
ized to the average peak power every 80 km of transmission. Figure 4.14(b) shows the
STD of differential PN of DPSK signals at the corresponding distances. In the DPSK
transmission system without regenerators and PNAs, normalized IN and differential PN
increase absolutely with the transmission distance. With amplitude regenerators, IN can
be effectively managed, but PN is still continuously accumulated. The PN initially de-
clines at first and second regenerators due to the optical filter in the regenerators [55][56].
However, the differential PN with regenerators exceeds that without regenerators after

1600 km, because the regenerators add extra PN [63]. If PNAs are inserted after regen-
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Figure 4.14: (a) Normalized IN and (b) differential PN versus transmission distance for
40 Gbps 33% RZ-DPSK
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270 270

Figure 4.15: Differential phasor diagrams for 40 Gbps 33% RZ-DPSK after 2800 km
transmission. For (a), FWM-based regenerators are inserted, and for (b), FWM-based
regenerators and PSA-based PNA are both inserted every 400 km. (c) and (d) are the
differential phase eye-diagrams corresponding to (a) and (b), respectively.

erators, then the differential PN behind the averagers is constrained and increases at a
extremely low rate. Figures 4.15(a)-(d) illustrate the differential phase constellations and
differential phase eye-diagrams of DPSK signals after 2800 km of transmission with and
without PNAs. In Figs. 4.15(a) and (c), the DPSK signals without PNAs suffer from

serious PN and the differential phase eye is almost closed. Consequently, although the
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amplitude of DPSK signals is managed well, as shown in Fig. 4.15(a), the groups with
zero and 7 phase shifts almost overlap each other. When PNAs are used, PN is managed
efficiently even after transmission of 2800 km and the performance of signals is effectively

maintained.

4.4  Analysis of error probability

It has been proposed that only phase-preserving amplitude regeneration can also real-
ized PN averaging [35]-[37]. Nevertheless, while linear PN, 9,,, becomes (9, + ¥,,—1)/2 by
PN averaging, only less than 30% of PN is removed. How the 30% reduction of linear PN
influences DPSK signals will be discussed in this section. Moreover, various regeneration
schemes are considered, and the pdf of the phase distribution and the error probability
of a DPSK system with compléx Gaussian noise ate given analytically for the first time.
Comparing the results with ideal PN tegeneration demonstrates that PN-averaging can
eliminate most of the PN-induced penalty..Since only Gaussian noise is considered, these

results show the upper limits of various regeneration schemes.
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Figure 4.16: Schematic of regeneration configuration

Figure 4.16 presents the configuration of the DPSK system with regeneration. When

a polarizer is applied to filter out the noise which is orthogonal to DPSK signals, the
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signals with complex Gaussian noise at point 1 can be represented as u(t) = A(t) +nq(t),
where A(t) = £A, is the DPSK signal, and n; is complex Gaussian noise with the vari-
ance of 20%. To better understand the noise suppression capability of a regenerator, the
inherent noises of the regenerator can be included after the regenerator, and therefore,
all regenerators discussed in this work are assumed to be noiseless and lossless (or gain
= 1). With phase-preserving regeneration, the amplitude-regenerated signals become
AR{u(t)} = £1/A2+ 207 x exp(j¥), where AR{-} indicates the phase-preserving am-
plitude regeneration without changing average power and ¥ = £(Ay + ny) is the PN.

Identical to Eq. (3.76), the pdf of ¥ can be expressed as a Fourier series,

- NI im
pe(ﬁ):% 5 e 21Hm(pl)e gmv. (4.24)

mM==00

where p; = A2/(20%) is the SNR,at pointrls: When' complex Gaussian noise with a variance
of 202 is added between points 1 ‘and 2, as shown in Fig. 4.16, the pdf of differential PN

at point 1 and point 2 are,

ePl :
pae(A9) = 2 5 m:z_oo I12 (py )e~imAY | (4.25)
71'/01/)10pe_(pl—i_ppp) - 2 2 —jmAY
Paepp(AV) = 39 Z 115, (o)1, (ppp e ’ (4.26)

where pp, = (A2 4+ 202)/(202) = po(1 + p;') and py = A2/(202). Eqgs. (4.25) and (4.26)
are derived based on the fact that the characteristic function of the sum of independent
random variables is the product of individual characteristic functions. Then, the error

probability of signals with phase-preserving regeneration is,

pe,pp - ]- _/ pA@7pp<A/l9)(A19) dA’ﬁ (427)
T2
1 7p1pppe” (p1+ppp) 2
T2 1 2 Z(m + 1Hgm+1(P1)Hgm+1(Ppp) :
m=0

For comparison, the error probability of direct-detection DPSK signals without regener-
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ation, according to Eq. (3.53), is,
€7p0
2 7

pe,O = (428)

is the final SNR at the receiver. Furthermore, an ideal coherent

where py' = pit + py
regenerator, such as an ideal coherent PSA [18], is assumed to be able to completely
eliminate both AN and PN. The error probability determined by a coherent beam at the
regenerator is identical to the case of coherent detection, erfc(y/p1)/2, where erfc{-} is
the complementary error function [48]-[50]. Because the regenerator is lossless, the error

probability at the direct-detection receiver is exp(—ppp)/2. With negligible differences the

cross term can be omitted, and the final error probability with coherent regeneration is,

1
Peco = 5 (exfe (y/pr) + 7). (4.29)

Figure 4.17: Setup of the PN-averaged regenerator. PPAR: phase-preserving amplitude
regenerator.

Moreover, phase-preserving amplitude regenerators can simultaneously realize AN
elimination and PN averaging [37]. As shown in Fig. 4.17, a DI converts the DPSK signals
into two phase-modulated OOK signals: DB, [A(¢) + A(t —T) +ny(t) + ni(t —T)]/2, and

AMI, [A(t) — A(t = T) 4+ n1(t) — ny(t — T)]/2. Ideally, the amplitude regenerators can
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eliminate AN of both marks and spaces, i.e., the output power of both OOK signals is
either 0 or A% + o} and the signals become u(t) = AR{A(t) + [n1(t) £ ny(t — T)]/2},
where 3-dB loss is neglected and + depends on A(t) and A(t — 7)) being in-phase or
out-of-phase. Since ¥(t) = I{ni(t)}/A(t), where I{-} is the imaginary part, the PN
of u(t) can be approximated as [J(t) + (¢t — T')]/2, which turns out to be the averaged
PN. Although cascading another DI after the PNA regenerator can further increase the
correlation between PNs of adjacent pulses, it also induces additional AN, and this is
beyond the scope of this discussion. Owing to u(t) and u(t — 7T') influenced by identical
noise ny(t — 277)/2 as well as independent noise n(t)/2 and ny(t — 27")/2, the pdfs of

differential PN at points 1 and 2 are (Appendix B)

e~ 41
pare(AY) = Z H,,,(1,4p;)e A0 (4.30)
T na67(4p1+ppna) 2 im
Pae.pna(A0) = I S B (1490 (ppua)e ™7 (431)
where
Hal€eo) = [ ve 0091 (2/Ep) 12 () dy. (432
0

and ppna = (A2 + 07)/(203) = pa[l + (2p1)7']. Moreover, since the ideal amplitude
regeneration of OOK signals must make a binary decision on signals, the error probability
determined at the PNA regenerator, p. 1, depends on the criterion of the binary decision.
While the amplitude regenerators in Fig. 4.17 are steplike and mutually independent,
the error probability can be approximated as double that of the OOK signals: p.; =
exp(—p1/2) [48]. Otherwise, when the decision is made by comparing the power of two
OOK signals [35][36], it is similar to direct-detection DPSK: p.; = exp(—p;)/2. Therefore,
by integrating Eq. (4.31) the error probability at the receiver is,

e ) nae (4p1ppna) X (
» ta T Z2m Hamia (L Ap )11 (Ppna) - (4:33)

Pepna = —5— +

m=0

100



The first term in Eq. (4.33) is p.; with the best decision criterion. Even though the
amplitude regenerators in Fig. 4.17 only remove the AN of spaces with marks left un-
changed, the PN of adjacent bits have been simultaneously averaged. The regenerated
signals become @'(t) = A(t) 4 [n1(t) = ny(t — T)]/2 of which the phase is identical to that
of @(t) but residual AN still exists. Hence, neighboring pulses at point 2 contain identical
and mutually independent noises with variances of ¢7/2 and o + 203, respectively, and

the pdf of differential PN and the error probability become,

Ap1 + pr)e P & 4 B
PAG pna (AV) = (p1+ p2) Z H, (1 + il ,4p1 ) ]mAﬂ, (4.34)
8'02 m=—00 P2
e M 1
e,pna’ — T o = 4.35
p P 2 + 2 ( )
(4p1 + pa)e™ o~ (=)™ 4p1
_ H,,, 14 —.,4 .
20, T;)Qm+1 am+1 | 1+ s P1

Figure 4.18(a) plots the pdfs of PN, differential PN, and averaged differential PN with-
out ng, which are described by Egs. (4.24), (4:25) and (4.30) with p; = 14 dB. The tail
of differential PN distribution, which is the main contributor to the error probability, is
effectively suppressed by PNA regeneration. Moreover, the variance of these phase distri-
bution can be simply calculated through ffﬁ 02 px (0) df, where px (0) is the corresponding

pdf, and they are,

71'2 _Pr1 > m
PN : ? VTpie 2 mg 1
2 e (= 1)’” 2
Differential PN : E—l—ﬂpe - mE_ 3 ——1IZ,(p1)

2

; : . T i (S
Averaged differential PN : E—i—ﬁe plz — H,,(1,4p,)

m=1

The results plotted in Fig. 4.18(b) indicate that the configuration of Fig. 4.17 can realize
PN averaging, since the variance of averaged differential PN is about the quarter of that

of original differential PN.
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After loading ng, the solid curves in Fig. 4.19 show the analytical results of pe o, Pe.cos
Pepps Depna aNd Depnar, corresponding to Eqs. (4.28), (4.29), (4.27), (4.33) and (4.35),
respectively. The error floors for coherent regeneration and PNA regeneration are deter-
mined by ny, and it indicates that any regenerator can only improve signal performance
but cannot correct existing errors. In addition, the error probabilities indicated by mark-
ers in Fig. 4.19 are assessed by the brute-force Monte Carlo method, performed with 10°
bits, and the results closely agree with each other.

The SNR required to achieve the BER of 107, shown in Fig. 4.20, indicates that PNA
regeneration can remove most penalty induced by PN, because the difference between
its SNR and that of perfect coherent regeneration is less than ~0.3 dB. However, if
steplike independent amplitude regenmerators,are adopted in PNA regeneration (dashed
curve in Fig. 4.20) then regeneration fails when pyis less than 16.2 dB. Accordingly, the
amplitude regenerators shown in Fig. 4.17 dominatethe performance of PNA regeneration
if the input SNR is low. Furthermorte, Fig. 4.20 demonstrates that the improvement over
phase-preserving regeneration vanishes when SNR is lower than 15 dB, because the PN
induced by n; dominates the whole PN. Similarly, since averaging PN suppresses most
PN-induced penalties, the signals with PNA residual AN regeneration can outperform

those with phase-preserving regeneration, as p; is low.
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Chapter 5

Conclusions
In this dissertation research, we have studied a number of key all-optical signal pro-
cessing issues that are vital to the high bit-rate, high performance optical communications

applications.

5.1 Wavelength conversion

For wavelength conversion, our work has proposed a novel wavelength conversion
scheme called DXPoM by simplytadding an extra birefringence delay line in the stan-
dard XPoM. The delay line adjusts the timé differential between two orthogonal modes
to overcome the limitation of the carriersitecovery-time in an SOA. Both the large-signal
simulation based on TMM and experimental results indicate that the proposed method
significantly improves the wavelength conversion performance. The new technique ex-
hibits an error free wavelength conversion operation with more than 7-dB power penalty
improvement over XPoM. The DXPoM scheme shows a pulse reshaping function, an im-
provement of more than 300% in rise time, reduced timing jitter and a higher ER. The
small-signal model of XPoM is presented for the first time. Nevertheless, the modulation
bandwidth of XPoM is identical to XGM, and is limited by the carrier’s recovery time.
By considering the time delay between two orthogonal modes, the corresponding transfer
function of DXPoM shows apparent bandwidth improvement. Through the analytical
expression of modulation bandwidth of DXPoM, we can readily observe the relations be-

tween the bandwidth improvement of DXPoM and several parameters, such as lifetimes,
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confinement factors, gain coefficients, and operating points.

5.2  Format conversion

The work of format conversion was done at UMBC during the period of my exchange
program. We used the XPM effect in a nonlinear PCF to carry out the conversion of
RZ-OOK-to-RZ-DPSK at 40 Gb/s for the first time. Because the PCF has high linear
birefringence, and its birefringent axes remain for entire length, launching the probe at
45° relative to the birefringence axes of the PCF and having the PPD greater than ~ 6
nm can realize polarization-insensitive XPM-based conversion. While the OOK pump and
probe are launched at the same birefringent axis, the converted DPSK probe performed
better than the baseline of the QOK signal: tHowever, after the pump is polarization
scrambled, an error floor was gbserved.- Onge the probe was adjusted to be at 45° with
respect to the PCF birefringent axes,error-free BER was achieved, but it shows ~ 7-dB
penalty compared with the baseline of the DPSK signal. Moreover, this part theoretically
analyzes XPM effect in a highly birefringent HNLF with an arbitrary polarized pump
beam by the nonlinear Schrodinger equation. When the probe beam is launched at an
axis and 2vP,L = m, the optimized threshold and penalties of a DPSK probe are 0 ~
76.2% and 0 ~ 14.1 dB. By contrast, if the probe beam with ABL = 27 is launched at 45°
and 2vP; L = 7, the variations can be reduced to 31.5% ~ 42.8% and 3.7 dB ~ 5.6 dB, and
they become 23.2% ~ 41.8% and 2.5 dB ~ 5.4 dB by setting 2yP, L = 1.17. Consequently,
launching the probe at 45° can decrease the variations of both threshold and sensitivity
caused by arbitrary polarized OOK signals, but the penalty is never zero. Furthermore,
since optical amplifiers are required to compensate transmission loss or increase nonlinear

effect in format conversion, the SNR of OOK signals must be finite and the OOK signals
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must have AN. Through theoretical investigation, the SNR of > 29 dB is required to

suppress the correspond penalty of the DPSK probe less than 1 dB.

5.3 Phase regeneration

As to the regeneration of the DPSK format, we propose a novel all-optical PSA-
based PNA that does not require a complicated optical coherent pump beam with optical
phase-locking. The PNA can increase the correlation between PN of neighboring bits.
Theoretical analyses confirm that inserting PNAs after in-line amplitude regenerators
can effectively reduce the differential PN. Since the PN is suppressed by increasing its
correlation, the multiple PN averaging effect dependents on the characteristics of PN.
According the characteristics, PN,ean be divided into two categories, random and deter-
ministic PNs, and the later onels caused by signalsand fiber nonlinearity. In a high-speed
amplitude managed DPSK transmissiotrsystem, the main PNs of two categories are linear
PN and IFWM-induced PN, respectively. For linear PN, the total differential PN is lim-
ited to less than that before the first averager and is independent of the number of DPSK
spans. For IFWM-induced PN, a comprehensive theoretical model that incorporates the
nonlinear effect of DCF is established to investigate the property of IFMW-induced PN,
and the results indicate that the PN induced in DCF cannot be neglected. The multiple
PN averaging effect on IFWM-induced PN is examined by both theoretical analysis and
numerical simulation, and a strong agreement between them confirms the convergence of
[FWM-induced PN with periodic PN averaging. Furthermore, the semianalytical method
is used to compute BER and shows that PN averaging can obviate the nonlinear penalty.
Moreover, the numerical simulation of a practical 40 Gbps DPSK system confirms that

inserting PNAs after in-line amplitude regenerators can effectively reduce the differential
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PN even after the transmission of 2800 km. Compared with the system without regener-
ation, periodic PNAs can reduce the STD of DPN by ~ 75%. Moreover, by considering
only linear PN, we analytically derives the BERs of amplitude-regenerated DPSK signals
with no additional phase processing, PN averaging, and ideal phase regeneration. The
SNR difference at the BER of 1072 between PNA regeneration and ideal phase regenera-
tion is less than 0.3 dB, indicating that incoherent PNA regeneration eliminates most of

the PN-induced penalty, even though PN is statistically reduced by less than 30%.

5.4 Future works

In order to increase the spectral efficiency to more than 1 b/s/Hz without polarization-
division multiplexing, multilevel signals, such as DQPSK and quadrature-amplitude mod-
ulation (QAM), must be adopted to transmit more than one bit per symbol. While the
DQPSK format are transmitted with-polarization-division multiplexing, the spectral ef-
ficiency is more than 2 b/s/Hz [64]: Recently, the interest in the DQPSK format has
increased because of its high tolerance to fiber nonlinearities, similar to the DPSK format,
and several all-optical signal processing schemes related to the DQPSK format have been
proposed, such as wavelength conversion [65] and format conversion [14][66]. However,
compared with DPSK signals, DQPSK signals have lower tolerance to PN [67]. Although
phase-preserving amplitude regeneration may be applied to decelerate the accumulation
of the nonlinear PN in DQPSK systems, the residual PN can be much more harmful to
signal performance. Consequently, the all-optical phase regeneration of DQPSK would
be an important research topic, and it has not been investigated. Actually, cascading the
PN-averaged regenerators shown in Fig. 4.17 is able to average the PN of DQPSK signals.

In principle , as shown in Fig. 5.1, the first regenerator can average the PN of neighboring
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bits whose phase difference is 7/2, but leave those with differential phase of w/4 or 37 /4
alone. Then, by adding phase shift of 7/4 in the second DI, the second regenerator can
averaged the PN of unchanged bits. However, the key issue would be choosing proper

amplitude-preserving amplitude regenerators, which can only generate negligible PN.

Figure 5.1: Cascading PN-averaged regenerators
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Appendix A

Error probabilities of the DPSK format with nonzero threshold

According to Egs. (3.32) and (3.39), the inner integration of Eq. (3.36) is,

/0$2+th1 (x1)dx; =1— QQ(\//\—l, m> , (A.1)

and therefore, Eq. (3.36) becomes,

pienzl—;l/oooife_;Q2<\/>\_1,v$+h> : (A.2)

It is easier to integrate Eq. (A.2) by .representing it as an inverse Laplace transform.

Before doing that, some useful pelations are listed-below:

1 b\ z [ q b
1 (Vi) B T 1t A3
v 27 (a> v joo prt P (A-3)
1 m et+joo
1 (2v/ab) Do () / Pl dp, (A)
J €—joo
Q1 (\/%, \/%) = / e ")y (2y/az) dx (A.5)
b
_ L ) / L et dp
27Tj €—joo p— 1
Q2 (\/2@, @) = /b @—(a+r)\/§]1 (2v/az) dz (A.6)
) / TPt g
27Tj c—joo P — 1

Inserting Eq. (A.6) into Eq. (A.2), 1 — p!® can be represented as,

: I _nen [ 0 o w [ e
l—p=c—e > ——e2 P ze T dx| dp
€ 0

8] —joo P 1
e+j00 3
- LQ_MQM/ b 26%p+% dp, (A.7)
271'] €—jo0 (p - 1)(2p - 1)
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where the orders of integrations are interchanged. Furthermore, p*/(p—1)/(2p —1)? can

be taken apart as,

3
p . 1 1 B 1 B 1

Using Eqs. (A.4) and (A.5), the first and second parts of Eq. (A.8) in Eq. (A.7) follow,

e~ [ L\ =" [h
b ) - S () ()
577 /E_joo <4+p_1)e dp Vo A(Vah) 4@ A, Vh
(A.9)
Making 2p = s and using Eqs. (A.5) and (A.3), the third and fourth parts follow,
EESE R EESI
e 2 L yon e 42 A1
T ds = —, V2 Al
47Tj L-joo 8—164 S 4 Ql( 27 h) 3 ( O)
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is,
A= 1= Qu (Vi Vi) + et ’%Ql( o m)
_%\/? B (VAR) + b ¥ mlm(i—é) Ln(VAR) . (A1)

On the other hand, the inner integration of Eq. (3.37) is,

/xoo Pas(23) dwg = Q2<\/_3a\/5€4+ ) (A.13)

a+h

Accordingly, the error probability follows,

/ ﬁ =51 (Vi) Qo (Vs Va T R (A.14)

111



which is equal to Eq. (3.41). Similar to Egs. (A.7) and (A.8), po"* can be rewritten as,

1 gagden (€I /1 1 1 1 A3 M h
out - Bt P+
_ e et etittah gs.
Pe = orj ]{ (8 95 8s? | 5— 1>

l_joo

Using the power series expansion for the terms relative to exp(h/(s + 1)),
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and using Eqgs. (A.3) and (A.4), the error probability becomes,
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Appendix B

Differential correlative phase noise

Assume v = (Ag+n,)+n, and ¥ = (Ag+n,)+n,, where n,, n, and 7, are iid complex
Gaussian noises whose variances are 202, 205 and 205. By defining Ag + n, = roexp(jo),
v =rexp(jy) and ¥ = 7exp(j@), the pdf of 1) = ¢ — ¢ (or 1) = $ — ¢) with given ry and

¢ is,

p\I/("MTO’ ¢) = e4é \/% Z Hm(py)e_jmd}? (Bl)

m=—0o0

where p, = 13/(207). Since Ap = ¢ — ¢ equals ¢ — ¥, the pdf of Ay is,

pau(Avlgin) L N0 I8 (p,)e (5.2

m——00

Then, the pdf of Ay without 7 and ‘¢S,
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because pay(At|ro, ¢) is independent of ¢. Actually, the brackets in Eq. (B.3) is the

well-know Rice-distribution,

" r g+ Af roA
/ PRo,o(r0, ) dp = %exp(— ° 2 0) Io( 020) : (B.4)
o= 203 o?

—T

By inserting Eqs. (B.2) and (B.4), Eq. (B.3) can be represented as,

pm(Aw)zgezz > Hp(& pa) e, (B.5)

m=—0Q

where { = 07 /02, p, = Aj/(202) and the definition of H,, (¢, p.) is Eq. (4.32).
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