
Chapter 6

Sensitivity Analysis of the Optimized

LNA Specification

Following the results of optimization, the 2nd order model with the stepwise regression is

applied. We note that the models used should be the same with the optimization analysis.

We will have three sensitivity analyses corresponding to the three optimal recipes obtained

by optimization. In this chapter, we discuss variation of VB1 parameter, and take the case

of satisfied all specifications with the largest D as the example. The procedure of other

optimal recipes for sensitivity analysis is similar to that.
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6.1 Sensitivity Analysis for LNA Circuit

By varying a set of critical circuit parameters, we will investigate the sensitivity of seven

responses. Once a quadratic model for each response has been obtained, then it can save

us a lot of time to run circuit simulator. To represent fluctuations of circuit performance,

random values of parameters are selected from a normal distribution, and the corresponding

circuit performance is calculated by their response surface models, respectively.

For example, the mean for VB1 input condition is equal to its optimized value, and the

standard deviation is 1 % of its optimized value. In order to study the statistical nature of the

LNA circuit performance, we have generated 100 normally and independently distributed

pseudo-random numbers for VB1. The variation of seven circuit performance we obtained

is calculated by the response surface models. Figures 6.1-6.7 are statistical distributions

obtained by the sensitivity analysis on the models for the S11, S12, S21, S22, K , NF, and

IIP3. Table 6.1 presents the results of sensitivity analysis by varying VB1 for the LNA

circuit.

Among the seven figures, S12 obviously skewed to right, and is not a good result. But

its standard deviation is very small so that we can ignore the phenomenon. However, the

variation of each standard deviation is about 1 % of its optimal result, and the mean values

of the seven responses calculated by the 2nd order models are in good agreement with the

simulated circuit performance.
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Table 6.1: Sensitivity analysis for LNA circuit calculated from the
response surface model which is obtained from circuit
simulator by varying VB1. Calculated mean and standard
deviation for seven circuit performances are shown.

Response Predicted Predicted Varied Actual Actual Varied
mean Std. Dev. % mean Std. Dev %

S11 (dB) -10.6494 0.1335 1.25 -10.3764 0.0629 0.059
S12 (dB) -39.2682 0.00361 0.01 -39.2966 0.004969 0.01
S21 (dB) 14.3590 0.06470 0.45 14.3102 0.06005 0.42
S22 (dB) -12.1912 0.01380 0.11 -12.2843 0.02931 0.24
K 7.8886 0.04506 0.57 7.9452 0.04918 0.62
NF (dB ) 0.9459 0.00940 0.99 0.9793 0.008145 0.86
IIP3 (dB) -5.8384 0.06295 1.08 -5.73435 0.080059 1.37

For the other examples, the mean for each input condition is set to be its optimized

value, and the standard deviation is 1 % of the optimized value. In order to study the statis-

tical nature of the LNA circuit performance, we generate 100 normally-and-independently

distributed pseudo-random numbers for 10 factors. The variation of seven circuit perfor-

mance we obtained is calculated by the response surface model. Table 6.1 presents the

results of sensitivity analysis by varying 10 factors for the LNA circuit. Statistical distribu-

tions obtained by the sensitivity analysis on the models for the S11, S12, S21, S22, K , NF,

and IIP3 are shown in Appendix E. Variation of all responses for the LNA circuit is less than

ten percent of their nominal results, and the mean values of the seven responses calculated

by the 2nd order models are in good agreement with the simulated circuit performance.
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Table 6.2: Sensitivity analysis for LNA circuit calculated from response
surface models and obtained from circuit simulator by varied
10 factors, displaying calculated mean and standard
deviation for seven circuit performances.

Response Predicted Predicted Varied Actual Actual Varied
mean Std. Dev. % mean Std. Dev %

S11 (dB) -10.573 0.558 5.38 -10.337 0.327 3.15
S12 (dB) -39.271 0.089 0.23 -39.300 0.084 0.21
S21 (dB) 14.331 0.110 0.77 14.286 0.101 0.70
S22 (dB) -12.146 0.217 1.76 -12.254 0.328 2.67
K 7.910 0.093 1.17 7.958 0.107 1.35
NF (dB ) 0.951 0.0200 2.00 0.983 0.0175 1.73
IIP3 (dB) -5.784 0.456 7.95 -5.780 0.551 9.61
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Figure 6.1: Statistical distribution of the model for S11, which is
calculated by the sensitivity analysis and using the full 2nd

order response surface model by varying VB1.
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Figure 6.2: Statistical distribution of the model for S12, which is
calculated by the sensitivity analysis and using the full 2nd

order response surface model by varying VB1.
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Figure 6.3: Statistical distribution of the model for S21, which is
calculated by the sensitivity analysis and using the full 2nd

order response surface model by varying VB1.
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Figure 6.4: Statistical distribution of the model for S22, which is
calculated by the sensitivity analysis and using the full 2nd

order response surface model by varying VB1.
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Figure 6.5: Statistical distribution of the model for K, which is
calculated by the sensitivity analysis and using the full 2nd

order response surface model by varying VB1.



112 Chapter 6 : Sensitivity Analysis of the Optimized LNA Specification

0.925 0.930 0.935 0.940 0.945 0.950 0.955 0.960 0.965 0.970

0

10

20

NF

F
re

qu
en

cy

Figure 6.6: Statistical distribution of the model for NF, which is
calculated by the sensitivity analysis and using the full 2nd

order response surface model by varying VB1.
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Figure 6.7: Statistical distribution of the model for IIP3, which is
calculated by the sensitivity analysis and using the full 2nd

order response surface model by varying VB1.
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6.2 Summary

In this chapter, the sensitivity analyses obtained from the case that satisfied all specifica-

tions with the largest D have been discussed. We calculate the fluctuations of the LNA

circuit performance which is varied by 1 % VB1 and by 1 % 10 factors for the LNA circuit

as an example. The recipe which we take is stable for studying the LNA circuit perfor-

mance. In the next chapter, we will further discuss the sensitivity analysis of static noise

margin of 6T and 4T SRAM cells.



Chapter 7

Application to Static Random Access

Memory Cell

In this chapter, we firstly introduce 6T and 4T static random access memory (SRAM) cells

with 65 nm MOSFETs in Sec. 7.1. The results of design of experiment will be discussed

in Sec. 7.2. We will perform the sensitivity analysis of the static noise margin (SNM) of

the sram cell by constructing the full 2nd order response surface models in Sec. 7.3.

7.1 The 6T SRAM Cells

Figure 7.1 shows a typical static memory cell in CMOS technology. The MOSFETs used in

our SRAM cells are with 65 nm devices. The SPICE model cards are from semiconductor
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foundry directly. The circuit is a flip-flop comprising two cross-coupled inverters and two

access transistors, M3 and M6. The flip-flop consists of two load elements (M4, M5) called

pull-up (load) transistors and two storage elements (M1, M2) called pull-down (driver)

transistors. Data are stored as voltage levels with the two sides of the flip-flop in opposite

voltage configurations, that is, node Q is high and node QB is low in one state and node Q

is low and node QB is high in the other resulting in two stable states. The access transistors

are turned on when the world line is selected and its voltage raised to VDD, and they

connect flip-flop to the column (bit or BL) line and column (bit or BLB) line. Note that

both the BL and BLB lines are utilized.

Consider a first read operation, and assume that the cell is storage a ”1”. In this case,

Q will be high at VDD, and QB will be low at 0 V. Before beginning of the read operation,

the BL and BLB lines are precharged to a high voltage, usually VDD. (The circuit for

precharging will be conjunct with the sensing amplifier.) When the word line is selected,

and M3 and M6 are turned on, we see that current will flow from VDD through M4 and M6

and onto line BLB, charging the capacitance of line BLB. On the other side of the circuit,

current will flow from the precharged BL line through M3 and M2 to ground [47].
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Figure 7.1: A circuit of 6T SRAM cell used in our circuit simulation.

7.2 The 4T SRAM Cells

Figure 7.2 shows a typical static memory cell in CMOS technology. Two storage elements

(M1, M2) called pull-down (driver) transistors and two access transistors, M3 and M6 are

included. Consider a first read operation, and assume that the cell is storage a ”1”. In this

case, Q will be high at VDD, and QB will be low at 0 V. Before beginning of the read

operation, the BL and BLB lines are precharged to an high voltage, usually VDD. When

the word line is selected and M3 and M4 are turned on, we see that current will flow from

the precharged BL line through M4 and M2 to ground.

We consider static noise margin (SNM) during hold and real modes in detail. The cell
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Figure 7.2: A circuit of 4T SRAM cell used in our circuit simulation.

stability is based on the ability of the cell to resist accidental overwrites during different

operating conditions in the presence of electrical noise and process variations. The factors

that influence the cell stability include the device sizing (channel widths and lengths), the

supply voltage, and temperature [47].

7.3 The DOE of 6T and 4T SRAM Cells

Construction of the response surface model for the 6T and 4T SRAM cells use the 25-runs

with face centered cube (CCF) design which consist of one center point, 8 axial points, and

24 cube points. The levels of CCF design for each factor are shown in Tab. 7.1.
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Table 7.1: The levels of each factor for 6T and 4T SRAM cells .

Factor name level -1 Level 0 level 1
L1: channel length of the transistor M1 (nm) 60 65 70
L2: channel length of the transistor M2 (nm) 60 65 70
L3: channel length of the other transistors (nm) 60 65 70
VDD: supply voltage (V) 1.08 1.2 1.38

7.3.1 The Response Surface Model for 6T and 4T SRAM Cells

The full 2nd order response surface models of 6T and 4T SRAM cells are shown in below

with coded factors, where the unit of SNM is mV.

SNM(6T ) = 168.02 + 8.63L1 − 4.55L2 + 8.23L3 + 5.28V DD (7.1)

− 1.49L2
1 + 0.38L2

2 − 0.82L2
3 − 1.70V DD2

− 0.011L1L2 + 0.052L1L3 + 1.075L1V DD + 0.086L2L3

− 0.96L2V DD + 0.70L3V DD,

SNM(4T ) = 170.03 + 6.23L1 − 9.86L2 + 10.54L3 + 17.39V DD (7.2)

− 1.09L2
1 + 0.69L2

2 − 0.72L2
3 − 1.24V DD2

− 0.087L1L2 + 0.026L1L3 + 1.12L1V DD + 0.31L2L3

− 1.25L2V DD + 2.24L3V DD,
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Table 7.2: The calculated results of SNM response surface model for
the 6T and 4T SRAM cells using CCF design.

Response R2 Adj. R2 Std. Dev.
SNM (6T) 0.9997 0.9993 0.097
SNM (4T) 0.9995 0.9998 0.22

where L1 is the channel length of the M1 transistor, L2 is the channel length of the M2

transistor, L3 is the channel length of the M3, M4, M5, and M6 transistors for 6T SRAM

cell and is the channel length of the M3 and M4 transistors for 4T SRAM cell, and VDD

is the supply voltage. Table 7.2 is the information of the SNM response surface models for

6T and 4T SRAM cells using CCF design. We can observe that R-square of two models

are high, and the model explanation is good. Figure 7.3 shows the trend of SNM for 6T

and 4T SRAM cells which we vary L1 and L2. In our observation, the SNM of 4T SRAM

cell is higher than 6T SRAM cell in some conditions but also lower than 6T SRAM cell in

other conditions. Therefor, the range of variation of the 4T SRAM cell is larger than the

6T SRAM cell.

7.3.2 Model Adequacy Checking for 6T and 4T SRAM Cells

The residual normal probability plots and scatter plots of the SNM response for 6T and 4T

SRAM cells are shown in Fig. 7.4. The results show that the model assumption is satisfied.
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Figure 7.3: A 3D plot of SNM for 6T and 4T SRAM cells with respect
to L1 and L2.

7.3.3 Accuracy Verification for 6T and 4T SRAM Cells

The results calculated from the response surface model and values obtained from circuit

simulator are shown in Tab. 7.3. Scatter plots of values calculated from the response surface

models versus the values obtained from circuit simulator for 6T and 4T SRAM cells are

shown in Fig. 7.5, respectively. The results show that they are highly linear relationship.
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Table 7.3: Accuracy verification of the response values calculated from
the response surface model and obtained from circuit
simulator for 6T and 4T SRAM cells.

Values calculated Values calculated
from the response 6T SNM 4T SNM from circuit 6T SNM 4T SNM

surface models simulator
Mean (mV) 168.34 169.68 Mean (mV) 168.35 169.69
Std. Dev. 7.42 15.40 Std. Dev. 7.39 15.43
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Figure 7.4: A model adequacy checking (a) the residual normal
probability plot of SNM for 6T SRAM cell, (b) the residual
scatter plot of SNM for 6T SRAM cell, (c) the residual
normal probability plot of SNM for 4T SRAM cell, and (d)
the residual scatter plot of SNM for 4T SRAM cell.
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Figure 7.5: A scatter plot calculated from the response surface model
versus values obtained from the circuit simulator. (a) 6T
SRAM cell and (b) 4T SRAM cell. The results have highly
linear relationship.
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7.4 The Sensitivity Analysis for 6T and 4T SRAM Cells

We explore the sensitivity of SNM versus the channel length and the supply voltage for 6T

and 4T SRAM cells. The sensitivity analysis is performed by assuming a normal distribu-

tion for each nominal value. The mean of L1, L2, andL3 is set to be their nominal values

65 nm and VDD is equal to its nominal value 1.2 V. The standard deviation is 3.3 % of

each nominal value. And we generate 500 normally and independently distributed pseudo-

random numbers for four parameters. The variation of SNM we obtained is calculated by

the response surface models for 6T and 4T SRAM cells. Figure 7.6 and Tab. 7.4 show

the sensitivity analysis of SNM for 6T and 4T SRAM cells, and comparison between 4T

SRAM cell and 6T SRAM cell. The results show the standard deviation of 6T SRAM cell

is smaller than that of 4T SRAM cell. However in the test condition, we take 170 mV as

nominal value and 3.3 % of 170 mV (5.61 mV) as 1-standard deviation. The result shows

that 2 % variation of SNM is out of 3-standard deviation for the 6T SRAM cell. It is half

of 4T SRAM cell (4.2 %). Thus, the comparison of sensitivity of 6T and 4T SRAM cells

shows that 6T SRAM cell is more stable than 4T SRAM cell with 65 nm CMOS devices.
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Table 7.4: Comparison of the sensitivity of the SNM for 6T SRAM cell
between the sensitivity of the SNM for 4T SRAM cell. The
mean of L1, L2, andL3 is set to be its nominal values 65 nm,
respectively; and VDD is set to be its nominal value 1.2 V.
The standard deviation is 3.3 % for each nominal value. We
generate 500 normally and independently distributed
pseudo-random numbers for these four parameters.

Mean Std. Dev.
6T SNM 167.11 6.172
4T SNM 169.07 9.178

7.5 Summary

In this chapter, the full 2nd order response surface models of 6T and 4T SRAM cells are

shown in Eqs. 7.1 and 7.2. The residual normal probability plots and scatter plots of the

SNM response are shown in Fig. 7.4. Then we generate 100 random numbers for each

factor with uniform(-1, 1) distribution to verify the accuracy of the SNM response surface

models for 6T and 4T SRAM cells within our high and low level settings. The results

have highly linear relationship. And the results of CCF design are deemed adequate for the

sensitivity analysis, and 4T SRAM cell is more sensitive than 6T SRAM cell. In the last

chapter, we draw conclusions and suggest some issues for a future work.
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Figure 7.6: A comparison of the sensitivity of SNM for 6T SRAM cell
and the sensitivity of SNM for 4T SRAM cell. The mean of
L1, L2, andL3 is set to be their nominal values 65 nm and
VDD is equal to its nominal value 1.2 V. The standard
deviation is 3.3 % of each nominal value. 4T SRAM cell
shows more sensitive than 6T SRAM cell.



Chapter 8

Conclusions and Future Work

In this thesis, based upon SPICE circuit simulator, a screen design, a central composite

design (CCD), and a 2nd order response surface model (RSM). We have successfully de-

veloped a computational statistics approach for ICs’ design optimization and sensitivity

analysis. Two different circuits are explored. one is LNA circuit with 0.25um MOSFETs

and the other is SRAM cells with 65 nm CMOS devices. The results of design of exper-

iment which contain screening design, central composite design, construction of response

surface model, model checking and accuracy verification were shown in Chap. 4. The three

optimized cases which satisfy all specifications, minimize the noise figure, and maximize

the voltage gain were provided in Chap. 5. Next the outcomes of the circuit sensitivity

127
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analysis have been shown in Chap. 6. In the process of sensitivity analysis, the input fac-

tors have been assumed to be normally distributed about their mean. The standard deviation

for each factor have been set as a percentage of its mean values. We note that the results

were acceptable. The results presented in this work are promising in IC design. The 4T and

6T SRAM cells were also explored by using this methodology and the sensitivity analysis

was successfully analyzed in Chap. 7.

8.1 Conclusions

Taking a low noise amplifier circuit with 0.25 μm MOSFETs as an example, we have stated

the computational statistic algorithm. The circuit specification to be optimized includes (1)

the input return loss < -10 dB, (2) the output return loss < -10 dB, (3) reverse isolation

< -25 dB, (4) voltage gain is as great as possible, (5) stability factor > 1, (6) noise figure

< 2 dB, and (7) the third-order-intercept point > -10 dB. To achieve the aforementioned

seven circuit specifications, out-calling circuit simulator to obtain circuit performance was

performed and then ten significant results among thirteen parameters were selected from

the screening design. They were the Cmatch1, Cmatch2, Cmatch3, Ldeg, Lmatch1, L1,

W1, VB1, VB2, and VDD. By simultaneously running circuit simulator, a ten-parameter

face centered cube design was then performed in the step of central composite design. We

used the 149 simulation which results in constructing the corresponding 2nd order response
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surface models for the seven circuit specification.With the 2nd order RSM equations, design

optimization and sensitivity analysis of performance have been explored. For the design

optimization, we have obtained the improvement results in the LNA cirduit. For example,

the input return loss in the original performance was -8.756 dB and it was too large. The

output return loss of the original circuit performance -6.137dB was too large. Through our

method, the input return loss of the circuit performance has been reduced and is smaller

than -10 dB. The improved output return loss is smaller than -10 dB at the same time.

Performance sensitivity with respect to certain optimized parameter and/or all parameters

were also investigated by using RSM to an optimized recipe with 100 randomly generated

normal samples. The optimized recipe was right the mean of the normal distribution; and

one per centum of the optimized recipe was assumed to be the standard deviation. Our

result has showed that the optimized recipe was stable to the circuit performance.

Similar methodology was further applied to explore the variation of static noise margin

(SNM) for 6T and 4T SRAM cells with respect to channel length and supply voltage. For

SRAM with 65 nm CMOS devices, our result has showed that 2 % variation of SNM was

out of 3-sigma for the 6T SRAM cell with 3-sigma variation of parameters. It was half of

4T SRAM cell (4.2 %). Thus, it quantitatively confirmed that SRAM with 6T configuration

was more stable than it with 4T configuration.

In conclusion, we have implemented systematically a computational statistics approach
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to ICs’ design optimization and sensitivity analysis. Successful application of the method

to study analog and digital circuits has showed its computational efficiency and engineering

accuracy, compared with large-scale SPICE circuit simulations. This approach was suitable

for optimization problems and diagnosis of quantify trade-offs in IC industry.

8.2 Suggestions to Future Work

The result of Sec. 4.2 shows we run at least three experiments in order to achieve target. But

it may not be an effective way to solve the problem when the target is far from the original

performance with multiple responses. This is a demerit which restricts our optimization. In

future work, one could develop a method which can solve the condition of target is far from

the original performance. Thus, more problems will be solve efficiently. Furthermore, we

can also apply the small composite designs to obtain the whole data if we want to design

other complicated circuits to save more CPU time and computing cost. In addition, the

recipes obtained by this work could be used to fabricate chips to compare with the results

of simulation.

Application of the systematically statistical method can be extended to more RF, analog,

and digital ICs, such as: (1) the operation amplifier; (2) the phase locked loop circuit; (3)

the digital to analog converter; (4) the analog to digital converter and; and (5) other novel

device architectures of SRAM cells.
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Appendix A

Contour Plots of the Optimal Recipe for

the CCF Design

In this appendix the completed contour plots of the optimal recipe for the case of satisfied

all specifications have provided here.
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Figure A.1: Contour plots of the optimal recipe for the CCF Design.
Plots 1-14, from the left column to the right one, are for
S11; plots 15-34 are for S12; plots 35-60 are for S21; plots
61-74 are for S22; plots 75-92 are for K; plots 93-102 are
for NF; and plots 103-126 are for IIP3. The X-axis and
Y-axis are constraint of factors, and contour plots show the
spread of seven circuit performance.



Appendix B

Netlist of LNA Circuit

In this appendix the netlists of the LNA circuit are shown below.

.options brief nomod accurate probe INGOLD = 2

.lib ’RFMODEL.l’ TT RFMOS

.lib ’RFMODEL.l’ RF MACRO

.global .param rfpower=-30 rfamp=’sqrt(0.4*pwr(10,(rfpower/10)))’ temperature=300

.inc ”lnaparameters”

XLNA OUT VDD L GND L VB1 VB2 IN LNA

VRF IN2 GND sin(0 ’rfamp’ 2.15g 0 0 0) ac 1

VB1 VB1 GND 0.75

VB2 VB2 GND 2.7
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VDD L VDD L GND 2.7

Vnull GND L GND 0

Rout1 OUT GND 10MEG

Rsource IN IN2 50

Rstab IN GND 2K

.op

.net v(out) VRF rin=50 rout=50

.noise v(out) VRF 1

.probe noise inoise onoise

.probe nf=par(’10*log10(inoise(m)*inoise(m)/(1.66e-20*50))’)

.ac DEC 500 500meg 5g

.print noise(m)inoise onoise nf=par(’10*log10(inoise(m)*inoise(m)/(1.66e-20*50))’)

.end

To make a general working environment, a replacing mask scheme is proposed for

simulation based circuit optimization. A example mask file is shown below:

.SUBCKT LNA OUT VDD L GND L VB1 VB2 IN

CCIN N 10 N 9 20p

CCMATCH1 N 10 IN $CCMATCH1$f
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CCMATCH2 N 5 OUT $CCMATCH2$p

CCMATCH3 GND L OUT $CCMATCH3$p

LLBOND N 9 N 6 $LLBOND$n

LLCHOKE VB1 N 6 1u

LLDEG N 8 GND L $LLDEG$n

XLLOAD VDD L N 5 spiral turn

LLMATCH1 N 10 GND L $LLMATCH1$n

XM1 N 7 N 6 N 8 GND L NMOS RFW5 LR=$XM1L$u WR=$XM1W$u NR=$XM1N$

XM2 N 5 VB2 N 7 GND L NMOS RFW5 LR=$XM2L$u WR=$XM2W$u NR=$XM2N$

XRRLOAD VDD L N 5 spiral turn

.ENDS LNA

As shown above the keyword covered with $ is the position where parameters should

paste on. The RF compact spice netlist we apply is show below.

mcore n1 n2 n3 n4 nch rf33w5 w=5u l=lr m=nr ad=0.0 as=0.0 pd=0.0 ps=0.0

rd D n1 1e-5

rg G n2 ’(0.175+173.8/nr-9.532/(nr*lr*1e6))*nmos rgfac’

rs S n3 ’1.3574/(log10(nr/2+1.0))+1.26722’

rsub1 n6 n4 ’(99.5294/nr-0.11765)*nmos rsubfac’
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rsub2 n5 n4 ’(99.5294/nr-0.11765)*nmos rsubfac’

rsub3 n4 B ’(-42.43+5469.1/nr)*nmos rsubfac’

rds n7 n3’373.76-34.76/(nr*sqrt(lr*1e6))’

ddb n6 n1 ndio rf33w5 area=’nr/2.0*0.82u*5u’ pj=’nr*(0.82u+5u)’

dsb n5 n3 ndio rf33w5 area=’(nr/2.0+1.0)*0.82u*5u’ pj=’(nr/2+1.0)*(0.82u+5u)*2’

cds n1 n7 ’(-7.87+0.873*nr/sqrt(lr*1.0e6))*1.0e-15’



Appendix C

Netlist of SRAM Cells

In this appendix the netlists of SRAM Cells are shown below.

(1) The netlist of 6-T SRAM

.protect

.lib ’cln651p 1k postsim V1d0.l’ tt

.unprotect

.options post = 2 acct = 2 dccap = 1 nomod

.global vdd! gnd!

.param gnd! = 0 sup = $sup$ vdd vdd! 0 DC sup

vw1 4 0 DC sup

vb1 5 0 DC sup
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vb1b 6 0 DC sup

M1 3 2 gnd! gnd! nch w = 1u l = $L1$

M2 2 3 gnd! gnd! nch w = 1u l = $L2$

M3 5 4 2 gnd! nch w = 1u l = $L3$

M6 3 4 6 gnd! nch w = 1u l = $L3$

M4 3 2 vdd! vdd! pch w = 1u l = $L3$

M5 2 3 vdd! vdd! pch w = 1u l = $L3$

vq 2 0

.DC vq 0 sup 0.0012 *sweep ln1 60n 70n 1n

.END

(2) The netlist of 4-T SRAM

.protect

.lib ’cln651p 1k postsim V1d0.l’ tt

.unprotect

.options post = 2 acct = 2 nomod

.global vdd! gnd!

.param gnd! = 0 sup = $sup$

vw1 4 0 DC gnd!

vb1 5 0 DC sup
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vb1b 6 0 DC sup

M1 3 2 gnd! gnd! nch w = 1u l = $L1$

M2 2 3 gnd! gnd! nch w = 1u l = $L2$

M3 4 6 6 pch w = 1u l = $L3$

M4 2 4 5 5 pch w = 1u l = $L3$

vq 2 0

.DC vq 0 sup 0.0011 *sweep ln1 60n 70n 1n

.END

As shown above the keyword covered with $ is the position where parameters should paste on.
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A Example of Design Expert 6.0.6
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1.  Execute Design-Expert 6.0.6 Trial

2. Choose one design

Ex: Response Surface

Open new design
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3.  Determine the number of factors

4. Key in the factor  names

Ex: 10 factors

Cmatch1
Cmatch2
Cmatch3
Ldeg
Lmatch1
L1
W1
VB1
VB2
VDD
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5. Key in natural values

6. Choose one type of design

688.4    841.4
1.946    2.15
3.12      3.44
1.1        1.35
4.87      5.95
0.24      0.26
4.5        5.5
0.675    0.825
2.5785  2.8215
2.5785  2.8215

Push the button



173

7. Determine the replication of the center points

8. Change the replication of the center points

Push the button

Step 1

Step 2
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9. Finish design matrix  construction, next step

10. Determine the number of responses

Push the button

Choose 1



175

11. Input the response name

12. Finish response construction, next step

Push the button

Ex: K factor
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13. Key in the response values according to design matrix

14. Design summary

Key in response values

Push the button
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15. Construct model

16. Choose one model type

Push the button

Push the button
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17. Model summary

18. Graph of model summary

Push the button

Push the button
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19. Start to estimate the surface response model

20. Transformation of the response or not

Push the button

Step 1: Push
the button

Step 2: Choose function to
transform
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21. Observe the initial result

22. Choose one type of the response surface model

Push the button

Push the button
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23. Change linear model to a 2 nd order model

24. Complete the 2 order model construction

Push the button
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25. Observe the ANOVA table

26. Normal plot of residuals

Push the button

Step 1

Step 2
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27. Scatter plot of residuals versus the predicted values

28. Other plots

Push the button

Push these button
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29. Contour plot - AB factors

30. Change other contour plots of factors

Push the button

Push the button
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31. Optimization

32. Determine the range of factor A

Push the button

Step 1

Step 3

Step 2
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33. Determine the target value of K factor response

34. Determine the upper value, lower  value, and
      weights of K factor response

Push the button

Key in values
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35. Summary of ten numerical solutions

36. The number one solution, desirability is close to 1 as better

Push the button

Step 1

Step 2

Step 3



Appendix E

Sensitivity Analysis by Varying Ten

Factors for the LNA Circuit

In this appendix, statistical distributions obtained by the sensitivity analysis on the models

for the S11, S12, S21, S22, K ,NF, and IIP3 have provided here. we generate 100 normally

and independently distributed pseudo-random numbers for 10 factors and seven responses

obtained is calculated by the response surface model.
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Figure E.1: Statistical distribution of the model for S11, which is
calculated by the sensitivity analysis and using the full 2nd

order response surface model by varying 10 factors.
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Figure E.2: Statistical distribution of the model for S12, which is
calculated by the sensitivity analysis and using the full 2nd

order response surface model by varying 10 factors.
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Figure E.3: Statistical distribution of the model for S21, which is
calculated by the sensitivity analysis and using the full 2nd

order response surface model by varying 10 factors.
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Figure E.4: Statistical distribution of the model for S22, which is
calculated by the sensitivity analysis and using the full 2nd

order response surface model by varying 10 factors.
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Figure E.5: Statistical distribution of the model for K, which is
calculated by the sensitivity analysis and using the full 2nd

order response surface model by varying 10 factors.
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Figure E.6: Statistical distribution of the model for NF, which is
calculated by the sensitivity analysis and using the full 2nd

order response surface model by varying 10 factors.
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Figure E.7: Statistical distribution of the model for IIP3, which is
calculated by the sensitivity analysis and using the full 2nd

order response surface model by varying 10 factors.
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