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ABSTRACT

In this thesis we study the Raman,'PL and.time.resolve spectrum of the colloid
core/shell CdSe/ZnS quantum dot under high pressure. From our experiment result,
we want to find out the curve of the energy band gap of QD versus pressure, and the
possible structure of QDs under high pressuter Finally, we also want to verify the
quantum optic theorem by our timeresolve experiment.

From the Raman and PL spectrum of QDs, we find that QD exist the pressure induced
phase transition which is at 7GPA than bulks (3GPA). Due to the bigger bulk modulus
of ZnS (75GPA for ZnS, 53GPA for CdSe), we reasonably deduce this retarded phase
transition is coming from the “pressure screen effect” of ZnS.

When the pressure is less than 7GPA in unloading pressure process, we find the LO
mode of CdSe in Raman spectrum reappear again while the 2LO mode of CdSe
remain disappeared. This deduces that the phase transition is an irreversible one. The
LO mode of ZnS in Raman spectrum while loading pressure is consistent to the curve
of unloading process. From this we believe that the lattice constant of ZnS may only
be compressed/relaxed while loading/unloading pressure.

We also study the contribution of polaron effect in energy band gap at high pressure.
This pressure induced polaron effect is independent of the shift in Eg induced by
structure difference under high pressure and is correlated to the ionicity of lattice. By
analyzing the Grilineisen parameter in Raman spectrum, we find that the lattice
become more and more covalent with loading pressure, and this will decrease the

electron-phonon interaction, thus reduce the polaron energy. This can explain why the



pressure dependence of Eg becomes non-sensitive in high pressure. All the discussion
will be explained in chapter3.

In the time resolved spectrum study, we will combine a formula of spontaneous
radiative decay rate in a two level atom and a formula of stimulated decay in QD to
predict the pressure dependence of our time resolved spectrum. Actually we doubt
that the effective mass of electron will be changed in loading pressure and this effect
may influence the slope of decay rate/Eg”3 in loading process.

Finally we study the possible model of QD by following a PRL paper. We find out
some constrains of constructing the model of zinc-blende QD. We also develop a
method to construct QD with the same shape but size from small to big.

These works of modeling QD are for the purpose of first-principle calculation. We
wish to study the band edge shift induced by the structure change of QD at high
pressure by first-principle calculation. However, the calculation in QD needs a large
order of computation volume due to the destruction of lattice periodicity. For this
reason I regard this job as an extended work. All the works for model are put in

chapter4 and chapter5 is the conclusion and further work.
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Part1 | EXPERIMENT

Chapterl : Introduction

1-1 Introduction of high pressure

Besides the physical parameter such as temperature and the chemical composition,
pressure effect can efficiently decrease the distance between atoms.

In general, high-pressure researches can be mainly classified into two parts.

One is to investigate phenomena that occur only or primarily at high pressure. The
other is to gain a better understanding and characterization of matter or processes,
which occur at atmosphere pressure. In our purpose, we employ high pressure
technique to change the size of quantum dot and its structure to alter the energy band
gap to see which might alter the photom:lifetime in transmission. Pressure induced
phase transition of semiconductor.to metal is.also important in studying on
characteristic of the semiconductor QD. In general, metallic behavior is expected for
most semiconductors at high préssures sinee pressure-induced structural phase
transformations occur when the atoms bécome more closely packed. Although we can
not overemphasize the importance’in understanding the effects of pressure on
structural and electronic properties of semiconductors, however studies of these
materials under high pressure are not only interesting but also heuristic. In particular,
the pressure-induced structural phase transition from semiconductor to metal is one of
the major subjects in theoretical and experimental researches for decades. In order to
investigate the novel physical properties of nano-crystal at high pressure, several
high-pressure techniques were developed. For instance, thick-walled cylinders,
multiple piston apparatus, and high-pressure pistons etc. are all instruments for
generating high pressure. Among these technologies, diamond anvil cells (DACs) are

usually used.

1-2 Introduction of QDs

QDs, which are only a few nanometers in diameter, exhibit discrete size-dependent
energy levels. As the size of the nanocrystal increases, the energy gap decreases,
yielding a size-dependent rainbow of colors. Extensive tunability, from ultraviolet to

infrared, can be achieved by varying the size and the composition of QDs (Figl-1),
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enabling simultaneous examination of multiple molecules and events. For example,
small CdSe nanocrystals (~2 nm) emit light with wavelength in the range between
495 to 515 nm, whereas larger CdSe nanocrystals (~5nm) emit between 605 and 630
nm.

QDs have several dramatically different properties compared to organic fluorophores,
one of which is their unique optical spectra. As illustrated in Figl-2, organic dyes
typically have narrow absorption spectrum, which means that they can only be excited
within a narrow window of wavelengths. Furthermore, they have asymmetric
emission spectra broadened by a red-tail. In contrast, QDs have broad absorption
spectra, enabling excitation by a wide range of wavelengths, and their emission
spectra are symmetric and narrow. Consequently, multicolor nanocrystals of different
sizes can be excited by a single wavelength shorter than their emission wavelengths,

with minimum signal overlap.

InAs InP CdSe
“;"-_.: 60 46 36 28nm 46 353046 3631 24 21 nm
W
= | ﬁ
E
g
™
E
0
- \ /

]

1771 1033 729 564 480

Wavelength (nm)

Figure 1-1 : Emission spectra of several semiconductor nanocrystals showing their
size- and composition-dependent emission character. Red, green, and blue series
represent different-sized InAs, InP, and CdSe nanocrystals, respectively. The sizes of

the nanocrystals are indicated above their corresponding spectra.
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Figure 1-2 : Excitation (dotted line) and fluorescence (solid line) spectra of
fluorescein (top) and a typical water-soluble QD (bottom). The excitation

wavelength was 476 nm and 355 nm for fluorescein and QD, respectively.
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Figurel-3 : Comparison of fluorescence intensities between QD 608 (emission at

608 nm) and Alexa 488 after continuous illumination.

QQDs are stable light emitters owing to theirnorganic composition, making them less
susceptible to photobleaching than organic dye molecules.

This feature has been demonstrated in a number of biological labeling experiments
where the photostability of QDswas compared with.commonly used fluorophores,
such as rhodamine, fluorescein, and Alexa-Fluor (Fig1-3). This extreme photostability
makes QDs very attractive as the probes for imaging thick cells and tissues over long
time periods—a challenging task that necessitates collection of multiple optical
sections without damaging the specimen. In addition, the two-photon cross-section of
QDs is significantly higher than that of organic fluorophores, making them quite well
suited for examination of thick specimens and in vivo imaging using multiphoton
excitation.

Another interesting characteristic of QDs is their fluorescence lifetime of 10 to 40 ns,
which is significantly longer than typical organic dyes or auto-fluorescent flavin
proteins that decay on the order of a few nanoseconds.

Combined with pulsed laser and time-gated detection, the use of QD labels can
produce images with greatly reduced levels of background noise.

There are also some photophysical properties of QDs that can, in some cases, be
disadvantageous. One of these is the property referred to as blinking, that is, QDs
randomly alternate between an emitting state and a non-emitting state. This
intermittence in emission of QDs is universally observed from single dot, which

imposes some limitations in QD applications requiring single-molecule detection.
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However, there is limited evidence suggesting that QD blinking can be suppressed on
some timescale by passivating the QD surface with thiol moieties, or when using QDs
in free suspension. It has also been reported that QD fluorescence intensity increases
upon excitation, an event referred to as photobrightening. Although in most cases this
property can be advantageous, it is problematic in fluorescence quantization studies.
Both blinking and photobrightening are linked to mobile charges on the surfaces of
the dots, and although the prospects are good that they can be eliminated, for the time

being these should be considered as limitations of QDs.

1-3 How to produce CdSe/ZnS QD

The investigated colloidal core/shell CdSe/ZnS QDs were synthesized by the
following procedure. 0.30 g of cadmium oxide (CdO), 1.30 g of
tretradecylphosphonic acid (TDPA) and 25.0 g of tri-n-octylphosphine oxide (TOPO)
were loaded into a 250 mL flask and heated to 320 C under argon flow. After the CdO
was totally dissolved in TDPA and TOPO, the solution was cooled to 300 Cand 4.45
mL of selenium stock solution (0.5 M of.selenium’solution in tributylphosphine, TOP)
was injected. 1.5 mL of precursor solution (made by mixing a 1.75 mL of ZnMe2 (2.0
M in toluene) and S (Si(CH3))2in TBP) was then added drop-wise into the mixture to
cover a layer of ZnS. A 20 mg of TOP/TOPOTapped CdSe/ZnS QDs was mixed with
a 200 mg 11-mercaptoundecanoic‘acid (MUA ).in a reaction vessel to synthesize the
carboxylated QDs. Methanol was added and the pH value was adjusted to about ten
with tetramethylammonium hydroxide. The mixture was heated under reflux for 2
hours. After it was cooled to room temperature, the resulting water-soluble QDs were

precipitated with tetrahydrofuran and separated by centrifugation.

1-4 Research motivation

High pressure technology is one of the important techniques in the study of lattice
structures. Our purpose is to study the structure change of QD induced by high
pressure. The optical spectrum, ex Raman, PL, and time resolved spectrum were used
to study the structure change induced by pressure.

Raman vibration mode presents some knowledge about the lattice composition, the
vibration type of atoms and the ionicity or covalency of lattice. The pressure
dependence of energy band edge in QDs can be gotten by measuring PL spectrum in

high pressure. However, we know the shift of emittion wavelength under high
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pressure is not only depend on the lattice structure change of QDs induced by the
pressure, but also on the contribution of electron-phonon interaction. These all need to
be realized by measuring the Raman and PL simultaneously.

Secondly it is interested to realize the mechanism of radiative decay rate in QDs i.e.
base on the quantum optics to predict pressure dependence of radiative decay rate of
QDs. By the measurement of time resolve spectrum, it is hopeful to verify the
theoretical result by our experiment.

Finally we wish to study the band edge shift induced by the structure change of QD at
high pressure by first-principle calculation, and hope to find out some possible

conclusion in our study.

Chapter2 : Experiment apparatus

In this chapter, we will introduce the experimental set-up and the technique that were
used in our experiment. These techniques include : the high pressure technique, Raman
Scattering spectrum measurement, photo luminance measurement and time-resolved
spectrum measurement

2-1 High pressure technique

2-1-1 Principle of applying pressure

The instruments and methods that have been employed for the generation of high
pressure are probably more diverse than those in any other field of instrumentation.
Pressure-generation method can be divided into three categories corresponding to
existing domains of high-pressure method. The first category deals with hydraulic
technique for the compression of fluids. This concerns, as a rule, pressures up to
1.4GPa, or at most 1.8GPa, which are applied to large volumes of fluid ( Ilmm® ) . The
second category deals with the compression of large-volume solid samples in the
range from 2 to 20-30GPa. This is the domain of high-temperature high-pressure
experiments in material science and geophysical studies. In these studies, quite
different instrument and methods must be used. The third category deals with
diamond anvil cell (DACs ) . Although, in principle, these cells are not difficult, in
practice they have such original characteristics and widespread applications that is
almost the most popular instrument used in high-pressure experiments.

The amount of experimental data collected on semiconductors under high pressure

15



has grown rapidly since the development of the diamond anvil cell. The principle of
the technique is as follows. A sample incorporated with fluid, which acts as a
pressure-transmitting medium, is placed inside a small aperture drilled through a thin
sheet of metal called gasket. Pressure is applied to the sample plus fluid system by
mechanically forcing the two diamond faces closer together. Depending on the gasket
material, aperture size, and the diameter of diamond face, pressures in the order of

one mega-bar can now be achieved in the laboratory.

2-1-2 Diamond Anvil Cell

We use diamond-anvil cell (DAC) to generate high pressure in our experiment. It is
currently the most popular instrument for the study of materials under high pressure.
It has revolutionized high-pressure research, not only because it can easily reach a
pressure near that in the center of the earth, but also because it admits varied
measurement techniques for the study of matters under such conditions. Fig2-1 shows
the basic set-up of DAC. It is the outer part of the whole DAC. The diamond mounts
are sticking on the hemispherical mount (Fig2-2). These are called the “rockers”.
They can be translated for centering and is,locked in position by adjusting the x and y
axes, and the rocker can be tilted in its socket to'secure parallel alignment of the anvil
flats, as determined by the optical interference fringe pattern. In Fig2-3, a metal
gasket with a drilled hole is placed between the two opposed diamond anvils. The
hole was drilled on the gasket as sample chambet. In this chamber, the sample,
pressure media, and ruby powder were placed.

This chamber is subjected to pressure when a force squeezes the two opposed
diamond anvils together. Samples are compressed by the turn of DAC’s screw,
making the two opposed diamonds pressing mutually. A huge pressure is then created.
The cell can routinely be used to ~ 60kbar pressure, depending on the diamond size.
In most DAC, the diamond is usually in the 0.2~0.4 carrot range (1 carrot = 1/15
gram), and within this range the smaller the face is usually better. Diamonds for the
anvil are usually selected from brilliant-cut gem stones. The selection of the diamonds

and size depend upon the type of DAC and the nature of the investigation.
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Fig2-1 : The basic set-
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Fig2-3 The illustration of applying pressure

2-1-3 Gasketting, and Pressure Medium

The early work performed in the DAC was done on solids that were pressed between
the diamond anvils without the use of a gasket. These conditions provided a highly
non-hydrostatic environment for the solid.

Studies demonstrated that a pressure gradient existed under these conditions that were
parabolic in nature, with pressures in the center reaching 1.5 times those on the edges.
Thus, any pressure measured under these conditions was basically an average pressure.
Van Valkenburg (1963) first used a gasket with the DAC. The use of a gasket inserted
between the diamond anvils and the immersion of crystals in a fluid were major
advances in the use of the DAC. Fig2.4 shows the sectional view of the gasket
indentation and the sample chamber. The metal gasket not only extends the life of a
pair of anvil, but also allowed the sample to be compressed in a fluid
pressure-transmitting medium, so they can provide a truly hydrostatic environment for
the sample. In a non-hydrostatic situation, the pressure of unknown value often

becomes a serious problem in the interpretation of measurement. Thus the use of a
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gasket for the containment of the pressure medium is a very important point for
hydrostatic pressure creation in DAC. Some debate exists as to whether simply using
a gasket between the diamond anvils without fluid provides sufficiently hydrostatic
conditions to allow the worker a degree of confidence that the calibration of pressure
in this situation is not an average pressure. It is probably true that the use of a gasket
will reduce the pressure gradient more than those obtained when no gasket is used,
but the uncertainty as to the quantity of the applied load absorbed by the gasket

presents a problem.

/ e
gasket /]

0.1hm

Fig2.4 : The sectional view of the gasket indentation-and the sample chamber

In order to generate a hydrostatic pressure environment for sample, a fluid pressure
medium is required. In this technique, placed the solid of interest under virtually
hydrostatic conditions, and pressure calibrations became more meaningful, especially
when one could observe changes under a microscope. Various fluids have been used,
but a 4:1methanol-ethanol mixture has proved to be very popular. Unfortunately, the
use of fluids is valid only to ~ 100kbar, since most liquids become solids above this
pressure. De-ionized water (DI water) is also considered to be a pressure medium, but
it transfers to solid ice VI and ice VII at 0.6 and 2.1GPa, respectively. However,
previous study showed that the R1-R2 splitting in ruby fluorescence was maintained
well up to 16.7GPa; therefore, it seems not to be a serious problem before reaching to
this pressure.

In the work of Lin et al, [ref7] such a splitting was well recorded up to 36(GPa. Hence,
DI water seems to be a suitable pressure medium in high-pressure studies. For this

reason we choose DI water as the pressure-transmitting medium in our experiment.
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2-1-4 Pressure Calibration

Various methods of pressure calibration involving the DAC have been used. In early
year’s pressure in the DAC was estimated by calculating force over area, the known
fixed point, and internal markers such as NaCl or silver in high-pressure X-ray studies.
These methods are not convenient and are often proved to be inaccurate.

In 1972 a major development occurred in the calibration of pressure in the DAC. This
breakthrough was successful because of the use of visual microscopic studies in the
DAC. Foreman et al. first calibrated the shift of the R-line ruby fluorescence peaks as
a function of pressure in the DAC, and demonstrated that this shift could be used as a
convenient internal pressure-calibrate. The technique incorporates a ruby crystal with
the sample of interest and measures the pressure dependence of the sharp ruby R1 line
fluorescence. Actually, two kinds of fluorescence with different wavelength are
excited (R1 and R2 at 692.8 and 694.2 nm), and both dependencies can be followed
simultaneously. The fluorescence’s are induced by an Ar" or a Cd-He laser.

Ruby consists of Al,O3 doped with Cr,Os3, in which some of the AI*" jons replaced by
Cr’”. Normally, Cr’” in a cubic field would show a single band due to the spin
transition “E—>"A2 . In ruby the C>* occupies an Al site, but being of different size,
such that it assumes a lower symmetry. This splits the states of the Cr’* ion, forming
an A-symmetric quartet ground:state and a‘doubly degenerate first-excited state with
E symmetry, as shown in Fig2-5. The combined effects of the trigonal field and
spin-orbit coupling further splits the first excited state into E;, and E,/; states
separated by 3.6meV. The electronic transition E;, — A and E;, — A give rise to
the R1 line at 6942A and R2 line at 6928A, respectively. Those so called R-lines are
the active transitions in the ruby laser. Under high pressure these shifts to higher
wavelengths and the shift is measured linearly with increasing pressure. The accepted
value for the ruby R-line shift is 0.365Akbar ™. In addition to this linear dependence of
fluorescence on pressures, the line shape of the ruby fluorescence spectrum can also
be used as a measure of the degree of hydrostaticity in the DAC sample chamber.

Due to its high intensity and sharp line width (7.5 A), only a small ruby chip is
necessary for pressure calibration. Also, because of the acceptable pressure
dependency (0.36 A kbar) and linearity at lower pressures ruby scale is really a rapid
and dependable method. Despite of these advantages, ruby calibration still has its
limitation. First of all, ruby has a significant temperature coefficient (0.068 A C™") in
the same direction (red) for both temperature and pressure. Its thermal line broadens
with pressure, causing R1 and R2 to overlap and limiting its use for pressure
calibration to 300°C . Less heating of the ruby will cause expansion along the axis,

which results in lower symmetry, and spin-orbit coupling will increase R2 AR~ 29.3
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cm™” at 150 K t0 29.7 cm™ at 293 K.

Since both temperature and pressure cause a decrease in R1 and R2 frequencies, it is
possible to overestimate the pressure if local heating occurs (e.g., heating in a laser).
Second, there are some uncertainty in linearity of extrapolated dependency at mega
bar pressure and pressure broadening of both R1 and R2 at pressures > 1Mbar. Also,
the requirement of laser excitation for fluorescence may be prohibitive in small
laboratories or schools (the fluorescence of ruby is very weak at low pressure; a
highly sensitive spectrophotometer is needed to measure this fluorescence). Finally,
values of AR will change under non-hydrostatic pressures.

Ein
E
. / ) Ein
Cr i B
B» B
“
._ A
. h 4 A
Crystal field effect Spin-orbit coupling
Fig2-5 : Energy level of Cr*in Al20s. The transitions of E12—A and E32—A give
rise to R1and Rz lines, respectively.

2-1-5 The high pressure experiment process

A. Sample Preparation

Our samples are the colloidal quantum dots which are already in the di-water: the
most common pressure media. We can load our sample in drilled gasket directly. On
the contrary, samples are not colloidal ex: Al;4InyP which is bulk sample that we need

to deal with carefully. (See appendix A)

B. The diamond anvil cell alignment
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The procedures for adjusting the diamond anvil cell include the correctly setting of
axial and tilt alignment of DAC without a gasket. The main purpose of this procedure
is to make the two diamond anvils contacted each other and paralleled mutually in
order to support huge force uniformly over the whole diamond flat. Before alignment,
we must first clean the faces of diamonds thoroughly with Q-tips moistened by
acetone. This cleaning action must be done under a microscope in order to check if
the faces are completely clean. The faces should be free of any dirt otherwise it will
cause misalignment. After cleaning, it is ready to begin the cell alignment in two
parts.

1. Axial alignment: Bring carefully the two diamond anvils in direct contact and
make sure that they are coaxially centered. If the two flats are not in suitable positions,
use the two “adjusting screws” set in mutually perpendicular directions to adjust the
rocker of cell until the faces of diamond become flat and parallel.

2. Newton ring alignment: By applying the theorem of Newton ring, we are able to
check further the parallelism between two diamond faces.

If the two anvil faces are not parallel, we will observe some optical interference
fringes, which are formed from white light transmitted through the contact diamonds,

under a microscope.

C. Gasket preparation

In our work, we use stainless steel T304 which'¢an maintain pressure up to about
35GPa, as the material of gasket. The procedure for gasket preparation can mainly be
divided into two parts. First we have to pre-press the stainless steel gasket to about
15GPa. Before this step, it is necessary to clean the gasket thoroughly. And also, the
distance between gasket and diamond flat must keep at about 200 ;£ m in order to
provide enough space for gasket pre-pressing. The whole procedure is listed below:

1. Choose suitable rings to make the distance between gasket and

diamond below the gasket being around 200 12 m and seat the gasket on the diamond
below.

2. Bring the two diamond cells in direct contact and compress the cell to make a slight
indentation on the gasket.

3. Separate the two diamond cells, and put a few ruby chips in the indentation made
previously. Here ruby is used for pressure calibration.

4. Bring the two cells in contact again, and then put it in the body for generating high
pressure. Turn the screw head clockwise slowly until the pressure necessary is
reached and then loose the screw. Taking the gasket out of the cell, we can see a
deeper indentation under a microscope.

After the process described above, the thickness of this indented gasket is now around
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150 ¢ m, which is much smaller than the initial value (around 300 1z m). Now we have
to drill a hole at the center of the indentation of the gasket. This hole is drilled by the
micro electric discharge drilling system. Usually the gasket hole is 90 ¢ m in diameter.
In order to make a whole circular hole, it is necessary to make sure that the drilling
needle is straight and perpendicular to the indentation surface.

For this purpose, it is helpful to flatten the gasket blank.

D. Sample loading

The hole on the gasket is prepared as a chamber for sample loading.

Since the size of this chamber is very small, our samples must be thinned and cleaved
into a size smaller than the pressure chamber. This way, the chamber can thoroughly
surround the sample without destroying the sample. Sample loading is therefore quite
difficult and must be carried out under a microscope. The procedure of sample

loading is described as follows:

1. Choose suitable rings to make the indentation of the gasket directly contact with the
flat of the diamond and seat the gasket on the diamond anvil below.

2. Uniformly place a few ruby chips (aboeut 1:¢.m) on the upper diamond flat for
pressure calibration.

3. Using needle inhale a little sample € colloidal quantum dot in di-water ) to inject into
sample chamber, by the way, di=water 1s pressure transmitting medium.

Then bring the two cells in contact as soompaspossible ( this is to prevent sample from
coagulating ) and turn the screw to.tighten it a little. Now we can start various optical

measurements.

2-2 Raman scattering experiment

Figure2-6 is our Micro Raman Scattering experiment setup in NHCTC. The system is
composed of a Kr ion laser, main microscope, CCD detector, spectrometer, and data
analysis computer shown as figure. You can see the laser reflected by two mirrors is
going into the main microscope and is focus by objective then meet the sample to
produce Raman scattering process. In this chapter, we will introduce how these

components work.
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Rpeciromeler

CCD Detector

Fig2-6: The configuration of Micro Raman Scattering experiment in NHCTC.

At first we simply introduce thelprlocess:'(ls'fl li'afl;iéfh “S'p'ectrum measuring experiment.
The rough figure of the internal. part of mam m1croscope is shown in Fig2-7.

See from Fig2-7, the laser ( green lme ) 1s y coming from input and is reflected by mirror
M1, after pasting two attenuation Ienses then arrlve mirror M2. After two reflection
by a pair of reflection mirrors, laser hght achieves notch filter which like a
beamspliter can reflect incoming laser (i.e.: the green line) and filter unwanted laser in
scatted light (i.e.: the pink line ) . Notch filter plays an important role to avoid the
intensity of backing laser exceeding the scatted light which is relatively weak than
laser. The laser reflected by notch filter ( green line ) goes into the objective and is
focus to hit sample to produce Raman scattering process. The scatted light ( pink line )
also collected by objective then comes back to notch filter again. It is important that
noise laser is filtered by notch filter; only the scattering light can pass. The passed
light is reflected by M3 and M4 mirrors and goes into the confocal hole which is set
to make sure the single is coming from the focal point of incident laser. By passing
through confocal hole, single is reflected by mirror M5, then finally go into the fiber
and enter into spectrometer. The spectrometer divides light into many different
wavelength regions and CCD detector count intensity of different wavelength light.
By properly choosing integrating time and average times, computer shows the Raman
scattering spectrum to us. The alignment of the optical units in our Raman experiment

is described in Appendix B.
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Fig2-7 : The internal part of main microscope of the Micro Raman Scattering apparatus.

2-3 PL and photon lifetime spectrum experiment

2-3-1 Instrument Introduction :

In order to exploit the merits of a powerful analysis tool such as time-correlated
fluorescence spectroscopy, one must in some way or other record the time dependent
intensity profile of the emitted light. While in principle, one could attempt to record
the time decay profile of the signal from a single excitation-emission cycle; there are
practical problems to prevent such a simple solution in most cases. First of all the
decay to be recorded is very fast. Typical fluorescence from organic fluorophores
lasts only some hundred picoseconds to some hundred nanoseconds. In order to
recover fluorescence lifetimes as short as e.g. 500ps, one must be able to resolve the
recorded signal at least to such an extent, that the exponential decay is represented by

some tens of samples. This means the transient recorder required would have to
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sample at e.g. 50ps time steps. Clearly this is hard to achieve with ordinary electronic
transient recorders. Secondly the light available may be simply too weak to sample an
analog time decay. Indeed the signal may consist of just a few photons per
excitation/emission. Then the discrete nature of the signal itself prohibits analog
sampling. Even if one has some reserve to increase the excitation power to obtain
more fluorescence light, there will be limits, e.g. due to collection optic losses,
spectral limits of detector sensitivity or photo-bleaching at higher excitation power.
The solution is Time-Correlated Single Photon Counting (TCSPC). Since with
periodic excitation (e.g. from a laser) it is possible to extend the data collection
over multiple cycles, one can reconstruct the single cycle decay profile from
single photon events collected over many cycles.

The method is based on the repetitive precisely timed registration of single photons of
e.g. a fluorescence signal. The reference for the timing is the corresponding
excitation pulse. As a single photon sensitive detector, one can use a Single Photon
Avalanche Photodiode (SPAD). Provided that the probability of registering more
than one photon per cycle is low, the histogram of photon arrivals per time bin
represents the time decay one would have obtained from a single shot time-resolved
analog recording. The precondition of single photon probability can (and must!) be
met by simply attenuating the light level at the sample if necessary. If the single
photon probability condition is met, there will actually be no photons at all in many
cycles. Figure2-8 and Figure2-9-illustratethow the histogram is formed over multiple
cycles :

laser pulse /\ /—\.

many cycles do not

L produce a photon -
fluorescence photon fluorescence photon
— » , } TCSPC
start-stop-time 1 start-stop-time 3 Histogram

Fig2-8 : The illustrate of how SPAD detect photon in many cycles to form TCSPC

Histogram.
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no photon registered
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time
|

first photon

no photon registered

| second photon

result after many cycles

Fig2-9: The histogram is formed by recording photons after many process in Fig 2-8

The histogram is collected in a block.of méniory, where one memory cell holds the
photon counts for one corresponding time-bin.-T'hese time bins are often referred to as
time channels.

In practice the registration of one photon involves the-following steps: first the time
difference between the photon event and the corresponding excitation pulse must be
measured. For this purpose both signals are converted to electric signals. For the
fluorescence photon this is done via the single photon detector mentioned before.
For the excitation pulse it may be done via another detector if there is no electrical
sync signal supplied by the laser. Obviously all conversion to electrical pulses must
preserve the precise timing of the signals as accurately as possible. The actual time
difference measurement is done by means of fast electronics which provide a digital
timing result. This digital timing result is then used to address the histogram memory
so that each possible timing value corresponds to one memory cell or histogram
channel. Finally the addressed histogram cell is incremented. All steps are carried out
by fast electronics so that the processing time required for each photon event is as
short as possible.

When sufficient counts have been collected the histogram memory can be read out.
The histogram data can then be used for display and e.g. fluorescence lifetime

calculation.
2-3-2 Configuration and Standard Components :

Our system is called “Micro-Time 200 fluorescence lifetime microscope system”,
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which is a powerful, newly-developed instrument capable of Fluorescence Lifetime
Imaging with Single Molecule Detection sensitivity. It contains the complete optics
and electronics needed for recording virtually all aspects of the fluorescence dynamics
of microscopic samples or femto-liter volumes. The instrument gains its exceptional
sensitivity and flexibility in combination with an unprecedented ease of use from a
unique fusion of miniaturised and highly sophisticated state-of-the-art technologies.
For the first time, these technologies enable to run an instrument of comparable
complexity and power to be operated in routine work, without having to spend more
time on instrument maintenance than on original scientific content. The underlying
key technologies are the proven Pico-second Diode Lasers and the Time-Correlated
Single Photon Counting electronics developed by PicoQuant, complemented by
state-of-the-art piezo-scanning technology and optics from industry leaders.

The insight of “Micro-Time 200 fluorescence lifetime microscope system” is shown
in Fig2-10.

Our system is none

Convex lens Wirrors

of these! ®
4

OTEXLIT 0} 19310 )

r———
EBeam-splitter

Fig2-10 : The insight of Micro-Time 200 fluorescence lifetime microscope system. ( blue line
is the incoming laser and pink line is the signal of laser excitation. )

2-3-3 Overview -
Now we are going to explain how this system operates. See from Fig2-10, the
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excitation which come from fiber1 entering into the main optical unit is collected by a
convex lens with that become a parallel light( blue color ). After reflecting by a mirror,
this parallel light comes to beam-splitter b which splitter light into two components;
one goes to photodiode while the other directly pass the beam-splitter. Photodiode is
an apparatus that told you the intensity of incoming excitation. The passing light is
then reflected by beam-splitter a and enters the microscope (Olympus IX 71) to
excite the sample; then signal (fluorescence of sample ; pink color) is collected by
objective and come back via the original path and pass beam-splitter a again. The
signal is then traverse through lens1, confocal pinhole and lens 2. Confocal pinhole
is making sure the signal is excited from focal point of laser. In order to measure PL
and lifetime at the same system, we use beam-splitter ¢ to divide light into optional
excite port 2 which is connected to a spectrometer (Trix320) while the other light
pass through beam-splitter c. The passing light reflected by two mirrors ( Mirror a,b )
enters dectorl1 to record life time. Near dector] there are filter2 to decrease light
intensity and shutter2 to control light passing or not. Under this setup, we can use the
lock gate to control signal into spectrometer or detectorl, the former is used to
measure PL while the later is for recording lifetime.

We will introduce in detail the use’of the entire.component in Appendix C.

Chapter3 : Experiment result and discussion

3-1 Result

3-1-1 Raman spectrum

Our sample in this experiment is the 630nm emission colloidal core/shell CdSe/ZnS
QDs with core diameter equal to 10 nm and thickness of shell equal to 1 nm. In this
experiment we can find that both the vibration mode of CdSe and ZnS appears in our
Raman spectrum. Our data shown in Fig3-2 ~ 3 agree with the Raman spectrum
obtained by Refl[See Fig3-1]. The peaks presented in Fig3-2 ~ 3 are the CdSe LO
mode at ~210cm™, CdSe 2LO mode at ~420 cm™ and ZnS LO mode at~300 cm™. By
the way, the data shown in Fig3-2, 3 are coming from the same QDs observed at
different days for double check.

As we had just mentioned that the experimental data shown below are observed at
different days, the data shown in Fig3-2 is observed on Oct-24/2005. In this

experiment, the pressure is added up to 34.11 GPA, and there were only three pressure
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observation presented before the occurrence of phase transition. The other experiment
data shown in Fig3-3 is obtained Nov-08/2005 and this data is decomposed into three
parts, one is for the process of adding pressure until the peaks of CdSe LO and 2LO
disappears (phase transition) [Fig3-3], the other is to add pressure up to the highest
one(36.72GPA)after phase transition[Fig3-4], and the final one is for the decreasing
pressure from the highest pressure down to 3.44GPA which is shown in Fig3-5. The
data shown in Fig3-6 is the whole Raman spectrum in this experiment : include the
loading pressure and unloading pressure process.
From our experiment data shown in Fig3-2 and Fig3-3 , one can easily see that : in the
loading process the LO mode, 2LO mode of CdSe and the LO mode of ZnS are all
shift to high frequency at first. ( blue shift )
When the pressure approaches nearly 7GPA, we find that both LO peak and 2LO peak
of CdSe start to disappear and the ZnS LO mode remains exist up to 35GPA as shown
in Fig3-2 and Fig3-3. From this information we deduce that the core CdSe begins
phase transition at about 7GPA, compared to the pressure-induced phase transition in
bulk CdSe at about 3 GPA. We label this phase transition in QDs as the “Phase
Transition I”’. Due to the core-shell structure of QDs, we can reasonably assume that
this retarded pressure-induced phase transition.in ¢ore comes from the screening
effect of ZnS shell.
By synchronal measuring the PL spectrum-and Raman spectrum, we can find some
interesting information by comparing thése two data. The most important
phenomenon is that : the PL spectrum.can’t be explored after phase transition had been
found in QDs from Raman spectrum. This gives us information that the core in QD
may become metal phase for two reasons :
1. When QD is under phase transition, the LO peak and 2LO peak of CdSe start to
disappear in Raman spectrum; this implies PHI to occur in core of QDs.
2. QD is not under fluorescence after PHI; this verifies that the metal phase of core
happens in QD.
From the band diagram of bulk CdSe with rocksalt structure as shown in Fig3-7, one
can see that the conduction band overlaps the valance band; this verifies the
occurrence of the metal phase of CdSe. ( the band diagram is calculated by ab-initio )
We believe the structure difference caused by phase transition in QDs is just the same
as it in bulk CdSe whose structure is from zinc-blende to rocksalt. In other words we
believe after phase transition the structure of core in QDs is the rocksalt structure the
same as the bulk behavior.
After phase transition I, the LO and 2LO mode of CdSe disappears and a new
undetermined peak appears nearly ~156 cm™, this new peak is very interesting due to

the fix position of this peak as pressure varies! After increasing the pressure so that it
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is larger than ~7GPA, the peak is always presented and the position of it unchanged
until pressure goes up to 34GPA. Even if the pressure reduced below 7GPA that come
to the same situation. (See the data shown in Fig3-5, this peak is also present even the
pressure is reduce to be lower)
The LO signal of ZnS is very weak in 1108 data, it is almost unrecognizable before
phase transition I, but after phase transition I it can be recognized even if it is still
weak and nearly disappears at 36.72GPA( See Fig3-4 ). At first, this pressure might be
regarded as another phase transition, however by comparing with the 1024 data
(Fig3-2) , we see the signal of ZnS is always distinguishable up to pressure equal to
34.11GPA. For this reason it should not be another phase transition and may come
from the defect of sample.
While in the unloading process, the LO mode of ZnS starts to be red shift along the
original path of loading process. (see Fig3-5) When the pressure reaches 3.44GPA,
the LO mode of CdSe appears again and its peak position corresponds to the data of
loading process, however, the CdSe 2LO mode does not appear again. This
phenomenon makes us to believe that CdSe might not reduce back to the zinc-blende

structure again. Thus the phase transition I'istan irreversible one.
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Fig3-4 : Raman spectrum of CdSe/ZnS.QDs in.di-water. ( gotten in 1108)
Pressure is added above phase transition up to 36.72GPA.
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Fig3-5 : Raman spectrum of CdSe/ZnS QDs in di-water. ( gotten in 1108)

Reduce pressure from 36.72GPA to 3.44GPA.
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3-1-2 Photon luminescence

In this chapter we only focus on how energy band gap of QDs changed under the
applying of pressures. In this experiment, our sample is a quantum dot with radius in
Snm with ZnS shell cladding which thickness is 1nm.

The first thing we need to remark is that only PL spectrum below the pressure of
phase transition is obtained. This is because as Raman spectrum exhibits the

occurrence of phase transition, the PL spectrum is no longer to be measured.

From our experiment data shown in Fig3-8 we see the band gap Eg of QDs has
obvious pressure dependence. To explain the reason we follow the discussion in ref.
[2]  in this paper the QD has two size regions for investigating the pressure
dependence. (Rigionl: QD’s radius <ag ; Rigion2 : QD’s radius =a,, where ay is the
effective Born radius which is 5.6nm for CdSe ) By the way, the QD in ref. [2] is the
pure CdSe QD without shell.

They believe that the mechanism of the shift.of band edge under pressure is due to the
electron-phonon interaction of polaron. For smallsize QD, the previous experiment
data shows zero pressure paranieter(dE/dP=0) and they interpret that is because the
strong coupling of defect levels in. QD to the'core levels due to the strong confinement
of the exciton wave function. This'results in an effect that the excitonic levels being
primarily perturbed by the particle size instead of electron-phonon (el-ph) interactions.
This is because that the el-ph interaction is not dominant in this small size regime and
the pressure dependence doesn’t occur in low pressure. However for the larger QD
size( r=40A ), the bulk like pressure dependence is observed as expected. In this thesis,
all the pressure parameters are all obtained for lower pressure (up to 0.25GPA), and

no lattice structure change are concerned. They only focus on the variation of the

polaron energy with the lattice ionicity for different sizes of QD.

Ref. [2] mainly studied the pressure parameter (dE/dP ) of different size QDs. The
diagram of dE/dP parameter versus QD’ size is shown in Fig3-9. The pressure
parameter of QDs with a radius of 22.5A is about 80meVGPa™ while that of the QD
with radius of 40A is about 40meVGPa 'which is close to the bulk values of 37.5
meVGPa™. From the experiment data of the 5nm (in radius) core/shell CdSe/ZnS QD,
the band edge-pressure curve can be fitted by a polynomial, obtain as :

Egop=1.98540.0354P-0.0014P% €V ...ceeerrevrrerrrrrnnnnnnneeeeeeeeseeeeseeesennens (3.1)
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as shown in Fig3-10.
On contrary, the bulk CdSe Eg-pressure curve can be fitted by:
Egpu=1.71+0.0375P eV, as shown Fig.3-11.

Thus, the pressure parameter (dE/dP) of our QDs is almost equal to the bulk’s value at
low pressure ( for low pressure the term of P? can be ignored in (3.1)) , and this agree
with the prediction of ref. [2].

Our result shows that when QDs are in high pressure, the pressure dependence of
band edge is reduced, and this is the reason that the negative term is contained in
equation (3.1). What cause this phenomenon? This means the lattice become more

and more covalent with adding pressure. (lattice become more and more covalency
thus the electron-phonon interaction become weak ; reduce the pressure dependence of
Eg) We will discuss this effect with quantification in chapter3-2-2.
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Fig3-8 : The Snm radius CdSe/ZnS QDs fluorescence

patterns vs pressure. ( gotten in 1108 ) The number above size CdSe QDs.""

peaks are the correspond energy of fluorescence.
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FIG. 3. Change of the band-gap energy of CdSe with pressure. The solid
line 15 the best linear fit to the data. The dashed line represents the result of
Pressure(GPA) the best quadatic fitting.

Fig3-10 : Pressure dependence of band edge (get from PL Fig3-11 : Pressure dependence of band edge

peak )in Snm radius CdSe/ZnS QDs. The dot is the experiment in bulk CdSe at 295K.""
data. Phase transition happened at nearly
The red solid line is the fitting line of experiment.data: 2.9GPA.

3-1-3 Photon life time result

In this section, we will focus on the experiment data of PL spectrum and photon life
time spectrum to investigate the relation between band edge and the radiative life time
of QDs. In this experiment, we also study the pressure effect on the photon life time
of QD. In our experiment, two different sizes QDs; i.e. 3.5nm radius ( emits yellow
color A =530 nm ) and 5nm radius( emits red color A =630 nm )CdSe quantum dots and
with Inm thickness ZnS shell cladding are used.

Fig3-12a, b show the PL spectrum and life time spectrum under different pressures of
3.5nm radius QD. One can note that the Eg increases as the pressure is increased; the
photon life time becomes faster as the Eg of QD is increased. (Fig3-12b)

For 5nm radius QD, the corresponding result of Eg and life time are presented in
Fig3-13a ~ b.

We use a Gaussian curve to fit the PL peak and the fitted data is listed as shown in
Fig3-12b ~ 3-13b. In the fitting of photon life time, the vertical axis is in logarithmic
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scale as shown in Fig (b). The curves are then fitted, and the decay rates 7 are

obtained.

—>

Change to logarithmic

coordinate

Fig (a)

fitting boundary

Fig (b)

Fig3-12b and Fig3-13b show the obtained results for 3.5 and 5nm radius QDs. In

Fig3-12b, one can find that life time 7 ; is slower and life time 7 ; is faster. For the

Snm radius QD, its photon life time spectrum is almost dominated by one time scale

decay rate 1/ 7 3 as shown in Fig3-13b.

By following the previous publishéd papers.[ref.7];:t is believed the one of the decay

rate comes from the core state and another comes-from the surface state. Thus for the

large surface/volume atoms number ratio of our 3.5nm radius QD, two kinds of life

times are needed. But for Snm radius QD5 thtisonly one decay rate is needed. (its

volume/surface atoms number ratio is:larger)

The discussion will be given in chapter3-2-3.
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Fig3-12a : The 3.5nm radius CdSe/ZnS QDs fluorescence patterns vs. pressure.
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The number above peaks are the correspond energy of fluorescence.
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Fig3-12b : Left : The life time spectrum under different pressure of the 3.5Snm
radius CdSe/ZnS QDs. (gotten in 1103)
Right : Table of band edge, life timel and life time 2 which are fitted from

experiment data.
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3-2 Discussion

3-2-1 Raman discussion

A Lorentzian form is used to fit the asymmetry spectrum as shown in Figs3-2,3.4, 5;
the frequency of different phonon modes and the corresponding pressures are listed in
Table 1.

The loading (black) curve is compared with the unloading curve (red) as shown in
Fig3-15; it can be found that these two curves are almost consistent with each other.
This might be resulted from the reason that the ZnS shell doesn’t perform phase
transition in the loading/ unloading processes. Only the lattice constant of ZnS

(zinc-blende structure) is compressed during the applying of pressure.

The relationships of mode frequencies versus pressure can be obtained by the
quadratic polynomial formulae (3.2 )(83:31),and (3.4) .

CdSe @y =216.766+3.932P =0.077R| (M ) (o vr oo, (3.2)
CdSe @, o =416.569+10.057P— 0.398PZ(om™ ). voooee oo, (3.3)
ZnS @, =268.71+9.17P —0.0958P3(em™ ) . .ooioi i, (3.4)

Undetermined mode @ =156.33+0P (cm™)
From formula (3.2) - (3.3) we can obtain the Griineisen parameter y, from the
following definition :
onw, B, dw,
7i :_8anI :a)—:) dpl ................................................................ (3.5)
where the bulk modulus By is defined as the inverse of the isothermal compressibility
(53 GPA for CdSe)

and o, = w,, +ap+bp’ is our fitting formula.

By substituting formula (3.2 )~ (3.3 )into(3.5), we find that the Griineisen parameter
7, of CdSe is a function of pressure :
B0 =53

= 6766 3.93-0.077p) =0.9608 —0.0188P . ...uevvnereniineinnnnn, 3.6
—_—° (10057 0.398p) =1.279 - 0.05 (3.7)
Yoo = — . p Do, .
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Grlineisen parameter can be viewed as the degree of interaction between the

variations of Raman mode versus lattice constant. One can deduce the lattice is

covalent or ionic by this parameter. In generally - if y, 1s small, the lattice is covalent ;

if y, 1s large, the lattice is ionic.

In an 1onic lattice, the polaron is easy to form i.e. electrons tend to attract the cation

and exclude anion and form a quasi-particle-polaron; thus indicate strong

electron-phonon interaction, and enhance the pressure dependence of polaron energy.

This will be explained again in PL and Raman discussion.

From formula (3.6 )~ (3.7 ) we see the pressure tends to decrease the lattice ionization
( become more covalent ) due to the second negative term of y, . Fig3-16a is the

diagram of Griineisen parameter versus various sizes QD.™"

One can deduce the y,
of our experiment at nearly 7GPA is about 0.829 which is correspond to the 2.5nm
radius QD in the covalent region in this diagram. We plot the Griineisen parameter of
CdSe LO and 2LO modes versus pressure in Fig3-16b; one can see both parameters
decrease while loading the pressure and the lattice transmit from ionic region into

covalent region.

Undetermined
Mode(after
PH )

ZnS (1024data before'PH I, ,
CdSe : before phase transition T (1108data) 1108 after PH 1) ZnS decreasing
pressure(1108data)
Pressure(GPA)| CdSe LO(cm™) |CdSe2L.O(cm™)|pressure(GPA) | ZnS T.O(cm™) |pressure(GPA)|ZnS LO(cm™)
0.37 218.433 420 3.17 300.19 28.22 452.13
0.9 219.83 42492 3.71 300.73 13.46 374.54
1.43 221.87 430.09 5.6 312.48 10.39 360.64
2.5 226.95 440.95 7.5 33243 791 340.76
3.71 230.87 448.44 8.32 335.87 6.96 319.55
4.65 232.69 453.68 9.7 349.29 6.41 318.84
5.19 234.06 456.19 12.48 373.33
5.73 237.06 461.58 15.57 391.26
6 238.14 464.09 17.42 396.33
6.41 238.84 464.44 20.58 416.66
24.37 433.15
31.22 462.79

WO €€°9GT 18 SKemIe

I-

st uonrsod yead ‘pappe a1nssaid Jo juopuadopuy

Table I : Lists of Raman peaks at various pressure in Snm radius CdSe/ZnS QDs. The data of ZnS are

composite of 1024 and 1108 data; others are come from the same day data.
PS . PH I means phase transition I.
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Fig3-14 . Pressure dependence of CdSe LO and 2L.O Raman peaks in Snm
radius CdSe/ZnS QDs.  (gotten in 1108 )
The dots are experiment data. The solid lines are fitting curve.
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3-2-2 Raman and PL discussion

As we had explained in chapter 3-2-1 ; when loading pressure the lattice tends to

become more covalent. This comes from the second negative term in Griineisen

parameter i.e. 7, , = 0.9608 —0.0188p andy, , =1.279—-0.05p . One can see as the

1 ref3

pressure is low y, , = 0.9608 ; which is close to the bulk’s valve 1.1, so they have

very similar pressure dependence due to the same strength el-ph coupling. But when
pressure is about 4 or 5 GPA, the negative term iny, , becomes non-ignorable
(~0.094) and the value of y,, becomes 0.86 which is belonging to the region of
covalent lattice.”™ The increase in lattice covalency means the polaron difficult to
form, thus decrease the electron-phonon interaction. That is the reason why pressure
increasing to high we see the pressure dependence of band edge becomes unapparent
in QD.

Here, we here will bring up a simple model to explain roughly the data of PL versus
pressure.

Imagine what would happen when a QBDris under pressure? The effect is that first the
lattice constant will be compressed and second.is the lattice ionicity will be changed
by pressure ; the later will influence the polaron energy in QD. The first effect ( the
pressure induced electronic structure difference results in energy band edge shift) can
be simulated by the pressure induced bandedgeshift.in bulk ; however the polaron
energy changed by pressure is just'the.main topic of our model.

At first we write down the Hamiltonian of our model :
H=H,+H, +AVI

_P +hcoj—d3K axa +i(\/5a7r)”zzi[a*e’"<'x —a,e™ |
2M (27[)3 K™K m K K K

where H, is the electron Hamiltonian in solid with effective mass.

The second term is the phonon energy, a, ,a, are the creation and annihilation
operator of phonon with momentum K.
The third term is the potential induced by lattice distortion ( polaron potential ) ,

a= 2% is the coupling constant in /\V1 that describes the el-ph coupling
oy

strength, and C is the lattice deformation energy. @1 is the longitudinal optical

phonon frequency of the lattice.

By using perturbation method (for small & ) the eigenvalue difference except the part

of lattice structure is : AE = -« +1.26(%)2
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1
Because—a =

- , where @, o 1s the vibration frequency of CdSe LO mode, thus
@0

we can deduce ¢ from our Raman spectrum experiment and gives :
('substitute formula (3.2) intow,, )
o 2C
7(216.766+3.93p—0.077p%)

which is a function of pressure.

Where the % is still an unknown parameter of our system.

Thus the total eigenvalue of the system is

(ignore the phonon energy, because it is small)

E=E,(p)-a+l .26(%)2 , E,(p) is the electron eigenenergy determined by lattice

structure, and the other terms are the energy shift induced by polaron effect.

We assume E(p) is a linear function with pressure ( E,(p) = A+bp ) Because the
“pressure screen effect” of ZnS shell, the inner part of QD reaches 3GPA while the
outer pressure is 7GPA. We thus deduce the effective pressure parameter of QD is :
(come from the structure difference contribution)
b =0.0375x % =0.0175eV /GPA,
where the 0.0375eV/GPA is the pressure parameter comes from bulk CdSe
experiment.

10

To find out the other unknown parameters, we do the differential : (assume & is small

Thus the total eigenvalue becomes E = A+0.0175p —a(p) +1.26(

and ignore the @ square term )

25-1
%E _ 0175 0% _ o175 2C 8216766 +3.93p—0.077p’)
_2C

- 7(216.766 +3.93p-0.077p*) *(3.93-0.077p)+0.0175

_2C (3.93-0.077p)
h (216.766+3.93p—0.077p> ]
From the data of PL experiment shown in Fig3-10, we know when p=0 the slope of

+0.0175

the experiment data is nearly 0.0354eV/GPA, substitute this valve into the formula
above it gives :
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& =0.0175+ 26 393 0.0354

. 7 (216766

= %-8.342><10_5 =0.0179

2C 0.0179
N

=— "7 -21457
h o 8.342x10°°

2C . .
Therefore, the unknown constant7 is determined.

Thus we can obtain a formula to predict the band edge of QDs changed by pressure

214 .57

E(p)=A+0.0175 p - = A+0.0175 p - eV
(P) P-a(p) P~ 216 766 +3.93p-0.077 p?)

Although we still don’t know the initial energy of the system i.e. A, but we can choose
a proper value of A to fit the data of the curve in Fig3-10. We plot this equation in
Fig3-17 in a pressure range 0.9~6.4GPA to compare the experiment data as shown in
Fig3-10. One can see when pressure is high;the curve tends to be smooth just as the
experiment data shows. The smoothness comes. from the polaron energy, and the
smaller polaron energy comes from the lattice covalency. Thus, the lattice covalence
effect makes the band edge-pressure eurve in QDs become smooth at high pressure.

1-0.0008¢°

l—éa +0.0034¢"

*

pol = m*( ) , and the plOt it

The polaron effective mass defined as “m

versus pressure is shown in Fig3-18. One can easily see the higher the pressure the
lighter the effective mass, which is another evidence that the lattice of QDs becomes
more and more covalent while loading pressure.

Finally we compare both the Griineisen parameter and el-ph coupling constant versus
pressure, the former is deduced from the experiment and the later is deduced from the
theorem, one can see both of them has the same tendency with adding pressure ; i.e.

the lattice becomes more and more covalent. The figure is shown in Fig3-19.
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Fig3-17 : The plot of formula (3.A)
This curve tend to be smooth at high pressure, one can compare this cure

to experiment data shown in Fig3-12.
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Fig3-18 : Pressure dependence of polaron effective mass.
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Fig3-19 : Pressure dependence of Griineisen parameter and el-ph coupling

constant in our experiment.

Both of them show lattice become more covalency at high pressure.

3-2-3 Life time discussion

In this chapter we also try to use-a simple model to discuss our experiment data.
From Einstein A coefficient which describes decay rate in a two level atom, we have
(see chapter 4-4)

1 wldf

t  3ng hc’

where 1/ 7 is the population decay rate, and 7w, = E is the gap between two lowest

levels, d is the dipole moment formed by electron and proton in a atom. ¢ ¢ is the
dielectric constant in vacuum.

We assume that the decay behavior of every single electron in QD can be described by
this formula.

This decay rate formula is not sufficient to describe the radiative decay rate of a QD
system. Apply the exciton theorem to a case of spherical confirm potential in solid, we

4
"™ Because the

can derive another useful formula of radiative decay rate in QD.
problem of an exciton in semiconductors with additional confirm potential can be
solved by the envelope function approximation. (EFA) Use the envelope function

method in a spherical confirm potential system, and solved an envelope function of an
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exciton in this system can give as
LPnIm (R= r) = l:nlm (Ra 97 ¢)(Do (r)
where @ (r) denote the relative motion of electron and hole in the lowest exciton state

and

\/5 ‘]I+l/2(klnR)
Rox/ﬁ ‘]I+3/2(kln Ro)

F.. 1s the center of mass motion : F,, =Y, (0,9)

Y., - spherical function > J, : Bessel function of » th order.

The exciton-photon interaction Hamiltonian can be described by the dipole
approximation - d-E(R,t) and the dipole moment d of the optical allowed (n00)

exciton is

) e
do = <\Pn00 |z (—er, )‘ ng> = ,uchDO(O)H[;} Rg/z

where 4, is the transition dipole moment between relevant conduction band and

valence band of bulk. Ry is the radius of QD.. Cor radius of the confirm potential )

Using Fermi’s golden rule as follow

3
2r . 2 R
r= 7Z‘<‘Pg H |\Ploo>‘ S(E,p ~TW,) = 647{61—0} Ve e, (3.9)
k B
- 4 h®
H': d-E(R,t)Hamiltonian > a, =% . effective Born radius > p, isa
mOme

constant. ( iy, = 4| ,ucv|2 /34’ ) where 1 is the wavelength of emission » T’ = 1 is the
T

stimulated radiative decay rate of this model.
Combine the equation (3.8) and (3.9) > the real decay rate in a QD should be :

I I +T

total — Spon tan eous stimulated
— 3
where ' eos =formula (3.8) ~ E|
3
T =formula (3.9) ~E’ R,
stimulated ormula ° ~ [o] a_

B
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3
Thus T, ~ E;[H B[?J } ......................................................... (3.10)
B

where B is a constant.

From this formula we can know the decay rate is roughly proportion to E; .

Due to the effective born radius appearing in (3.10 ) , we must explain this parameter.
For wide band gap semiconductors it is useful to use the one band model(base on k e
p theorem) to get the relation between E,, ( band gap of semiconductor ) and the

. * .
effective mass of electron m :

P, = <C| f)|v> 1s the momentum matrix element between the

states of conduction band and valance band in solid. Notice that E, is determined by

electronic structure of lattice, not from the energy of PL peak. From formula (3.11) ,

one can find that E, 1, m" 1 and Ey |, .m 1L

Since Ej, is the band gap determined from'structure difference, when loading pressure
we can substitute the formula of bulk Ex=A+0.0175p into formula (3.11) .

TheR; term appearing in formula ( 3.10°) can also-be replaced by pressure parameter

too. Due to Ryis the range of the confirm potential: R; ~Vqp and in principle we don’t

know how volume of QD changed with pressure ; even though, we still can use a bulk
parameter to substitute into.

ref5

The relation between pressure and volume of primitive cell in bulk CdSe ™" can be

expressed as p = (B/B))[(V,/V)® 1]

where B is the bulk modulus of wurtize CdSe and B is the pressure derivative
(=dB/dp ) , Vyis the volume of primitive cell at atmospheric pressure.
Use the reported valve B=53GPA and B =0.48 as obtained by previous works [ref.5],

1

110.41 JOAS L
1n unit of

we get the Volume as an function of pressure as : V =| ———
p+110.41

0.48
V, '

Because Rg ~VQD ~V , take all above result into account, we can rewrite (3.10) as :
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1

3 -

R R 11041 o8
r..,~E)J1+B 2| |=E] l+c(m’)}| ——
total g[ (aBj:l g(p) ( )[p+11041J

3 1
m ) 0.48
:E;(p) l4c 0 110.41
1+Ep/Eb p+110.41

where ¢ 1s an unknown constant.

Substitute E,2=A+0.0175p into this formula, thus the slope of the curve of decay rate

3 . .
versusE,  gives !

1

048
J , whereA~1.7eV........ccceeeeee.(3.12)

3

m’ 110.41

j3(p+110.41

1+cC

1+—p
A+0.0175p

The second term with 1/0.48 power in formula (3.12) can be ignored, because the

pressure is increased from 0.9 GPA to 6.5GPA, in this range (%j can be
p+ .

approximated as 1.

From formula (3.12) one can easily seethat-when p is large enough, the term with
power 3 in denominator dominates:.and the.denominator becomes smaller while
pressure increases ; thus show the slope becomes sharper.

In order to manifest the validity of the formula of the radiative decay rate derived
above, the curve of 1/ 7 1. 1/ 7 2 versus Eg are ploted in Fig3-14a and Fig3-14b for
3.5nm radius QD. Fig3-15 is for Snm radius QD. The slope of the curve of 1/ 7 ; and
1/ 7 5 versus Eg’ are not the same; the latter is larger than the former.

One can see from Fig3-14a and Fig3-15, all of the fitting curves have positive square
terms which make the curve sharper in high pressure. This phenomenon corresponds

to our prediction.

If we compare the life times 7 | and 7 3 come from the core state in two kinds of QDs;
the slopes are not the same for different QD. ( See Fig3-14a and Fig3-15)

The slope of 1/ 7 - Eg’ curve in 3.5nm radius QD is about 0.10805 1/eV>ns and in

5nm radius QD is about 0.0151 1/eV>ns. This result is not so surprised due to our

1 3 %3
radiative decay rate prediction - = T Eg M. Because the QD with 3.5nm radius
has more wide band gap than 5nm radius QD, thus the effective mass of 3.5nm radius
QD is lager than it in 5nm radius QD. That is why the wide band QD ( 3.5nm radius
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QD) has a sharper slope of 1/ 7 - Eg® curve than narrow band QS.
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Fig3-14a : Decay rate (1/7 ) shift with of energy
band edge”3 in 3.5 nm radius CdSe/ZnS.QDs.

Fig3-14b : Decay rate (1/ 7 ;) shift with of energy
band edge”3 in 3.5 nm radius CdSe/ZnS QDs.
This decay rate may come from the surface state.
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Fig3-15 : Decay rate (1/ 7 3 ) shift with of energy band edge”3 in 5 nm radius
CdSe/ZnS QDs.
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Part Il : THEORETICAL CALCULCATION

Chapter4 : Electrons structure of QD

4-1 The concept of constructing Diamond structure QD

model

We follow Zhao’s wok proposed by ref. [6] of constructing the silicon QDs. From
their work, the dodecahedron is taken as a core and is connect many colossal
tetrahedrons (formed by many silicon units) on.its 12 apexes and finally forms a giant
“similar Icosahedra”.
Fig 4-1 is the silicon unit.

According to the ref. [6], procedure of constructing:QDs is as follows -

1. Construct a polyhedron core:

(they choose a dodecahedron in their work )
2. Build a giant silicon tetrahedron for acell by piling silicon unit layer by layer.

3. Connect many cells on the apexes of core.

Fig 4-1 : Unit Si
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There are several constraints while constructing QD model as below :

a. Apexes of the polyhedral core should have the body center symmetry

b. Every atom in the apexes of the polyhedral core must bond to four atoms
nearby and has109 "angle between each others. ( because silicon atom has four
valence electrons ) <—This would confine the structure of core.

In the following we will discuss the structure of QD with a dodecahedron core.

4-1-1 Dodecahedron core

Fig 4-2 : Dodecahedron

Fig 4-2 is a dodecahedron. Let us discuss what would form when it is connected with

different size tetrahedron cell on its apexes.

4-1-2 smallest size tetrahedron cell

When 20 apexes of the dodecahedron core are fully connecting with the smallest size
tetrahedron cells, there are several properties that we need to remark.
First, this structure is a single layer QD with “similar Icosahedra” outward appearance

which is formed by 20 silicon unit( smallest size tetrahedron cell )illustrate in Fig 4-3,
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notice the black triangles in Fig 4-3 form a Icosahedra. Secondly, this structure
appears pentagon shape ( the red tape in Fig 4-3 ) on the apexes of Icosahedra instead
of a single atom on a real Icosahedron’s. ( that is why it called “similar Icosahedra™) .

Finally, this structure has been a similar sphere shape in our first step.

Smallest size tetrahedron cell
connecting

When the 20 apexes of dodecahe dr on core are fall connecting with middle size
tetrahedron cells, it form a “similar Ico u ” the same as the smallest size
connecting case. This structure is also formed with 20 tetrahedrons (middle size now)
and has pentagon shape on its apexes too. The blue tape in Fig 4-4 is the outward
appearance of the Icosahedra and the red tape is the pentagon shape in the apexes.
Note that the size of pentagon ring is the same as it in Fig 4-3 ( single layer QD case ) .
Finally, the size of this QD is bigger than the former because it is two layers thickness

now. However these two QDs are with the same shape but different size.
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middle size
tetrahedron cell
connecting

Fig 4-4 : Dodecahedron core connect with middle size tetrahedron cells.

'e_s:e,-, «:.?_f_.r

4-1-4 giant size tetrah@/ ({j‘[ |

In this PRL paper the giant s1ze%,tra
They take the giant size tetrahedf% HC‘

‘ “ @sen for constructing their QD.

unit, Fig 4-5¢) for a cell and
. & ,

connect it to core and finally formed %n ilar Icosahedra” shown in Fig 4-5a.

In Fig 4-5b, we see the final outward appearance of this structure. There are several

advertences below :

1. Take care that in Fig 4-5a, the pentagon rings ( orange color ) are all equal size just
as it being in one layer, two layer QD, and note that the red color shape in the
center of Icosahedra is the dodecahedron core.

2. In Fig4-5c, the entire orange atoms form pentagon ring in Fig 4-5a and Fig 4-5b.
The red atom in Fig4-5¢ form a core in Fig 4-5a and the blue atom form giant
triangles in the exterior of the Icosahedra shown in Fig 4-5b.

3. Fig 4-6 shows a compositive comparison of the dodecahedron core connects with

different size tetrahedron cells and form different size QDs.
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Core

Fig 4-5 : Giant size tetrahedron cells( ¢ )connect to Core form a giant “similar Icosahedra” (a).

And (b) is its outward appearance.

Fig 4-6 : The comparison of different size QD (connect H atoms).
Pink color : Cd atom  Yellow color:Se atoms  White color:H atoms

a:l layer QD b:2 layer QD  c¢:3 layer QD
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4-2 Model a bulk like QD from small to big

Fig4-6 is the silicon quantum dot with the same shape but different size. Due to the
structure constraint of CdSe QDs which is explained in Appendix D, i.e: the bulk like
structure is the reasonable choice for CdSe QDs. For this reason, could we construct a
bulk like QD with the same shape but different size? For this purpose we develop two
types model of QDs. We label these two QDs as QDa and QDb.

Before our procedure of constructing QD model one need to know the primitive
polyhedron we used to cut is the primary tetrahedron ijlk shown in Fig 4-7.

For QDa kind we cut four tetrahedrons on four apexes of the primary tetrahedron,
then it formed a octahedron inside the original tetrahedron ( see a,b,c,d,e in Fig 4-7 ) ,
then we select all the middle point at eight sideline of this octahedron, and cut six
pyramids along the wirings of these middle points (ex : line fg,gh,hg... ) on six apexes
of octahedron. Therefore it finally forms the yellow polyhedron in Fig 4-7.

There are something need to remark. See line ac in Fig 4-7, we should divide it into
two parts, thus line ac is requested to_be atleast two units CdSe long to make sure that
is dividable. For this reason, the length of line ij should be double of line ac ( being
four unit CdSe long ) , thus the smallest cut-able primitive tetrahedron is 4x4x4 unit
CdSe tetrahedron. The next allowed lengths of line aciis 4, 6, 8, 10 and so on, all they
can be divide into two parts. So the allowedcutriable primitive tetrahedron is follow
by 8x8x8,12x12x12,16x16x16,20x20x20 unit CdSe.

Fig 4-8 are the QD models cut from 4x4x4 and 8x8x8 primitive tetrahedron. We can
easily see the size of QDa models growth up with the same shape ; completely

accordance with our purpose.
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Fig 4-7 : Polyhedron ijlk is the primitive tetrahedron
which is used to cut. Thé yellow Polyhedron inside the
primitive tetrahedron is thesfinal bulk like QD called

QDa.
‘\1‘ 2
b ,...-. o ._._.—-—'—'_'_._._'.
s ‘ .. -EH_""‘.
s oM * 1
/ Vs i I | 1 L I
, j.I/l \ Ty ” \ - e o= T -
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A v S
.E"“-»__:_\ : L ’ -
Cut fram 4xdx4 Cut from BxBxb
Fig 4-8 : Left : The QDa cut from 4x4x4 unit CdSe primitive tetrahedron
; right © The QDa cut from 8x8x8 unit CdSe primitive tetrahedron

For QDb kind, it is much like the QDa kind, but after cut the tetrahedrons on four

apexes of the primitive tetrahedron and form the octahedron, we pick up all the third
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points on eight sidelines of the octahedron (ex: points i,j in line ac shown in Fig 4-9 )
and cut tetrahedrons at six apexes along the wirings of these third points to form the
yellow shape in Fig 4-9 which is a polyhedron with hexagon and square.

Because the line ac need to be dividing into three segments, the shortest length of line
ac is at least three units CdSe long. And the length of line fg should be double of line
ac (being six unit CdSe long ) , so the smallest cut able primitive tetrahedron is 6x6x
6 unit CdSe tetrahedron. Similarly, the next allowed lengths of line ac is 6, 9, 12, 15
and so on, all they can be divide into three segments. So the allowed cut able
primitive tetrahedron is follow by 12x12x12,18x18x18,24x24x24,30x30x30 unit
CdSe.

Fig4-10 are the QDb models cut from 6x6x6 and 12x12x12 primary tetrahedron. One

can see that they have the same shape but different size.

k

Fig 4-9 : Left : Polyhedron fghk is the primitive tetrahedron which
is used to cut. Right : The yellow color polyhedron is the final bulk
like QD called QDb.
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Fig 4-10 : Left : The QDb cut from 6x6x6 unit CdSe primitive tetrahedron.
Right : The QDb cut from 12x12x12 unit CdSe primitive tetrahedron.

4-3 The introduction of first-principle calculation

4-3-1 Hatree and Hatree-Kocd Equations

When dealing with many-electron‘problem, Born.and Oppenheimer ( 1927 ) suggested
an approximation scheme that is employed quite universally throughout condensed
matter physics. When the electrons in lattice are concerned, take the nuclei to be static,
classical potentials (Ujon ) , and solve the electronic problem without worrying about
the nuclei further. Under Born-Oppenheimer approximation, the Hamiltonian of

many-electrons system can be expressed :

N N N 2
HW:12v3W+Zuion(ﬁ)W+z%wﬂ ................................. (4.1)
2m < — F =T

_,|

Where V¥ is an antisymmetric wavefunction of the immense number N of electrons in

1<l

a solid.

This equation is so hard to solved as it stand (even N up to ten ) . In fact, all the
computational difficulty arises from the coulomb interaction. Perhaps this term may
some how be replaced by something more computationally tractable, such as an
effective electron-electron potentialU (7).

A first guess at such an effective potential in which to study the motion of electrons is

that each electron moves in a field produced by a sum over all the other electrons.
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That means: U (F) = IdF’ » where n is the number density of electrons °

n(F) = > lyi(F)’
j

This can let (4.1 )a many-electrons equation becomes many single electron equations
2

such as:

VA, U (F) U o ()W S 60 oo (4.2)
2m

Note : 1 means I’th electron

Equation (4.2 ) is the Hatree equation. But the failing of the Hatree equation is that it
does not recognize the Pauli principle. Because the true many-body wave function
must vanish whenever two electrons occupy the same position, but the Hatree wave
function cannot have this property. To solve this problem, Fock (1930 ) and Slater
(1930 )showed that the way to obey the Pauli principle is to work within the space of
antisymmetric wave function . Absolutely the simplest possible type of antisymmetric

wave function is obtain by taking a collectionof orthonormal one-particle wave

function and antisymmetrizing them *
The sum is over all

— — 1 s — L
lIl(rlo-l"'rN O-N ) = \/W Z(_l) l//sl(rlo-l )"'l//SN ('rN O-N) permutations S Of 1 _“N_ gi

is a spin index

v, (fo) v (o, ..y (o)

| . . :
N . . P

' : This type of wavefunction is
vi(ho) wy(hoy) - WOl | called a Slater determinant.

Because the wavefunction is not a simple product, but a sum of products, the particle
are no longer independent. Thus the Pauli principle induces correlations among
particles.

Now we can decompose wave function into two part ( As long as the Hamiltonian

doesn’t involve the spin explicitly. ) :

w,(F0.) =6, )z (o) The spin function i is either the “spin-up “function or

the “spin-down” function.

To obtain the Hatree-Fock equations, we can use the variation principle to drive it.
( This principle is also a way to derive Hatree equation. )
There are three step -
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A. Defines a function: F, {¥} = <‘I’ | H | ‘I’> , and constraint with <‘I’|‘I’> =

~ . 1 s - - o
B. Take ¥(F0,..Fyo,)= TZ(_I) v (F.0))..wy (Foy)intoit.

éF
C. Do variation dr'y . (r'" )y (r')=0 to get Hatree-Fock
oy, ' (F) 5% (") 5 z '[ .

equation.
So the first step is to take the expectation value of the Hamiltonian with the
wavefunction (4.3) , and the next step is to require that its functional derivative with
respect to each ;, vanish.

For expectation value of kinetic energy :

> [d"F Z( ™ {st,(r o, )}

only s=s’ can survive (orthonormal property )

[Ht//s, (Fo; )}

21 e —RV e
_ZZjdrlszsl(rlo-l)Wsl(nO])

..(4.4)
—Zjd ¢.(){ }zﬁ.()
Similarly, the expectation value of the potential energy yield :
> j AF G (P 1oy ()BT e (45)
I1=1

The next expectation value term is the electron-electron interaction term. For simply
we adopt the notation f,o, byl. This term is :

Z J‘dN_’N'zze ( 1) |:Hl//;(|)y/s’l'(ll)i|

ss' i<]j ‘r - ‘

) Jatr zze‘< 1)‘ {V/s.(l)%(J)st.(l)wsj(J)x TTvs e )}

-ss i<j L=, j

J-ezdF r
[f r| =

ﬁqﬁ (TG A (Y CAY (AT (S A (4.6)

The first term in (4.6) is called “Coulomb integral”. The second term is more

64



noteworthy ; it is called the exchange integral and may be interpreted as saying that
particle 1 and 2 flip places in the course of interaction.
So by collecting (4.4) (4.5) (4.6) , the total Hamiltonian expectation value is

<T|H|‘P>=ZZjdﬁw?(l>ﬂwi H+U @y, Of

+ [ drdf, zr Zﬁw OFw, @~ Ow; Qv @y, (1)]

| 2|i<j
olo2

Having found the expectation value, the next task is to vary the functional (4.7 ) with
respect to every single-particle function y and require each variation to vanish

subject to the condition that i ’s be orthonormal.

The variation result is

2 ez (2)2 5 l 5
ZS.JW (1) % (1)+U(r )V/I(l)+wl(1)jdr - M (I)ZJ‘d_’ %

This is the Hatree-Fock equation.

If one define a new wavefunction y/; = ZWHW j - Matrix W is a unitary matrix, and
|

we go through the same variation procedure-above. There exists a basis which g; is

diagonal. Thus the Hatree-Fock equation (*4.8) can be expressed as ( carrying out the
spin sum in (4.8))

h2

Ir-r

This is the final form of Hatree-Fock equation

4-3-2 Density Functional Theory

The starting point of the theory is the observation of Hohenberg and Kohn ( 1964 ) that
electron density contains in principle all the information contained in many-electron

wavefunction. The electronic density of a many-electron system at point [ is
defined to be

(i) =(¥[> 6 -R)|¥)
1=1

Sum the contribution of every electron’s density at

pointT . ( §| is the coordinate of ¢'th electron)
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Hohenberg and Kohn point out that if one knows the density of the ground state of a
many-electron system, one can deduce from it the external potential in which the
electrons reside, up to an overall constant. How can you distinguish two different
many-electron systems? After your deep thought you may find that the only ways they
can differ are in the external potentials Uj,, and in the number of electrons that reside
in the potentials. According to this point, both of these external parameters are
determined by the electron density. Thus one can say that the density completely
determines the many body problems.

The concept of it :

Know n(f) | > Uion () R

Uniquely determine

Can completely determine

Total this many-electron system

» | clectron

Number N _J

To prove the claim, suppose thatit is false;Suppose that there exist two external
potentials U,(F) and U,(F) thattesult in thesame charge density.

Let H, =T +U_ +U, > Its ground state wavefunction is ‘P,

A

H,=T+U.,+U, > Its ground state wavefunction is P,

Then the ground state energy of H, is realized only by ¥, .
So & =(¥|H|¥)<(¥,|H|¥,)

= & < (U, |H,|¥,)+ (¥, |(H, - H,)|¥,)

= & <&+ [din(M[U,(F)-U, ()]

However, you can switch indices 1 and 2 to obtain ¢, <&, + J‘ dfn(f)[U ,(MN-U, (F)]
That gives ¢, + ¢, < &, + &,, which is contradiction. Therefore the potential U;and U,
must be the same. That proved the claim that n(F) uniquely determine theU on () .
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In principle, one can write down this functional form to indicate the above fact :
g[n]=T[]+Un]+U L[] (4.9)

Here n means n(r), T is the kinetic energy. U is the potential due to ions, and U, is

the interaction between electrons.

So if one can know the functional form 8[n], then one can iterate Nn(r) routinely

to minimize it (to find the really ground state density n,(r) ), subject only to the

constraintj‘dfn(f) =N.
By writing U[n]= Idfn(f)U (F) (functional form of U[n]) , one can write (4.9)

as g[n]= [dn(F)U (F)+ Fiy [n] where F,y [n]=T[n]+U_.[n].

The functional F, [n] does not dependiupon the potentialU (), thus it constitutes a
universal functional for all systems of N particles +If one can know it’s form, one
can solve all many body problems for all external potential U.

No one knows the true F,, [n], and no one ever will, so it is replaced by various

uncontrolled approximations, ex: Thomas-Fermi theory and Kohn-Shan theory.

4-3-3 Kohn-Shan theory and Local Density Approximation

(LDA)

Kohn and Shan retreated slightly from the hope of writing all material properties as

function of electron density, and proposed using instead a set of N single-electron

wave function ,(r) as the main ingredients, obtaining the density from them by
2

N
n(r) = Z|l//| (F)| which means the electron density is contributed by sum of every
=1

wavefunction square at the local position T, and this is the main spirit of local
density approximation(LDA).
In this case, the kinetic energy term of the energy functional is

Thl=% - vy,

Apart from the kinetic energy, the energy functional is just what it was for
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Thomas-Fermi-Dirac theory ; exchange and correlation energies are calculated by

using results from the homogeneous electron gas. Varying the density functional form

in Thomas-Fermi theory with respect toy, gives

¢ €°N(F) | 08, (n)
F-r]  on

—ﬁvzw,(rn U()+|d

o (D) =gy, (N (4.10)

The function ¢, (n) is the exchange-correlation energy of the uniform electron gas,
and this equation is known as the Kohn-Sham equation.
The class of approximation s of the form (4.10) is referred to as the local density

approximation (LDA).

4-4 Relation between Eg and photon lifetime

It is well known that an atom in an excited state is not in a stationary state — it will
eventually decay to the ground state bysspontaneously emitting a photon. The nature
of this evolution is due to the coupling of the .atomo the electromagnetic vacuum
field. The idea of spontaneous emission goes back to Einstein when he studied
Planck's blackbody spectrum using the principle of detailed balance. The rate of
spontaneous emission is still known as the "Einstein A coefficient". Victor Weisskopt
presented a method for analyzing this.interesting problem in his thesis work, together

with his advisor Eugene Wigner. We will follow their treatment here.

Consider a two-level atom. Initially the atom is prepared in its excited state | e> and

the field is in vacuum state| {O}> . We use

| (0)) = e, {0})

to denote this initial state. Since this is not a stable state, the atom will decay to the

ground state| g> and give(k, s )photon in mode (k; s). The state of the system after the

decay is then g,lks> . These state vectors form a complete set for expanding the

time-dependent state of the system:

|l//(t)> = a(t)e_iwot e, {0}> + zbks (t)e—iwkt
k,s

g>1k5>

Where wy is the atomic transition frequency and wi=ck is the frequency of the photon.
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The total Hamiltonian under the rotating wave approximation is H = Hy + Hg + Hiy
with

HA :hWO O ee
HF ZZhWk nks
k,s
Hint = _d E= _Zhgks O eg aks+h.c
k,s

where the atom-field coupling coefficient is

Wk
2he N

gks:i (d'gks)

The Schrodinger equation reads

H| l//(t)> = Ih§| l//(t)> = ih(a—iw,a)e ™

g91k3>

e,{0}) +inY_ (b, —iwb,)e™
k,s

By multiply through this equation by <e, {0}| and(g,lks , respectively, we obtain

A =1 0 B (1) i T e, (4.11)
k,s
B (1) = 050 T ) L Tk et e (4.12)

To solve these equations, we first formally integrate (14.12) as
! H '

b,, (t) = igy, [ dt'e™™ ™" a(t’)
0

and put this back into (14.11), we have

t
a(t) = -0y [dte ™ MO Ay (4.13)
k,s 0

First let us concentrate onz s |ng |2 . In the continuum limit (i.e., when the
quantization volume V— o), we have
> —>ZZ: [d*kD(k)
k,s s=l1
where D(K) is the density of states in k-space. Since k= (27 n)/L; 2 7 ny/L; 2 71

n3/L), there is one state in volume (2 7 /L)’ = (2 7 )*/V , hence the density of states is
D(k)=V/(2 7 ). Then using the spherical coordinates (k, 8, #), we have
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I e L&
k,s s=1 (272-)3 0

V4 2r
sin 6d0 [ dg
0 0

Thus
2 Wy > [
- : - [ dkk>
kZS:|gks| kz,s:28th(d Exs) .([d 2(2”) o SEI.([sm&jHJ.d;/ﬁ(d &)’

Here we assume that d is real, but the final result is more general and works also for
complex d. First let us evaluate the quantity inside the square bracket using a simple
trick:

s

ijsinadezfd;zs(d £ ) = ]Esinédesz[(d o)+ (@ g) | (4.14)

s=1 ¢

Since the triplet (5k1 »Ex2s K‘) with x=k/ |k| forms an orthogonal set of nit vectors
that we can use to expand any vector, so in particular

d=(d-&,)e +(d-&,)e, +(dag)x

and thus

d]” =(d &) +(d-&,)* +(d=k)’

(d-g,) +(d-g,) =ld] - &)’

We can choose the spherical axis in our integral in any direction that we like, so that

we may as well choose it to lie along the direction parallel to d. So we have finally
(d-£,) +(d-&,)" =|d| (1-cos)” =d| sin” @

Now Eq. (4.14) can be easily evaluated to give

s

ijsinedezfd(p(d £e)t =2
) ks - 3

s=1 ¢
Therefore
i w8 df
? = [k ——— 2T || = d
;'gd ! 2027)’ g)h 3 df = 67’ s,hc’ I e

where we have changed the integration over k to over wy = ck.
Next let us take a look at the time integral in (4.13):
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t
J‘dt fe—i(wk —WO)(t—t')a(tr)
0

The exponential oscillates with frequency ~wo. We assume that the excited state
amplitude a(t) varies with arate I' <<wy. Therefore a(t) changes little in the time

interval over which the remaining part of the integrand has non-zero value (t' ~ 1),
and we can replace a(t’) in the integrand by a(t) and take it out of the integral.

This is called the Weisskopf-Wigner approximation, which can be recognized as a
Markov approximation: Dynamics of a(t) depends only on time t and not ont’ <t

1.e., the system has no memory of the past.

Now the time integral becomes

t t
J‘dtlefi(kawo)(tft')a(t!) ~ a(t)J'dTefi(wkfwo)r
0 0

with 7 =t—t'. Since a(t) varies with a rateI" <<w,, the time of interest t>>1/wy,

thus we can take the upper limit of the above integral toco, and we have

[dze 0 = 5w, —w,) - iP( : )
0 Wy — W,
where P represents the Cauchy principal patt.

Because of the i before the seeond term; the Cauchy principal part leads to a
frequency shift. This is in fact one’contribution to.the Lamb's shift. This shift diverges
and has been dealt with through renormalization. Here we will neglect this part. Put

things together into (4.13), we finally have

a(t) = —ga(t)

where

w[d|
r=_—°om
3re,hc’

The excited state amplitude thus decays exponentially as
a(t) =e ""*a(0)

I" is then the population decay rate, also known as the Einstein A coefficient.

ChapterS : Conclusion

In this chapter we summarize all the work and discussion mentioned in this article and
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get the following conclusion :

1.

From Raman and PL spectrum we find QD also has the pressure induced phase
transition. QD differs from bulk in the phase transition pressure, QD is at 7GPA
while bulk CdSe is at 3GPA, and this may be due to the ZnS shell’s protection of
QDs. The luminescence of QD is no longer found after phase transition, thus we
guess the core’s structure of QD has become metal phase after phase transition.
Because in the previous study, we know the band diagram of CdSe with rocksalt
structure shows overlap of the conduction band and valence band ; ie. Metal
phase of bulk CdSe. We also believe that CdSe QD is this structure after phase
transition.

From Raman spectrum, after phase transition we find an undetermined mode
appears in 156 cm™'with no pressure dependence. After phase transition the
reducing pressure experiment shows when pressure comes back to less than
7GPA, CdSe LO mode appears again but 2LO mode never comes back and the
undetermined mode at 156 cm still presents. For this result we guess core CdSe
don’t resume to the origin phase, in another word the phase transition is
irreversible.

In the loading and unloading of pressure shows ZnS LO peaks are almost the
same, thus we suggested ZnS appears no phase transition. and is only
compressed/relaxed while adding/reducing pressure.

The Griineisen parameter of CdS¢ BOand2LO modes show that QDs are more
and more covalent while pressure is increased. Our PL spectrum also shows that
band edge shift with pressure becomes nonsensitive at high pressure. We think
the phenomenon is due to the lattice covalency while loading pressure, thus the
polaron is not easy to form or in another word, it will reduce the electron-phonon
interaction energy. For this reason the polaron energy will decrease while
pressure is higher, and this causes the pressure dependence of band edge in QD
becomes smooth at high pressure.

In the time resolved spectrum we find the radiative decay becomes faster while
pressure is increased. From quantum optic theorem prediction, radiative decay
rate is proportion to the cubic power of the radiation energy. But our time
resolved spectrum shows a nonconstant slope of ['-Eg”3 diagram, on the
contrary the slope tend to be sharper while loading pressure. We doubt that it
comes from the electronic structure difference induced electron effective mass
change ( bigger ) in QDs while loading pressure. Predicted by formula(3.B ), one
can see the slope of I" -Eg”"3 diagram indeed becomes larger while pressure is
increased, and the slope of the wide band QD is larger than the narrow band QD.

By following the report about first-principle calculation on silicon QD, we
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employed the geometric method of constructing QD and developed a new
method of constructing CdSe QD. We can construct QD by cutting zinc-blende
structure and let QD to form a fixed shape but size from small to big ; these QDs
are named by QDa and QDb. We also find out some constraints in constructing
CdSe QD model, ie : it may only exist the bulk like QD in CdSe.
For future work : I hope by the raising of the ab-initio method, it is able to give an
accurate knowledge of the dependence of electron behavior in QD on pressure. Thus
pressure induced structure difference in bulk approximation of this article can be
solved successfully.
I calculated the band edge and density of state changed with pressure in bulk CdSe.
However, the calculation in QD needs a large order of computation volume due to the
destruction of lattice periodicity. For this reason I regard this job as an extended work.
Hope in the recent future, I can finish the calculation of suitable size QDs to compare

our experiment data.

Appendix A : The preparation of non-colloid sample

Take Al xInkP for example; which had been studied earlier in our lab, is grown on
GaAs substrate, it is necessary to remove the €pilayer away from the GaAs substrate
so that when we take the spectra of'the epilayer, we can avoid the signals of GaAs. It
is also easier to analyze the phonon peaks of the samples. The procedures are as
follow:

1. Use the heat wax to stick the sample face down on the glass, then stick the sample
and glass polishing base.

2. Use the Al,O3 powder (10 ¢z m combined with 1 ;£ m) to remove the substrate as
mush as we can, but avoid the sample being broken.

3. Use the solution H,O,: NaOH: H,O = 6 (g): 30 (g): 30 (g) to remove the rest of the
substrate until the epilayer appears.

4. We can use the acetone to solute the heat wax and left the epilayer
Appendix B : Alignment of Raman Scattering System
Here we talk about how to align our Raman Scattering system.

The procedure of alignment is followed by :

1. Laser adjustment

Four procedures:
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a. Adjust mirror M1 to get the laser beam centered into the lenses.

b. Closed the iris.

c. Adjust mirror M2 if necessary to get the beam centered onto the iris.
d. Open the iris.

2. Final adjustment of the laser

Focus the microscope onto the silicon sample delivered with the instrument by using
the 100X objective. If you see a default in the focusing of the laser beam onto TV
screen, adjust carefully the mirror M2 to obtain a symmetric focusing and defocusing
for spot.

3. Coupling between the confocal hole and laser beam

To do the coupling between the hole and laser beam, you must respect the following
points.

a. Focus the microscope onto the silicon sample delivered with the instrument by
using the 100X objective.

b. Put a density filter (OD4 for example ) onto laser beam.

c. Send white lamp into the raman optical fiber and close the confocal hole to 100
microns. In these conditions, you must see'on the TV screen the laser beam and the
confocal hole. If there is a shift between the laser beam and the hole adjust the mirror
M3 to do the coincidence.

Now the instrument is correctly:adjusted.

Appendix C : The optical element of time resolved system

Main Optical Unit

All optics is used to achieve confocal excitation, detection and beam/focus diagnostics
are installed together with the detectors in the self-contained main optical unit. The
coupling to the inverted microscope body is achieved through the infinity beam port
of the 1X 71 microscope body. This design allows easily coupling with external lasers
and placing various optical elements from beam diagnostics to power monitoring in
the main optical unit. Capability of various optical units is as follow.

1 : Filter 1 is a filter just for laser coming, and strains all other light. Filter 2 is for

signal ( fluorescence from sample ) coming, and is mainly filter the laser accompany.

2 : Mirrors like % are all beam splitters or reflection mirrors which are use to

control the light path to conform to our requirement.
3 : Shutter 1 and shutter 2, the former stop laser coming to excite our sample, the

latter stop signal light from sample come into detector 1 ( Time-Correlated Single
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Photon Counting ) . When measuring fluorescence, we let laser come from fiber 1 and
excited signal left through port 2, so we open shutter 1 and closed shutter 2. While
measuring lifetime we open both shutter 1 and shutter 2.

4 : Lens 1 and lens 2 are control the signal light pass through the confocal pinhole to
make sure the excited signal is coming from a focal point of excitation source.
Sample Holder

The Micro-Time 200 standard sample holder is designed to accommodate 20x20 mm?
microscope cover slips. The sample holder will be mounted either directly on the
microscope stage or inside the central hole of the optional piezo scanning table.
Detector

The collimated beam from the basic confocal unit passes through the beam splitters
and reaches the detector(s). Up to two of them can be mounted into the main optical
unit. Each detector channel has its own dedicated filter holder and mechanical shutter.
Currently, two types of single photon sensitive detectors are available : Single Photon
Avalanche Diodes(SPAD) and Photomultiplier Tubes(PMT). SPAD detectors will be
supplied with a sophisticated power supply DSN 100 with built-in protection circuits.
By the way, the photodiode in the figurerisia sensitive detector that counts incoming
laser intensity; it can tell you much information such as : the excitation source
intensity fluctuation, then you will know if the laser is in stable.

TCSPCD Data Acquisition

For data acquisition the outstanding Time=Cotrelated Single Photon Counting board
Time-Harp 200 is utilized. This highly integrated PCI-plug-in-board provides several
measurements modes. One especially powerful mode is of pivotal importance for the
design of the Micro Time system : in Time-Tagged Time-Resolved ( TTTR)
measurement mode each photon is recorded individually. The data stream is recorded
continuously through fast Direct Memory Access ( DMA ) . Each photon record
contains a picosecond timing of the photon relative to the laser pulse and coarser
nanosecond timing with respect to the start of the experiment. This combination
provides the performance of vastly different measurement tasks based on one
fundamental data format, without any sacrifice of information available from every
detected photon. It also allows all measurement data to be handled in a standardized

and yet very flexible way.
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Appendix D : Construction of the QD model with Zinc-Blend

structure

Zinc-Blende

Unit Si Unit CdSe

Fig D-1 : Unit Si, Unit CdSe and Zinc-Blend structure.

Here we want to construct the QD model of CdSe structure( or zinc-blende structure ).
Because CdSe is zinc-blend structure while silicon is diamond structure, basically
they come from the same unit. ( See Fig D-1 ) Can we construct QD model of CdSe by
the same way of constructing silicon QD model? Unfortunately, the answer is
NO!

The reason is shown in Fig D-2; you can see both of the dodecahedron and truncated
Icosahedrons have outward appearance of pentagons. But the atoms of CdSe structure
should obey a bonding rule: a Cd atom should bond to four Se atoms, and a Se
atom should bond to four Cd atoms ; this means when you pick two adjacent
atoms randomly in CdSe lattice, it must be requested that one atom is Cd atom
and the other is Se atom.

For this reason, any structure with pentagon outward appearance is not allowed being
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a core. Because atoms in a pentagon should be at least two Cd atoms and that request
two atoms adjacent to Cd atoms to be Se atoms, however these two Se atoms would
bond to each other. In Fig D-2 you can see two Se atoms bond together, and that is
inadmissible. (the yellow cross describe the impermissibility of this bond )

That is the reason why we can’t imitate silicon to construct QD model of CdSe.

Cd atoms, others

are Se atoms
BRI . W

Fig D-2 : Left : a dodecahedron core:; right : atruncated Icosahedron core.

Both of them have inadmissible bonds so they can’t be cores. The yellow crosses

describe the impermissible bonds.

What should we do? Fortunately, there are one way to construct QD model for both
silicon and CdSe structures. This model is so called “Bulk like QD”. Here we will
briefly explain how to segment bulk to form the bulk like QD. The method of
constructing this bulk like QD is described as below :

1. We piled unit CdSe until 7 layers to form a giant tetrahedron.(see FigD-3)
2. We cut four units on the apexes of tetrahedron and cut units along six sidelines.
(FigD-4a )
3. Finally we cut units on four apexes again ( see FigD-4b ) , after that it formed the
final structure.<—The Bulk like QD. (see FigD-5)

NOTE : If we use a sphere instead of a unit CdSe which with tetrahedron thus the

picture is more explicit shown in FigD-6.
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Fig D-6 : The process of cutting bulk. ( sphere instead of a unit CdSe tetrahedron )
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