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in DS/CDMA Cellular Systems

Student: Chieh-Ho Lee Advisor: Chung-Ju Chang

Institute of Communication Engineering

National Chiao Tung University

Abstract

Power control is an important system requirement for DS/CDMA (direct-sequence/code
division multiple access) cellular systems. In the absence of power control the effect of near-far
phenomena is dominant, and the system capacity is very low. On the other hand, when the power
control exists, it allows users to share tesources of the system equally between themselves. In this

dissertation, the system capacity of a power controlled DS/CDMA cellular system is investigated.

Firstly, we investigate the system. performance of‘a truncated closed-loop power control
(TCPC) scheme for uplinks in DS/CDMA cellular systems over frequency-selective fading
channels. The TCPC scheme adopts strength-based power control. In this scheme, a mobile
station (MS) suspends its transmission when the short-term fading is less than a preset cutoff
threshold; and otherwise, the MS transmits with power adapted to compensate for the short-term
fading so that the received signal power level remains constant. Closed-form formulae are
successfully derived for performance measures, such as system capacity, average system
transmission rate, MS average transmission rate, MS power consumption, and MS suspension
delay. Numerical results show that the analysis provides reasonable accuracy; and the TCPC
scheme can substantially improve the system capacity, the average system transmission rate, and
power saving over conventional closed-loop power control schemes. Moreover, the TCPC scheme

under realistic considerations of power control error due to power control step size, power control
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period, power control delay, and MS velocity is further investigated. A closed-form formula is
obtained to effectively approximate the system capacity of the realistic TCPC scheme. A
closed-form formula is obtained to effectively approximate the system capacity of the realistic

TCPC scheme.

Next, an approximation method by characteristic function (AM-CF) method to approximate
the distribution of interference in DS/CDMA cellular systems is proposed. The interference
statistics is an important factor for analyzing the performance of a DS/CDMA cellular system.
Although the most widely used method, the SGA (standard Gaussian approximation) method, is
easy to use and applicable to a complicated circumstance, it is known that the SGA is not very
accurate and leads to an optimistic analytical result of the system capacity. This method considers
the effects of frequency-selective multipath fading; it also considers perfect power control and a
rectangular/sinc chip waveform. The AM-CF ymethed ¢an yield results that fit the Monte Carlo
simulation results more accurately “than the conventional standard Gaussian approximation

method.

Finally, a novel analytical method for analyzing the system capacity of an imperfect
signal-to-interference ratio (SIR)-based power control scheme is proposed. Based on investigated
properties of average received SIR, a set of linear equations is derived to obtain the average
received power on each uplink. The system capacity is then obtained according to the feasibility
of the average received powers and the corresponding average bit error rates. A closed-form
solution for system capacity is successfully derived by employing the first and second order
statistics of each element in the coefficient matrix and applying central limit theorem. Results
show that the analytical results are consistent with the simulation results; this implies the novel

analytical method is quite accurate.
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Chapter 1

Introduction

1.1 Motivation

The wireless communications market has exploded in recent years. People love to and even
have become used to have a mobile phone to communicate with others. The mobile phone is so
convenient and can be used to promptly communicate with other people such that it has become
an indispensable part of people's daily life. With more.and more people joining into the mobile
communication club, the technical progress of the mobile:communication systems are driven by
the market force. Among the technical issues, system capacity, service quality, and variety of

communication services are the most important.

The fundamental problem of the wireless communication system is how to share the
common wireless channels, e.g. a radio frequency band, by many mobile users in order to
accommodate as many users as possible. Due to the very limited resource of the frequency
spectrum allocation, the characteristics of the wireless channel and the requirement of the user
mobility, it is indeed not an easy task to design the mobile communication systems to fulfill the

ever-increasing demand.

In the evolution of mobile communications, mobile communication has evolved from the
first-generation (1G) to the second-generation (2G) and is now evolving towards the second and a
half-generation (2.5G), as well as the third-generation (3G), with the fourth-generation (4G) in the

horizon. The 1G cellular mobile systems, such as the Nippon telephone and Telegraph (NTT)



system launched in 1979 in Japan, the Nordic Mobile Telephone (NMT) system in 1981 in
Scandinavia, the Advanced Mobile Phone Service (AMPS) system in 1983 in United States, and
the Total Access Communication System (TACS) in 1990 in United Kingdom, are all analog
systems based on FDMA technique and mainly for voice facility. When look back to the history,
the mobile communication is really successful service. The mobile market showed annual growth
rate of 30~50 per cent, rising to nearly 20 million subscribers by 1990. The insufficiency of the
1G system capacity, as well as the problems with communication security, roaming, and

transmission quality, together trigger the development of the second generation systems.

In the 2G cellular mobile systems, the Global Standard for Mobile Communications (GSM)
system, based on TDMA technique, was deployed in 1992 in Europe. Also the Digital AMPS
(D-AMPS, also known as IS-136), based on TDMA, launched in 1992 in North America. The
Interim-Standard-95 (IS-95), based onsharrow-band. DS-CDMA, was commercially operated in
1998 in the United States, Hong Kong, Singapore, and Korea. On the other hand, the 2G system
in Japan was Personal Digital Cellular (PDC), introduced in 1994. In order to improve audio
quality, digital modulations are employed ‘in 2G isystems. Therefore, the 2G systems can also
serve, but low bit-rate, data communications. The 2G systems offer higher spectrum efficiency,
higher system capacity, better data services, and more advanced roaming than the 1G systems.
The fraud prevention and encryption of user data has become standard feature. Speech service
still dominates the airways, but the demand for the data services, such as short message, fax, etc,

is growing rapidly.

The 2G systems have been very successful in many countries. However, there are still
limitations in 2G systems in terms of system capacity, service quality and flexibility to
accommodate various wideband services with different data rates. Specifically, in order to meet
the growing demands of users for different kind of services, such as E-mail, Internet browsing,

multimedia, data base access, etc., the system needs to have higher data rates up to 2Mbps and



more stringent Quality of Service (QoS) requirements. Therefore, third-generation (3G) systems

are being developed to transcend the 2G systems.

3G cellular services, known as IMT-2000, will sustain higher data rates and open the door to
many Internet style applications. The most important IMT-2000 proposals are the W-CDMA as
the successor to GSM, cdma2000 as the successor to IS-95, and time-division synchronous
CDMA (TD-SCDMA). In 3G systems, wideband CDMA has been chosen because theoretically it
can provide higher capacity as compared to FDMA and TDMA schemes. However, in order to
achieve this promised high capacity, good techniques are needed to overcome several wireless
impairments. This is why significant research works are currently being devoted to improve the
performance of DS/CDMA cellular systems, such as interference cancellation or multiuser
detection, smart antennas, and power control, etc. Among those areas of researches, power control

is the most crucial aspect since it plays an importantrole'in a DS/CDMA cellular system.

Without power control schemes, the capacity of a; DS/CDMA cellular system may be
comparable with or even less than theecapacity of FDMA or TDMA systems. Henceforth, in this
dissertation, it is motivated to analyze the performance of the power control schemes in
DS/CDMA cellular systems. The most important two kinds of power control schemes, the
strength-based and SIR-based power control schemes, are considered, and more importantly, not
only the ideal power control schemes but also the realistic, or say imperfect, power control

schemes are investigated in the dissertation.

1.2 Related Work

The cellular system has evolved from the first-generation (1G) to the second-generation (2G),
and is now evolving towards the second and a half-generation (2.5G), as well as the

third-generation (3G), with the fourth-generation (4G) in the horizon. In order to provide service



to as many users as possible, the multiple access techniques adopted in each generation of the
cellular systems also evolve from FDMA, TDMA, to CDMA. In 3G systems, wideband CDMA
has been chosen because theoretically it can provide higher capacity as compared with FDMA
and TDMA schemes. However, in order to achieve this promised high capacity, effective
techniques are needed to overcome several wireless impairments. This is why significant research
works are currently being devoted to improve the performance of DS/CDMA cellular systems,
such as interference cancellation or multiuser detection, smart antennas, and power control, etc.
Among those areas of research, power control is the most crucial aspect because it plays an
important role in a DS/CDMA cellular system. Without good power control schemes, the capacity
of a DS/CDMA system may be only comparable with or even less than the capacity of FDMA or

TDMA systems.

The driving forces to use the spread spectium.or CDMA for terrestrial cellular systems are
mainly the requirement to improve-the system ‘capacity; Many early researches focused on
comparing the CDMA with the conventional TDMA and FDMA in order to understand the
advantages of the CDMA. In 1985, A. J. Viterbi conducted a straightforward comparison of the
capacity of CDMA to that of TDMA and FDMA for satellite applications and concluded that
FDMA can achieve higher capacity than CDMA [1]. However, Gilhousen et al. [2] pointed out
that in the mobile satellite environment, there are four major factors utilized by a CDMA system
to render system capacity at least double that of FDMA and TDMA. These four major factors are:
voice activity, spatial discrimination provided by multi-beam antenna, cross-polarization
frequency reuse, and discrimination between multiple satellites providing co-coverage. The key
point is that the CDMA capacity is only interference limited; unlike FDMA and TDMA whose
capacities are basically bandwidth limited. Any reduction in interference in a CDMA system will
convert directly and linearly into an increase in capacity [2]. Gilhousen at el. [3] further showed

that the CDMA still exhibits its greatest advantage over TDMA and FDMA in terrestrial digital



cellular systems. The net improvement in capacity of CDMA over digital TDMA or FDMA is on

the order of 4 to 6 and over the conventional analog FM/FDMA it is nearly a factor of 20.

It has been clear that power control is the single most important system requirement for
CDMA, since only by control of each mobile's transmission power can resources be shared
equitably among mobiles and capacity maximized [3]. Lot of literature can be found in the last
decade having their focus on the power control issue. In [4], Aein investigated cochannel
interference management in satellite systems. The important concept of carrier-to-interference
(C/T) balancing, or equivalently the SIR balancing, was introduced by him wherein all users
experience the same C/I level. And the problem is identified as an eigenvalue problem for
positive matrices. Nettleton and Alavi further extend the results to spread spectrum cellular radio
systems wherein the adjacent code channel interference becomes the dominant interference source,

and show that C/I balancing substantially impreves the system capacity [5], [6], [7].

In [8], Zander proposes an optimal centralized power control scheme to minimize the outage
probability with the assumption that the knowledge of all-the channel gains is obtainable and also
studies the corresponding performance bound. ‘Obviously, the centralized power control is not
practical since it is impossible to know the gains in all the radio paths in the system. In view of
this, the distributed power control that uses only the local obtainable information, e.g. the SIR
ratio of the communicating link, is studied by lots of literature. In [9], Zander proposed a
distributed C/I balancing scheme, named limited-information SRA-algorithm (LI-SRA). Although
some performance gain is lost compared to the centralized power control in [8], the capacity gain
on the order of 3-4 are still feasible as compared to fixed power control scheme. The LI-SRA
scheme is found robust to measurement error and should be useful even if the C/I measurements

were slow and less accurate.

In a DS/CDMA cellular system, many users can transmit messages simultaneously over the
same radio channel, each using a specific spread-spectrum pseudo-noise (PN) code [10]. Within a

5



cell, the code channels in downlinks can be considered as mutually orthogonal because downlinks
may exhibit synchronous CDMA transmission. However, these code channels in uplinks cannot
be exactly mutually orthogonal for a set of asynchronous users, and thus mutual interference
occurs among the uplinks. In such a case, a strong signal increases communication quality, and a
weak signal may suffer from strong interference. This problem is referred to as the near-far effect
and limits the CDMA system capacity [11]. Hence, power control is an essential issue in a

DS/CDMA system.

Open-loop power control, that is, the average power control, is applied to compensate for the
long-term channel fading such that the average received signal power level is constant and the
near-far problem is solved [12]. Closed-loop power control, however, is typically used to mitigate
the short-term channel fading so that an acceptable received signal quality can be attained for the
uplink communication. Several closed-loop/epen=loop power control schemes have been
investigated, such as (i) the well-known perfect power control, within which MS transmission
power is adjusted to the exact inverse of the short-term fading and thus the received signal power
level remains constant. Such a method is also referred to as the channel inversion scheme [13],
[14]; (i1) combined power/rate control proposed in [15], which is the same as the perfect power
control except in that MS holds its transmission power at Qy/X, and adapts its transmission rate to
S(#)-Ro/Xo when S(£)<X,, where O, is the desired received power level, X, is a preset cutoff
threshold, S(¢) is the short-term fading at time ¢, and R, is the data symbol rate; (iii) truncated
average power control (TAPC) proposed in [16], which applies a truncated channel inversion
scheme to conventional average power control. This truncated channel inversion scheme suspends
transmission when the long-term channel fading falls below a cutoff threshold; otherwise it
adaptively controls power according to the channel inversion scheme. By suspending

transmission in this way, an improvement of system capacity was reported.

In studying a DS/CDMA cellular system, the interference statistics are essential to the



understanding of the system’s dynamics. Approximating interference statistics has received a lot
of attention. In the literature, the most widely used method is the SGA (standard Gaussian
approximation) method. Although the SGA is easy to use and applicable to a complicated
circumstance, e.g. the cellular system over the frequency-selective fading channel in [17], it is
known that the SGA is not very accurate [18]. In order to improve accuracy, many other methods
have been proposed, such as the improved Gaussian approximation (IGA) method [18], the
simplified IGA method [19], and the characteristic function method [20]. These methods have
better accuracy, however they are only applicable to the limited circumstance of a single cell
system over the AWGN channel. Therefore, an approximation method that has better accuracy
and can be applied to a complicated circumstance is still desirable. Therefore, the chapter 2
proposes an approximation method by characteristic function (AM-CF) to approximate the
distribution of MAI (multiple access interference) sighals in DS/CDMA cellular systems. The
method considers the effects of a frequency-selective multipath fading channel; it also assumes
perfect power control and a rectangular/sine” ehip-waveform. Using this method, the distribution

of the MAI signals is more accurately approximated:

As above mentioned, [5], [6], [7] report that the SIR-balancing can improve the system
capacity. However, the short-term fading effect is not considered in these works. In [12], [21], the
short-term fading is considered in the system model, and the simulation results show that the
SIR-based power control has the potential to achieve higher system capacity as compared the

strength-based power control.

There were many works related to the strength-based power control scheme, such as the
system capacity analysis, e.g. [3], the interference statistics, e.g. [22], the error probability, e.g.
[17], etc. Nevertheless, the SIR-based power control is in fact more important, and the SIR-based
power control system was reported as having the potential for higher system capacity [5], [6], [7],

[21]. Actually, the SIR-based power control had been adopted in IMT-2000 systems as well as



IS-95 system. However, the corresponding analysis for the SIR-based power control is very
complicated [21] and is found significantly different from that of the strength-based power control
[23]. The reason is that the distribution of the received SIR, which is the key factor in
conventional methods for analyzing the system capacity of power control schemes, e.g. [3], [24],
is almost impossible to be derived for the SIR-based power control scheme because of the
inherent interaction between the desired signal power and the interference power. Due to such a
difficulty, few literature had successfully provided new analytical method for investigating the
SIR-based power control scheme, e.g. [23], [25], [26], and most works make their study via

simulation, e.g. [21], [27],[28], [29], for the SIR-based power control schemes.

Kim and Sung [23] proposed a methodology for analyzing the system capacity of the
SIR-based power control scheme with consideration of the voice activity, the maximum received
power, and the long-term fading. The analysis was.extended to a multicode CDMA system and an
overlaid multiband CDMA system in: [25]. Howevet, they-did not take the multipath fading into
account in the channel model. Kim and Adachi-[26] further proposed a method to analytically
evaluate the reverse link capacity of a CDMA system in a multipath fading environment. In [23],
[25], and [26], by recursively calculating the statistics of both the received power of the uplink
and the interference power to mimic their inherent interaction, the system capacity of an
SIR-based power control scheme is numerically obtained. Note that, all of these analyses assume
that the SIR-based power control is perfect such that the received SIR is kept at a preset level.
However, in practical, the received SIR would be a random variable rather than a constant. It can
be found that the analysis of the imperfect SIR-based power control scheme is further different
from that of the ideal SIR-based power control scheme. There has been no analytical approach for
analyzing the capacity of an imperfect SIR-based power control scheme. Therefore, in Chapter 5,
we propose a novel analytical method by which the analysis of an imperfect power control

scheme becomes mathematically tractable and the closed-form solutions for uplink capacity of



DS/CDMA cellular systems are successfully derived.

1.3 Dissertation Organization

In this introductory chapter we provide the synopsis of the thesis. This chapter presents the

research motivation, paper survey, and thesis outline.

In Chapter 2, the evolution of the mobile systems is briefly reviewed. The importance of
power control in the reverse link of a CDMA system is highlighted. Various kinds of the power
control schemes in CDMA systems are described in this chapter. Among these power control
schemes, the most important two schemes are the strength-based and the SIR-based power control
schemes. The analysis of these two kinds of power control schemes is the scope of this

dissertation.

In Chapter 3 we focus on the strength-based power control scheme. The system performance
of a truncated closed-loop power control (TCPC)_scheme for uplinks in DS/CDMA cellular
systems over frequency-selective fading channels. is.conducted. It is shown that the TCPC scheme
can achieve higher system capacity than the conventional strength-based power control scheme.
We also successfully analyze an imperfect TCPC scheme (or called realistic TCPC scheme), i.e.
TCPC scheme under realistic consideration of power control error due to power control step size,
power control period, power control delay, and MS velocity. A closed-form formula is obtained to

accurately approximate the system capacity of the imperfect TCPC scheme.

In Chapter 4 we turn to focus on one important factor, the interference statistics, in a
strength-based power controlled DS/CDMA cellular system. The interference statistics of a
DS/CDMA system are essential to the understanding of the system’s dynamics. Although the
conventional SGA (standard Gaussian approximation) method is easy to use and applicable to a

complicated circumstance, e.g. the cellular system over the frequency-selective fading channel in



[17], it is known that the SGA is not very accurate [18]. In order to improve accuracy while still
applicable to a complicated circumstance, we propose an approximation method by characteristic
function (AM-CF) to approximate the distribution of the MAI (multiple access interference)
signals in DS/CDMA cellular systems. The method considers the effect of a frequency-selective
multipath fading channel; it also assumes perfect power control and a rectangular/sinc chip
waveform. Using this method, the distribution of the MAI signals is more accurately

approximated.

In Chapter 5 we focus on another important kind of power control scheme — the SIR-based

power control scheme. In this chapter, we propose a novel analytical method to analyze the
system capacity of an imperfect SIR-based power control scheme for uplinks in DS/CDMA
cellular systems wherein the received SIR is.a.random variable. The system behavior can be
described by a set of linear equations., A €losed-forn solution for the system capacity is
successfully derived. And the derived formula needs only the first and second order statistics of
each element in the coefficient matrix of the linear-equation. Results show that the analytical and
the simulation results are substantially matched “together, which implies the novel analytical

method is quite accurate.

Finally, concluding remarks and future research topics are addressed in Chapter 6.
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Chapter 2

An Overview of the Power Control Techniques for

DS/CDMA Cellular Systems

Abstract— In this chapter, the cellular systems and various power control schemes
are briefly reviewed. Power control is one of the most important factors for
DS/CDMA cellular systems due to the near-far problem and the multipath fading.
Without power control, the capacity of the DS/CDMA cellular system could become
lower than that of cellular systems.based on FDMA. A proper power control will
make users to share resources of thé system equally between themselves and thus

enhance the system capacity-to meet the demanding requirements.
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2.1 Introduction

Code Division Multiple Access (CDMA) has become the technology of choice for the third
generation of cellular mobile systems because theoretically it can provide higher capacity
compared with FDMA and TDMA schemes. However, in order to achieve the high capacity,
techniques are needed to overcome several wireless impairments. One of the most important key
aspects of CDMA is the power control. Many research works have been devoted to investigate the
power control of DS/CDMA cellular systems and even design the power control algorithm to
achieve an optimal performance. This chapter wills briefly overview the relevant background

related to this hot topic in DS/CDMA cellular systems.

The rest of this chapter is organized as follows. An overview of the cellular systems is given
in section 2.2. The power control techniques 1n’-DS/CDMA cellular systems and their
corresponding classifications are preSented in section: 2.3. Finally, the concluding remarks are

given in section 2.4.

2.2 Cellular Systems

The 3G cellular services, known as IMT-2000, will sustain higher data rates and open the
door to many Internet style applications. The most important IMT-2000 proposals are the
W-CDMA as the successor to GSM, c¢cdma2000 as the successor to IS-95, and time-division
synchronous CDMA (TD-SCDMA). In 3G systems, wideband CDMA has been chosen because
theoretically it can provide higher capacity compared with FDMA and TDMA schemes. However,
in order to achieve this “promised” high capacity, good techniques are needed to overcome
several wireless impairments. This is why significant research works are currently being devoted
to improve the performance of DS/CDMA systems, such as interference cancellation or multiuser
detection, smart antennas, and power control, etc. Among those areas of research, power control

is the most crucial aspect because it plays an important role in a DS/CDMA cellular system.
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Without good power control scheme, the capacity of a DS/CDMA system may be only
comparable with or even less than the capacity of FDMA or TDMA systems. Henceforth, in this
dissertation, it is motivated to analyze the performance of the power control schemes in

DS/CDMA cellular systems.

2.3 Power Control in DS/CDMA Cellular Systems

The necessity for power control in FDMA/TDMA-based cellular networks stems from the
requirement for co-channel interference management. This type of interference is caused by
frequency reuse due to limited available frequency spectrum. By a proper power adjustment, the
harmful effects of co-channel interference can be reduced. This allows a more “dense” reuse of

resources and thus higher capacity.

The reason why the power control is the most important issue for a DS/CDMA cellular
system is related to the unique featute of the CDMA system, MSs in the system are interfering
with each other. In a DS/CDMA system, many users can transmit messages simultaneously over
the same radio channel, each using a specific spread-spectrum pseudo-noise (PN) code [10].
Within a cell, the code channels in downlinks can be considered as mutually orthogonal because
downlinks may exhibit synchronous CDMA transmission. However, these code channels in
uplinks cannot be exactly mutually orthogonal for a set of asynchronous users, and thus mutual
interference occurs among the uplinks. In such a case, a strong signal increases communication
quality, and a weak signal may suffer from strong interference. This problem is referred to as the
near-far effect and limits the CDMA system capacity [11]. Hence, well-designed power control is
essential for proper functioning of the DS/CDMA cellular system. In the absence of power control
the capacity of the DS/CDMA cellular system is very low, even lower than that of mobile systems
based on FDMA or TDMA. Power control techniques in DS/CDMA systems can be classified in

many different ways, which are described in-detail in the following subsections.
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2.3.1 Uplink/Downlink Power Control

Power control schemes can be classified into two categories: uplink power control scheme,
and downlink power control scheme. The uplink is also known as the reverse link, and the
downlink is also known as the forward link. Uplink power control is found the single most
important requirement for DS/CDMA systems due to the near-far problem [3]. Without uplink
power control, i.e., each MS's transmission power is the same; the system capacity is found to be
unacceptably low. In order to achieve the same average received signal power level, it is reported

that a dynamic range of around 80dB while adapting MS's transmission power is required [3].

For the downlink link, there is no near-far problem since all signals are transmitted and
hence vary together. In a single cell system, no downlink power control is required. However in a
cellular system, interference from neighboring ééllssites fades independently from the given cell
site and thereby degrades performance. Thusl 1t/ 1s necessary to apply power control in this case
also, to reduce intercell interference. In this dissertation; we will focus on the uplink power

control. And the contents in next coming sub-sections are‘all based on the uplink power control.

2.3.2 Centralized /Distributed Power Control

Power control schemes can be classified into two categories: centralized power control and
distributed power control. A centralized power control is assumed to have all information about
the gain of each link between any MS and any BS, and accordingly is capable of well controlling
all the MSs' transmission power levels such that carrier-to-interference (CIR) balancing is met
[31]. The concept of CIR-balancing is firstly introduced by Aein [4], in which all receivers
experience the same CIR. As one can see, CIR-balancing implies fair resource usage among the
users, therefore the outage probability is reduced and the system capacity is enhanced as
compared CIR-unbalanced situation. The centralized power control for achieving CIR-balancing

was identified as an eigenvalue problem for positive matrices for satellite systems [4],
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FDMA/TDMA cellular systems [8], and DS/CDMA cellular systems [32]. The transmission
power allocations are determined by the eigenvector corresponding to the minimum positive
eigenvalue of the link-gain matrix. The study of the centralized power control reveals the optimal
transmission power allocation to achieve CIR-balancing. However, to obtain the link-gain matrix

need to know all of the link gains, which is obviously not practical.

The distributed power control is also known as decentralized power control. A decentralized
power control scheme [9], [33], [34] adapts only one MS's power, and the algorithm depends only
on local information, such as the measured SIR or the estimated gain of the channel from the
specific MS to its serving BS. Due to depending only on local information, the distributed power
control is more practical than the centralized one. However, the distributed power control would
not perform better than the centralized one, e.g. in the aspect of convergence speed. Lee [35]
proposed an algorithm to adapt each  MS'sppewer merely based on the local information,

especially focused on the convergence issue of the power adaptation.

All the works studying either the'.centralized or distributed power control are also assumed
rather ideal system model without considering the practical issues such as, (1) the power is
practically adapted according to the periodically issued power control commands, (2) a power
control command can only contain finite bits, (3) the existence of the power control command
delay, (4) the short-term channel fading. Once these practical factors are further considered, the
convergence of the distributed power control can become a very complex problem. The study of
the centralized/distributed power control can indeed provide the first view to the power control

scheme in a DS/CDMA cellular system without getting into the detail of practical issues.

2.3.3 Open-loop/Closed-loop/Outer-loop Power Control

From a viewpoint of realistic system, the power control techniques can be classified into

three categories: open-loop power control, closed-loop power control, and outer-loop power
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control.

The open-loop power control, also called average power control, is used to overcome the
near-far and shadowing effects on the reverse link of a DS/CDMA cellular system. The open-loop
power control is designed to ensure that the average received powers from all MSs in the same
cell are equal to a preset level. By utilizing that the large-scale propagation loss is substantially
reciprocal between uplink and downlink channels, the MS can compute the required transmission
power based on the estimated channel gain on the downlink [3]. Such a task can be done by the
MS itself without needing any feedback information from its serving BS, therefore this kind of
power control is of an open-loop type. Due to the mechanism of the open-loop power control is so

simple that only few literature, e.g. [36], [37], can be found.

Closed-loop power control aims at compensating for the received signal fluctuation due to
short-term channel fading (or calledsmultipath fading); which cannot be eliminated by the
open-loop algorithm since the short-term channel fading can be very difference for the forward
and reverse links. Usually, when talking about the closed-loop power control, it has implicitly
assumed that the open-loop power control is a perfect one such that the near-far effect is perfected
compensated. Due to the short-term fading is uncorrelated between uplink and downlink, the BS
needs to measure some quality indicator, e.g. the received signal or the received SIR, and then
sends a corresponding power control command back to the MS, so that the MS can adjust its
transmission power accordingly. Obviously, this is a control mechanism in a closed-loop manner.
Depending on what kind of quality indicator is measured at the BS, the closed-loop power control

is further divided into three major classes. Please refer to section 2.3.4 for further detail.

Typical operation of a closed-loop power control is described as follows. The quality
indicator, such as the received signal power, received SIR, or the bit error rate (BER) is estimated
or measure at the BS for every power control period, 7p. In order to efficiently compensate for the
short-term fading, the power control period should be shorter than the average fade duration of
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the short-term fading. Then estimated quality indicator is compared with a preset target threshold.
A finite-bit power control command is generated based on the difference between the estimated
quality indicator and the target threshold and sent back to the MS via the downlink channel. The
power control command is usually multiplexed with the downlink user data. The MS then extracts
the power control command from the downlink data stream and adjust its transmission power by
an amount of CMD*A, (dB) for the next power control period, where CMD denotes the power
control command and A, is a preset step size in dB. Note that a delay is always introduced by
such a control loop. This delay is called the power control loop delay. Due to lots of factors such
as the power control period, finite-bit power control command, power control loop delay, etc.,
each MS's transmission power adaptation can never compensate the channel fading such that the
corresponding quality indicator seen by the BS is always kept at the target threshold. In other
words, the quality indicator seen by the.BS would be.a random variable. The quality indicator will
have its mean around the target threshold: The différence between the estimated quality indicator

and the target threshold is usually called powet control etror.

Note that closed-loop power control is only effective if and only if the validity of the power
control command is good enough. A factor affects the validity of the power control command is
the power control loop delay. A too-long power control loop delay will reduce the validity of the
power control to reflect the current channel variation. Due to this fact, closed-loop power control
is feasible in a terrestrial cellular environment, while not in a mobile satellite communications
systems. Another factor is the speed of the multipath fading, or the MS mobility or velocity,
which can also reduce the validity of the power control. The study of impact of the MS mobility

on the system performance can be found in [38].

The outer-loop power control always cooperates with the SIR-based closed-loop power
control, since for a typical strength-based power control, the target threshold is considered fixed
and there is no corresponding outer-loop power control. The outer-loop power control is
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employed to adapt the target SIR threshold used in the SIR-based power control such that the
ultimate goal, the average BER, can be maintained at a certain level [39]. Note that, identical
target SIR threshold for communication links does not imply identical BER performance. To
speak more specifically, although identical target SIR threshold does imply that the received SIR
at BS has its average around the same target SIR threshold, however, the variance of the received
SIR is affected not only by the target SIR threshold but also by many other factors such as
channel fading conditions, MS velocity, etc. Therefore, identical target SIR threshold can not
guarantee identical distribution of the received SIR as well as identical average BER performance.
In realistic system, different MSs may require different target SIR threshold and the outer-loop
power control is needed to adaptively adjust the target SIR threshold in order to achieve the target
BER performance for each uplink. The algorithm of updating target SIR threshold can be found in
[40], [41], [42], [43]. To determine a proper target SIR threshold, the BS should be capable to
estimate the average BER. The estimated average: BER 1s then compared with a target BER,
which might be difference for different type‘of-eemmunication services. If the estimated average
BER is better than the target BER, the target SIR.threshold is decreased; otherwise the target SIR

threshold is increased. In fact, the outer-loop power control is a kind of BER-based power control.

2.3.4 Strength-based/SIR-based/BER-based Power Control

According to what kind of quality indicator is measured to determine the power control
command, the closed-loop power control can be classified into three categories: strength-based,

SIR-based, and BER-based power control schemes.

In the strength-based power control scheme, the strength of the signal received by the BS
from an MS is measured and compared with a preset target threshold. A one-bit power control
command "UP'/'DOWN' is periodically issued depending on whether the received signal power is

lower/higher than the target threshold. In general, the power control command can be of more
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than one bit, however in practical system the one-bit power control command is implemented due
to its simplicity and light bandwidth requirement. For a typical strength-based power control
scheme, the target threshold used in each BS is the same. Such a strength-based power control
scheme will never diverge since the received power at the BS as well as the MS's transmission
power will always converge. This is an advantage of the strength-based power control scheme.
However, as can be easily found, the unification of the target threshold in the whole system is a
negative factor to the system capacity. Typically, the central cells in the system will suffer from
much interference than the boundary cells. Therefore the received SIR in the boundary cells will
be unnecessary high and therefore the corresponding MSs will induce too much interference to
the system. If these target thresholds that are unnecessary high can be somehow lowered down,
the system capacity will be no doubt increased accordingly. There were many works related to the
strength-based power control scheme, such the system capacity analysis [3], [44], the interference

statistics [22], [45], the error probability,analysis [17].

In a DS/CDMA cellular system, however, power control based on SIR is more suitable than
that based on signal strength because the DS/CDMA cellular system is interference limited. It is
shown in [21] that power control based on SIR appears to perform better than that based on the
signal strength. Actually, the SIR-based power control had been adopted in IMT-2000 systems as
well as IS-95 systems. In the SIR-based power control scheme the measured quality indicator is
the received SIR. The operation of the SIR-based power control is basically the same as that of
the strength-based power control, except for that the employed quality indicators are different. To
speak more specifically, in the SIR-based power control scheme, the SIR received by the BS from
an MS is measured and compared with a preset target SIR threshold. A one-bit power control
command 'UP/'DOWN' is periodically issued depending on whether the received SIR is
lower/higher than the target SIR threshold. The MS adapts its transmission power based on power

control command. It seems that the only difference between the strength-based and SIR-based
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power control scheme is just the quality indicator. However, the characteristic of the SIR-based
power control is very different from that of the strength-based power control. The corresponding
theoretical analysis for the SIR-based power control becomes very complicated [21], and is found
significantly different from that of the strength-based power control [23]. Due to such a difficulty,
few literature had successfully provided theoretical methods for investigating the SIR-based
power control scheme, e.g. [23], [25], [26], and most works made the study via simulation, e.g.

[21], [27], [28], [29], for the SIR-based power control schemes.

In reality, the received SIR becomes dispersed with its mean around the target threshold. It
can be found that the corresponding average BER becomes lower than that corresponds a SIR
ideally fixed at the target threshold. Therefore the target SIR threshold for a realistic system
should be set to a value higher than the Iy, where I’ is the SIR value for achieving the target BER
performance. Moreover, the target threshold should.become even higher, if the variance of the
received SIR becomes larger. Adjusting the SIR target can be done by the outer-loop power
control. How to set and adapt the target threshold-is the key point of the SIR-based and can be

found in lot of literature [40], [41], [42], [43], [46].

The major advantage of the SIR-based scheme is its better system performance on the
system capacity. However, one of the side effects of the SIR-based schemes is the potential to get
positive feedback to endanger the stability of the system when the number of active users exceeds
the maximum system capacity. Positive feedback arises in a situation when one MS under
instructions from the BS has to raise its transmission power, but the increase in its power also
results in an increase in interference to other MSs so that these other MSs are then forced to also
increase their power, etc. Once such a positive feedback situation occurs, it in fact implies that the
overall interference has become too high and the system has become overloaded. The only way to
dispel the positive feedback situation is to remove one or more MSs from the system. Once the

overall interference is reduced, the system will leave from the overloaded state to a normal state,
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wherein what occurs will be a negative feedback instead of the original positive feedback. When
the SIR-based scheme operates at its normal state, the negative feedback will lead each MSs to
use the transmission power as less as possible, which in turn reveals another advantage of the

SIR-based power control scheme — power saving.

To avoid positive feedback effect, a strength-and-SIR-combined power control scheme is
proposed in [47], [48]. In this scheme, SIR is used to control the target signal quality, while signal
strength is used to control the interference level. For example when an MS’s SIR is below the
target threshold but its signal strength is already high enough, that MS cannot increase its
transmission power. Moreover, power control should be also operated together with another
technique, such as call admission control in order to prevent positive feedback [49], [50], [51] by

assuming that the maximum system capacity is not exceeded.

In BER-based power control schemes, BER i§ defined as an average number of erroneous
bits compared to the original sequence of bits. If the signal and average interference powers are
constant, the BER will be a function’.of the received SIR, and in this case these two quality
indicators are equivalent to each other. However, in reality the SIR is time-variant and thus the
average SIR will not correspond to the average BER. Since the channel coding is implemented in
every practical system, power control can be based on the average number of erroneous frames as
well. Although the BER is a better quality indicator than the SIR, the accurate measurement of

BER is not an easy job to do. Therefore the corresponding literature, e.g. [52], is few.

2.3.5 Perfect/Imperfect Power Control

According to characteristics of the quality indicator seen by the BS, power control schemes
can be classified into: perfect power control and imperfect power control schemes. Since the
quality indicator can be either the received signal power or the received SIR, the corresponding

perfect power control schemes are referred as the perfect strength-based and perfect SIR-based
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power control scheme, respectively. To speak more specifically, a perfect strength-based power
control implies that the received signal power on each communication link is perfectly controlled
to equal to the target threshold. In this case, each MS's transmission power will be a value
proportional to the inverse of the short-term fading. On the other hand, a perfect SIR-based power
control implies that the received SIR on each communication link is perfectly controlled to equal
to the target SIR threshold. In this case, each MS's instantaneous transmission power can be
calculated based on the analytical results derived by Zander [8] by letting short-term fading
factors be included in the channel gain. Note that, since the global information is needed while
calculating the MSs' transmission powers, a perfect SIR-based power control is a kind of
centralized power control. Although such an ideal model is not practical, it makes the system
analysis easy to be conducted. There is many analytical works can be found based on the perfect
strength-based power control, while few are based on the perfect SIR-based power control, e.g.

[23], [25], [26].

In an imperfect power control scheme, the quality indicator seen by the BS is modeled as a
random variable. The difference between the quality indicator and the target threshold is called
the power control error. In a strength-based power control, the power control error is the
difference between the received signal and the target threshold and is usually modeled as a
log-normal distributed random variable [53], [54], [55]. In a SIR-based power control, the power
control error is the difference between the received SIR and the target threshold and seems can
also be modeled as a log-normal distributed random variable. The mean of the quality indicator,
in dB scale, can be well approximated by the target threshold, in dB scale [40]. However, how to
model the corresponding variance is a big problem which is really hard to be derived, since the
power control error is affected by too many factors such as power control step size, power control
period, finite-bit power control command, power control loop delay, power control command

error, and especially the MS's velocity. Some analytical results regarding to the distribution of
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SIR can be found in [56], [57]. The imperfect power control is definitely more realistic than the
perfect one. There are many works can be found, which are regarding e.g. system capacity [58],

[59], [60], outage probability analysis [61].

2.3.6 Power Control with Fixed Step Size/Adaptive Step Size

According to strategies on the power adaptation step size, power control algorithms can be
classified as follows: those where the power adaptation step size is fixed, and those where the
power adaptation step size is made adaptive to the channel variation. Power control command in
fixed step size scheme is a simple 1-bit command, which can only instruct the MS to increase or
decrease the transmission power by a preset amount. Although with the cost of maybe worse
performance due to the low adaptation resolution, the fixed step size scheme is easier to
implement and is actually employed in the real systems like cdma2000. As can be seen, such a

scenario is like a delta modulation.

Power control command in adaptive stép-size.scheme is generally a multi-bit command. A
specific example is the perfect strength-based power control, wherein an infinite-bit command
would be needed to let MS's transmission power be adapted based on the actual difference
between the received signal power and the target threshold. This is impractical since an
infinite-bit command needs infinite communication bandwidth. In order to reduce the needed
bandwidth for transmit the power control commands, the number of the power control command
bits should be reduced to a certain amount. The difference between the estimated quality indicator
and the target threshold is quantized according to a pulse code modulation (PCM) realization [62].
In such a case, the operation of a power control with adaptive step size acts like an adaptive

delta-modulation algorithm.

The variable-step algorithm can be expected to have a good performance because the fading

factor can be directly compensated during one power control interval with multiple power control
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command bits. However in practice, this method is not efficient because it will require lot of
downlink bandwidth to convey the power control commands to the respective MS. On the other
hand, the fixed step size algorithm is also preferred due to the fact that it can reduce peak transmit
power during deep fades. In a variable-step algorithm, the peak transmit power would be high to
compensate for deep fades, and therefore may decrease the capacity due to excessive interference
to other MSs. Due to this issue, the most existing schemes of closed-loop power control employ a

fixed step algorithm, e.g. [24], [42], [50].

2.3.7 Truncated Power Control

Truncated power control is a kind of strength-based power control. The key point of a
truncated power control is that the MS will suspend its transmission when the channel fading is
less than a preset cutoff threshold; otherwise, the MS transmits with power adapted to compensate
for the channel fading such that the received signal power level approaches to the target threshold.
Conventional strength-based power control is“a special case of the truncated power control by
letting the cutoff threshold to be zero. Herein, the channel fading could mean the long-term fading,
in this case the truncated power control is a truncated average power control [16] which is a kind
of open-loop power control, or the short-term fading, in this case the truncated power control is a

truncated closed-loop power control [63].

Since the DS/CDMA cellular system is an interference-limited system. Any way to reduce
the overall interference in the system will equivalently increase the system capacity. This idea is
proven true by the truncated power control [16], [63]. By suspending the transmission temporarily,
or otherwise a high transmission power in order to compensate for the deep fading would occur
and thus introduce high interference to others, the overall interference in the system can be
reduced. A satisfactory capacity gain is reported and the corresponding analysis can be found in

[63].
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2.3.8 Predictive Power Control

The performance of a power control scheme is degraded by the power control loop delay.
The following factors contribute to the total power control loop delay. First, quality indicator
measurement at the BS takes time. Normally, the quality indicator measurement is performed
during part of the power control period and hence, contributes to a one power control period delay.
Once the quality indicator measurement is completed, it needs to be compared with the target
threshold to generate the power control command. Although the processing time at the BS can be
negligible, the power control command may not be transmitted on the next immediate time slot on
the downlink channel, because it depends on the synchronization between the uplink and
downlink channels. Therefore, the second contributor is the synchronization delay between uplink
and downlink channel. The third contributor, to.the loop delay is the propagation time of the

power control command from the BS to'the MS:

In order to compensate for the-power control loop delay, many predictive power control
schemes are employed such that the generation of the power control command is based on the
predicted quality indicator, rather than the present estimated quality indicator, and the target
threshold. The problem of feedback delay has been identified in [64], [65], [66]. A technique to
compensate for feedback delay is proposed in [67] using a time delay compensation method. In
this method, the estimated SIR at the BS is adjusted according to the power control commands
that have been sent by the BS but whose effect have not taken place at the MS. In [64] the
problem of feedback delay is overcome by using a linear prediction filter at the BS to predict the
future channel strength. The prediction filter utilizes the previous and present channel correlation
to perform the prediction. The filter coefficients can be computed in several ways. In [66], a
recursive least squares algorithm is used to compute the predictor coefficients. And [28] proposes
a new scheme, which makes use of the current and past information of the MS to predict future

power gain due to channel variation and RAKE combing.
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Note that if the prediction performs good enough, the variance of the received quality
indicator can be thereby reduced which will in turn increase system capacity. A perfect predictive
power control is equivalent to a system with zero power control loop delay. Therefore, the
performance of a system with zero power control loop delay acts as the upper bound of any kind

of predictive power control.

2.3.9 Combined Rate and Power Control

Perfect power control can result in high intercell interference due to tracking of deep fades.
This translates into large interference to other users, leading to a capacity reduction. Limiting the
user transmission power will not solve this problem because this will suppress both the
interference and the signal itself. One solution is to jointly adapt the transmission power and the
transmission rate according to the channeltvariation, if the users can tolerate some delay in their

transmission.

From the SIR formula, it can be found-that-net only the transmission power but also the
processing gain can be utilized to combat‘the .channel variation. To speak more specifically, when
a low channel gain is encountered, to increase the transmission power or to increase the
processing gain is equivalent to obtain an identical SIR value. From such an observation, another
kind of power control scheme, combined rate and power control, is proposed [15], [68], [69]. The
main idea of the combined rate and power control scheme is to limit the increase in transmission
power by some fixed level and gets the extra gain required by reducing the transmission rate,
which in turn increases the processing gain in a CDMA system. By limiting the transmission
power, which translates into a reduction of interference to other MSs as compared with the

strength-based power control, the system capacity is thereby increased.

Many control algorithms adapting both the transmission rate and power can be found. The

adaptation of transmission rate was first studied in [70] for Rayleigh fading channel. In [15], a
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combined power/rate control scheme is considered that limits the increase in power by some fixed
value and gets the extra gain required by reducing the rate. In [68], two combined rate and power
control schemes are proposed to reduce the average transmission power, while still maintain the
same average data rate and BER. (1) Power and rate adaptation, the power and rate adaptation
scheme which performs the rate adaptation when the transmission power exceeds a preset
threshold and adapts otherwise the transmission power to ensure a fixed-rate transmission; (2)
truncated rate adaptation, which suspends transmitting data when the channel gain is below a
threshold and then otherwise adapts the rate with a constant power. In [71], a SIR-based soft
power control is proposed which has an upper and a lower threshold, perform the rate adaptation
with fixed transmission power as the received SIR falls between the lower and higher thresholds,

otherwise perform the power adaptation with fixed transmission rate.

There are two main techniques to-adapt the.processing gain. One technique is the flexible
multi-rate CDMA radio interface architecture with different chip rate, which controls the
processing gain according to the channel:variation:[72]..The other technique is the multi-code
CDMA, which controls the number of given spreading code according to the channel variation
[73]. The former method needs a sophisticated synchronization technique, and the latter method

needs high transmission power.

Due to the transmission rate is adapted in accordance with the channel variation, the
transmission rate is no longer a constant level. Thus the combined rate and power control is
suitable for these delay-insensitive services, like data and image service, and not suitable for these
services like voice and video that require constant bit rate transmission. Another side effect is that
the average transmission rate of the MS would become smaller as compared with that in the
conventional strength-based power control. This can be easily solved by setting appropriate
processing gain in advance. For the performance comparison, the system capacity is no longer a

proper indicator. A fair indicator would be the average system transmission rate, which is defined
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as the product of the system capacity and average transmission rate. It is found that the combined
rate and power control can achieve higher average system transmission rate than the conventional

strength-based power control.

2.4 Concluding Remarks

This chapter provides a fundamental overview of the DS/CDMA cellular systems, the power
control techniques, and the classification of these power control techniques. As a basis of a
multi-user system, the multiple access techniques adopted by the cellular systems has evolved
from 1G's and 2G's FDMA, TDMA to 3G's wideband CDMA. The reason is that the wideband
CDMA theoretically can provide higher capacity compared with FDMA and TDMA schemes.
However, in order to achieve the high capacity, one of the crucial techniques is the power control.
This chapter further reviews the various'classifications of the power controls in a DS/CDMA
system. The power control cam be classified: ‘as uplink/downlink power control,
centralized/distributed power control, . open-loop/closed-loop/outer-loop power control,
strength-based/SIR-based/BER-based power. control, “perfect/imperfect power control, power
control with fixed step size/adaptive step size. Aiming to further improve system capacity, the
truncated power control and the predictive power control are also introduced. From the
viewpoints of the above power control classifications, what this dissertation focuses on is the
uplink, distributed, closed-loop, either truncated strength-based or SIR-based, either perfect or
imperfect power control scheme with fixed step size. In the following chapters, the performance
of the truncated strength-based and the SIR-based power control schemes are analyzed,
respectively. Also, the problem of distribution estimation of the multiple access interference in the

strength-based power control is addressed in yet another chapter.
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Chapter 3
Performance Analysis of a Truncated

Closed-Loop Power Control Scheme for

DS/CDMA Cellular Systems

Abstract— This chapter analyzes the system performance of a truncated closed-loop
power control (TCPC) scheme for uplinks in DS/CDMA cellular systems over
frequency-selective fading channels. In this TCPC scheme, a mobile station (MS)
suspends its transmission when_thé short-term fading is less than a preset cutoff
threshold; and otherwise, the MS transmits with: power adapted to compensate for
the short-term fading so that the veceived signal power level remains constant.
Closed-form formulae are suceessfully derived: for performance measures, such as
system capacity, average system transmission rate, MS average transmission rate,
MS power consumption, and MS suspension delay. Numerical results show that the
analysis provides reasonable accuracy, and the TCPC scheme can substantially
improve the system capacity, the average system transmission rate, and power
saving over conventional closed-loop power control schemes. Moreover, the TCPC
scheme under realistic consideration of power control error due to power control
step size, power control period, power control delay, and MS velocity is further
investigated. A closed-form formula is obtained to accurately approximate the
system capacity of the realistic TCPC scheme. A closed-form formula is obtained to

accurately approximate the system capacity of the realistic TCPC scheme.
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3.1 Introduction

In a DS/CDMA system, many users can transmit messages simultaneously over the same
radio channel, each using a specific spread-spectrum pseudo-noise (PN) code [10]. Within a cell,
the code channels in downlinks can be considered as mutually orthogonal because downlinks may
exhibit synchronous CDMA transmission. However, these code channels in uplinks cannot be
exactly mutually orthogonal for a set of asynchronous users, and thus mutual interference occurs
among the uplinks. In such a case, a strong signal increases communication quality, and a weak
signal may suffer from strong interference. This problem is referred to as the near-far effect and
limits the CDMA system capacity [11]. Hence, power control is an essential issue in a DS/CDMA

system.

Open-loop power control, that is, the ayerage power control, is applied to compensate for the
long-term channel fading such that the average received:signal power level is constant and the
near-far problem is solved [12]. Closed-loop power control, however, is typically used to mitigate
the short-term channel fading so that an acceptable received signal quality can be attained for the
uplink communication. Several closed-loop/open-loop power control schemes have been
investigated, such as: 1) the well-known perfect power control, within which MS transmission
power is adjusted to the exact inverse of the short-term fading and thus the received signal power
level remains constant. Such a method is also referred to as the channel inversion scheme [13],
[14]; 2) combined power/rate control proposed in [15], which is the same as the perfect power
control except in that MS holds its transmission power at Qy/Xy and adapts its transmission rate to
S(t)-Ro/Xo when S(£)<X,, where Q, is the desired received power level, X, is a preset cutoff
threshold, S(7) is the short-term fading at time ¢, and R, is the data symbol rate; 3) truncated
average power control (TAPC) proposed in [16], which applies a truncated channel inversion
scheme to conventional average power control. This truncated channel inversion scheme suspends

transmission when the long-term channel fading falls below a cutoff threshold; otherwise it
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adaptively controls power according to the channel inversion scheme. By suspending

transmission in this way, an improvement of system capacity was reported.

In this chapter, we propose a truncated closed-loop power control (TCPC) scheme, which
extends the TAPC scheme by considering the fast closed-loop power control, since mitigating the
rapid variations of fading by power control mechanism had been adopted in 3G systems like
cdma2000 and WCDMA. In the TCPC scheme, when the short-term fading satisfies S(7)<X,, MS
suspends transmission; otherwise, MS adaptively transmits power to compensate for the
short-term fading so that the received signal power level is constant. This chapter analyzes the
performance of the TCPC scheme for uplinks in DS/CDMA cellular systems over
frequency-selective fading channels. It first analyzes an ideal TCPC scheme in which the
transmission power is continuously and instantaneously adjusted. Based on the SIR formula over
a medium-term period, closed-form formulaesare, successfully derived for system performance
including system capacity, average system transmission rate, MS average transmission rate, MS
power consumption, and MS suspension . delayi- The. 'upper limit of the average system
transmission rate of the TCPC scheme achieved in‘a multi-cell system is also obtained, and it is
found the same as that of the perfect power control scheme in a single-cell system. Numerical
results show that the analysis is quite accurate; and the TCPC scheme is more effective than the
conventional closed-loop power control schemes such as perfect power control [13], [14],
combined power/rate control [15], and truncated average power control [16]. This chapter further
analyzes the realistic TCPC scheme that considers power control error due to power control step
size, power control command delay, and MS velocity. A closed-form formula is also derived to
accurately approximate the system capacity of the realistic TCPC scheme. Numerical results
indicate that the power control error has a significant impact on the system capacities of the

TCPC and conventional closed-loop power control schemes.

The rest of this chapter is structured as follows. Section 2.2 introduces the system model and

31



derives a formula of the received SIR per bit. Section 3.3 derives the performance measures of the
TCPC scheme in both ideal and realistic cases. Section 3.4 presents numerical results as well as
simulation results for validation. Comparisons between TCPC and other conventional schemes

are also presented. Finally, Section 3.5 remarks conclusions.

3.2 System Model

3.2.1 Channel Model

Consider Npcells in a CDMA cellular system of which the central cell is surrounded by other
cells in a hexagonal-grid configuration. Each cell has a base station (BS) located at the center and
has Ny MSs uniformly distributed in the system. Generally, the frequency-selective multipath
channel of the uplink (m,b), denoting the channel from an arbitrary MS m to an arbitrary BS b, is

described by a time-variant impulse response

t, (1:0)= 30 o @ e 5(x - pT,), (3.1)
where me{l,2,---,N,-N,,} denotes the.MS. index,” be{l,2,---,N,} denotes the BS index,
u,,(r;t) is the response of the uplink (m,b) at time ¢, due to an impulse applied at time (1 —7); T
represents the chip duration; K is the number of resolvable paths; and the random variables ¢ ,(f)

and O,,(t) are the power gain and the phase of the pth path at time ¢, respectively [10].

The power gain of the pth path can be divided into two parts [74],
amb,p (t) = Lmb (t) ’ Smb,p (t) H (32)

where L,»(f) and S,»,(f) represent long-term fading and short-term fading, respectively. The

long-term fading is normally modeled as
L, () =z,()=x,(0)] " -10™" (3.3)
where z,,(f) and x,(¢) are complex numbers that represent the locations of MS m and BS b,
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respectively, 77 is the propagation exponent that depends on the environment, and x,(¢) is a
zero-mean Gaussian random process with standard deviation oy. The short-term fading is widely

modeled as Rayleigh fading and S, ,(¢) is exponentially distributed, i.e.

X

fi ()=——e ", 0<x, (3.4)

Hs,

where fSp () represents the pdf of S, ,(7), Hs = E(S

) - For the convenience, the multipath
intensity profile (MIP) [10] of each uplink is assumed to be identical and every signal path has the

same average received power. Without loss of generality, the overall short-term fading effect

A K
Smb (t) = Zp=1 Smb,p (t) ’ (35)
given the optimal maximal ratio combing, is normalized to have unit mean. Thus, the pdf of S,.(¢),

denoted by fs(+), is found to have a gamma distribution, which is given by

Fs@) =Lk ) (3.6)

where f,  (x) denotes the gamma pdf with parameters (p1, p2)

(p1>p2

D R -1
Py X

e™, 0<x. (3.7
I'(p)

f;’(ﬁl \P2) (x) =
Note that the cdf of a gamma RV y,,  with parameters (p1,p2) is given by

)2 -l
_ (P )Y -p2y
F (X)) = 0T e ™dy. (3.8)

The corresponding mean and variance are respectively given by

E(V iy ) =§, (3.9)

2

var(y, ) =%. (3.10)

2
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3.2.2 Transmitter Model

If BPSK modulation is considered, the transmitted low-pass equivalent signal of MS m is

given by

s, () =\P,(t)-d,(t~7,)c,(t~7,)-e", 1<m<N,-N,, (3.11)
where P,(f) is MS transmission power at time ¢; d,,(¢) is the MS bipolar data stream; c,,(¢) is the
corresponding PN sequence whose chip waveform is rectangular; 7, is a value between zero and
the data symbol duration 7 and indicates each MS independent symbol timing due to
asynchronous transmission; and ¢, is the random carrier phase. Under a transmission power

control, P,(f) can be conceptually divided into two parts as

P()=F,, @) F., (1), (3.12)
where Po,,(f) and Pc,,(t) are the transmission-pewers controlled by open-loop and closed-loop
power control schemes, respectively. This chapter assumes perfect open-loop power control,

hence for each MS m served by its home:BS 4, we have
F,,@)=1/L,(t). (3.13)

3.2.3 Receiver Model

Here, we consider a medium-term period which is sufficiently long to make the short-term
fadings be averaged out while the long-term fadings remain almost constant since MSs move only
a little. Over the medium-term period, a SIR formula is derived and closed-form formulae of the
performance measures are obtained accordingly. Also, the set of the long-term fading from any

MS m to any BS b is referred to as a scenario and is represented as { L, ,,V(m,b) } from which its

time index ¢ is dropped. Based on the models of channel impulse response given in (3.1) and the
MS transmitted signal given in (3.11), the total signal received at a specific BS H can be found to

be
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o (6) = NZN: 5. () ®u, (z30)
" (3.14)

Ng-Ny

S L Sy O B0 i P, 1 T, 5, )

m=1l p=1

where the background noise is ignored since it is much smaller than the other-cell interference.
Consider a RAKE receiver with an optimal maximal ratio combiner to take full advantage of the
multipath diversity. Here, we assume slow fading such that S,(2), Sms p(£), Pu(t), and G, ,(¢) can
be treated as constants S,s[7], Smsp[n], Pu[n], and 6, ,[n], respectively, for all possible m, b, and

P, during the nth data symbol period. That is,

S, ()= S,,[n],

S, (D =S,, [1],

P (t)= P, [n],
mbp(t) ~0 bp[n]

nT <t<(m+1)T,v(m,b,p). (3.15)

The decision statistics, Zy[n], corresponding to|a target MS M communicating with the specific

BS H can be derived and divided into-three parts

(n+D)T+pT,+7), H’l/”lp D+ )
Z,[n]2 Re{zjwnw rH(t)-(\/ Sonrp@) -\ (t—pT.—7)) e ( )) dt} (3.16)

=ny[n]+1,[n]+ Ig[n].

The first term 7, [n] is the desired signal part given by

ryln]=T-d,[n]- S,y [n]-\| Ly, - B,n]. (3.17)

The second term 7 ,[n] represents the multiple access and multipath interference from the other

MSs and can be obtained by

K Ng:Ny K
1,n] Zz\/SMHp[” > Z\/LmH St 1] P [n] - 132 [n], (3.18)
p=1 m=l,m#M p'=1

where
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1= [ - p'T - 1,) €, (0= p'T = 1,) 0, (- T, -1,)
M,p l’l] - nT+pT, 47y, m pi.—-7,)¢, pi.—7,)Cy Pl —Ty (319)
Cos(emH,p'[n] + ¢m - QMH,p [n] - ¢M )dt‘
Over the medium-term period, the long-term fading, which is the local mean of the channel gain,
is treated as constant; the short-term fading is typically modeled as a stationary random process.
Hence the channel gain, which is the product of the long-term and short-term fading, becomes a
stationary random process. The transmission power under strength-based power control, which is

generally a function of channel gain, will turn out also to be stationary. If both MS data streams

and PN sequences are assumed to be stationary, then the interference signal 7,[n] in (3.18) will

resemble a noise-like stationary random process, and its distribution can be approximated by a
Gaussian one according to the central limit theorem. Notably, /,[n] having a mean of zero and a

variance 1s the mean of the interference signal,power at the output of the RAKE receiver, given

by
G'T2 Ng-Ny,
E(L[n])==25S Do Ly E(S,,[n]- B, [n]), (3.20)
m=1,m#M
where
A T
G=—, 3.21
T (3:21)

is the processing gain [10], and E(-) is the expectation function. The third term I [n]
represents the multipath interference itself. Since N,-N,, >1, I¢[n] would be much smaller
than /,[n], and the effect of I [n] isignored in the following.

The SIR per bit during the nth data symbol period of MS M at the output of RAKE receiver,

defined in [10, p.244] and denoted by I',,[#], is given by

__mln] 3 G-Q,ln]
Fuln] 2B(L[n]) 2 1+, (322)
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where Q,,[n] is the instantaneously received signal power, and /, and I, represent the mean

power of the intra-cell interference signals and the mean power of the other-cell interference
signals, respectively. In general, the term Q,,[n] can be obtained by,

QM [n]= PM [n]'SMH[n]'LMH

= (Pey[11- Sya[n1) - (Poss 1] Ly ). (3.23)

Assuming that {F.,[k],Vm} are independently and identically distributed (iid) with a mean of

E(P. ,[n]), which, for clearer notation, is denoted by

Jm

P.=E(P. [n]), Vm. (3.24)

Jm

The {Q, [n],Vm} are also iid random variables with a mean given by

O =E(O)[al), Vm. (3.25)

From (3.20) and (3.22), I, and [, can be obtained by

L= 0, (3.26)

I,=P.-Y Y Lun (3.27)

)
h#H meMs™ Lmh

where

MS™ = {m | MS m is served by BS h} , (3.28)

denoting the index set of the MSs served by the BS 4.

3.3 Performance Analysis

In the TCPC scheme, MS adjusts its transmission power to compensate for the short-term
fading when the short-term fading is above a preset cutoff threshold X; and suspends its

transmission, otherwise. Accordingly, considering an target uplink (M, H),
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O, , as S, [n]>X,,
B,[n]= aar [1] Sy (1] (3.29)

0, as S, [n]< X,,

where Oy denotes the preset desired received power level. If the transmission power can be
adjusted continuously and immediately as shown in (3.29), the scheme is referred to as an ideal

TCPC.

3.3.1 Ideal TCPC

Conditional with on {L ,,V(m,b)}, the SIR per bit in (3.22) given P,[n]>0 is time

constant over the medium-term period. The unconditioned SIR per bit is then obtained by

considering all possible {L

‘mb >

V(m,b)} . The formula of the unconditioned SIR per bit is the same

as (3.22), but its denominator is now a randomvariable due to the randomness of {L ,,V(m,b)}.
Again, applying the central limit theorem, the normalized */, , represented as
=T
3R (3.30)
PC
can be approximated by a Gaussian random variable & and expressed as
I = E(Ny o, N\y5p), (3.31)

where 1, and o are the mean and the variance of I, respectively when N,, =1. The terms
4, and o, can be obtained by

bo=E( 31, |- T E(L)

h=H h#H

o =Var(zth= S var(1,),

h+H h#+H

(3.32)

where
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Ih A LmH
Lmh

The I, was analyzed by Zorzi [22], and its mean and variance can be numerically computed as

L, < Lmh,VbJ. (3.33)

E(l,) :}i_)n;(y—_[:Pr(Ih gs).ds)

+1im(y—IyPr(Ih Ss)-ds)
y—o 0
- (3.34)
1 . y
:(I—IOPr(]h Ss)-ds)+}1_r)rolo(y—f0 l-ds)
y2l1

:(y—J:Pr(Ih Ss)-ds)

y:l

=1—j01Pr(Ih <s)-ds,

and
var(l,) = lim( y— 2j0ys Pr(l, <s)- ds) ~EX(1,)
H" 1 (3.35)
:(1—2j0spr(1h Ss)-ds)—Ez(Ih),
where
[ Pr(L,, (@)ssL,,(2), L) < L, (2),Vb)- £, (2)dz
Pr(1, <s)= -
[ Pr(L,,(2)<L,,(2),9b)- £, (2)dz (3.36)
_o(s)
o)’

notation L, ,(z) is used to denote the long-term fading of MS m whose location z, =z, f,(-)

denotes the pdf of a random variable X, and

o(s) = Pr(LmH (z)<sL,,(2),L,,(2)< L

‘mh

=[ fiio (9)Pr(Lyy @) < 59) T Pr(L,,(2) < y) .

b#h,H

(z),Vb)
(3.37)

Considering an MS M in central cell H, the outage probability of the target uplink (M, H),

denoted by A,,, is defined as
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A, 2Pr(T,,[n]<T,|P,[n]>0)

S e ) | o
(N, -1)-0+P.-1,

where I'; is the minimum SIR per bit required to achieve a desired bit error rate at the output of

the RAKE receiver. The outage probability given P,[n]=0 is not considered, since no data is
transmitted in that case. Notably, only the statistics relating to the central cell H are taken into

account to avoid the corner effect. Using (3.22) and (3.31), A,, can be approximated by

A, ~Pr L35G G, <T,
( )Q+P f( Nyt Ny 0-0)

NETEIIET I

1—‘O])C
1.5G Fi(Ng~1)-0
1o | G Qe M) 0 (3.39)
1Ho‘Pc
1.5G Qi =T, -(N:—1)-0
=1_F§ QO OL g ) Q_NMIUO’OaNMO-(Z)
FO'PC

1.5G-Q0—F0-(N N0 Ny J
PNy N )

where Fé(-,uo,aé) indicates the cdf function of a Gaussian variable & with mean g, and

=1-F,

variance o, . The average transmission power FC controlled by the closed-loop power control

can be obtained by

_=j:0%f5(y)dy. (3.40)

For the case K=1,

I :I: %fy(u)(y)dy

QO 11 j _J’d
5T

(3.41)
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For K>2,

(3.42)

The average received power é can be obtained by

QZI;QO'fs(y)dy=Qo'(I_Fy(K,K)(Xo))- (3.43)

Five performance measures are.investigated:.s The first measure is the system capacity C
which is defined as the maximum number of users per cell that the system can support under the
constraint that the outage probability of an arbitrary MS in central cell H is less than a preset

outage threshold A,. That is,

c= {max{Niregm[(AM <A,) o }}J, (3.44)

where the operator | -] denotes the maximum integer below the argument. Substituting (3.39) into

(3.44) yields C= LC*J where C” satisfies the following equation

1.56-0,-T,-(C"-1)-0 (.
F. O _0( _ )o ¢ Ho 0,62 |=1-A,. (3.45)
r, B JC C
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1.5G-0,-T,-(C'-1)-0 ¢y, _F (1-A,.0,02). (3.46)

T, -P.JC Jc

Equation (3.46) is re-written in the form of x,-C +x,-vC —x, =0 where

K, =T '(§+Fc'ﬂo)=
K, =Ty P F' (1-Ay,0,05), (3.47)
K, =15G-0,+T,-0.

There are two solutions of +/C™ given by

s Kt \/sz +4K K,
VC = 5 . (3.48)
Ka

Note that C~ should be always positive. Accordingly, the capacity C under the TCPC scheme
is given by

2

2
> 2
C= [_Kb"‘\l’(b +4Ka’(cJ = (ﬁj LR (3.49)

- 2k 2K 2k, K,

a a a

Notably, when X, =0, the TCPC is reduced to the perfect power control and the above analyses

remain applicable. On the other hand, when X, — o, we have

lim %2 = lim FO.FC'Ff_I(l_AO’O’O-é)
o L T oy

= F;'(1-Ay,0,05 ) lim. 5

=+
P. Ho

(3.50)

F'(1-A,.0,03)

(0 ’
lim | = [+
XO—WJ(PC ILIO

where
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Therefore, we have

On the other hand,

where

lim (2] = lim < '(I_Fy(K,K)(Xo))

K
0, anh (l —F kx5 (XO ))

d(l_Fy(K,K)(x))|

K-1 .. dx .
= hm 0
K %on d(1=F, 4 (x))

dx
x=Xy

K-1 lim Frwa (Xo)
K Yoo f ek (Xo)
Bl lim L)
K Xog—o %Q_KXO
I'K-1
K-1. K'XIT(K-1)
lim -
K Xy—o© K XO F(K)
= lim%X,

Xg=—00

=00,

. K
lim =2 =0.
X(J*)ooK-a

R K, Sm (O B )

1.5G-Q, '()}igé]+ro

ru {1 i 2

lim (=j — lim 1
Xm0 Q) Koow Q) .(I—Fy(K’K)(XO))

= 00,
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(3.53)
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By (3.51) and (3.54), we have

lim Xe = oo, (3.55)

Xooo g
a

According to (3.49), (3.52) and (3.55), when X, — oo, the capacity becomes infinite, i.e.

2
m €| = tim 2 ([ tim | pim X
e[t 2 2 a0
= 00,

The second measure is the MS average transmission rate R.Itis,
RéJ‘XORO-fS(y)dyzRo-(I—Fy(KﬂK)(XO)), (3.57)
where R, =1/T is the data symbol rate.
The third measure is the average systém transmission rate R which is defined as the

average transmission rate multiplied by the system capacity. Thus R is given by

2

Kb'\/E] s KR (3.58)

such that R can be approximated as a monotonously increasing function of X,. When X, =0,
(3.58) corresponds to the average system transmission rate of the perfect power control scheme

and is the lower limit of R. By (3.57), it is obvious that

lim VR = lim R, ‘(I_Fy(K,K)(Xo))

Xy—o Xog—o

= RO '(1_1)
=0.

By (3.52) and (3.59), the factor ( x, R" / k) in (3.58) approaches to zero as X, - o, 1.e.
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i VR

Xy—o0 K
a

=0. (3.60)

By (3.58) and (3.60), the upper limit of the average system transmission rate in a multi-cell

system under TCPC is
3 2
lim R = —limM+ li 5, VR 4 lim KR
Xy—>0 Xo—o 2Ka Xy—>o 2Ka Xy—o Ka

. KR
= lim —<
Xy—o K

a

o RO-(I.SG-Q():FO-Q)

Xy—0 P
0,-T '(“‘é'ﬂo]

_15G-R,
l_‘0

(3.61)

5

which is just the upper limit of the average system transmission rate in a single cell system under

perfect power control.

The fourth measure is the MS average transmission energy per bit & which is defined as

the average ratio of MS transmission power to its transmission rate when data is being transmitted.

E is given by

R, [n]

MH

PM[n]>oJ=E(LLJ~% (3.62)

The last measure is the MS average suspension delay D, which is defined as the expected

duration of a suspension period. It is in fact the average fade duration defined as [75, p.189]

B(r=m)éii(é<—%, (3.63)

where 7 =./S,,,(t) and ler(r =,/X,) is the level-crossing rate at a given strength level /X, .
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Figure 3.1: Functional blocks of the realistic TCPC scheme

Envelope r follows a Nakagami distribution since the overall short-term fading S,,,(¢) follows a

gamma distribution. Consequently, as in [76J;1er() . and B(-) are

2r X,
K b

ler (r =[0G )= £ Fie o (Xp) (3.64)

and

Y N Fy(K,K)(Xo) K
Dlr=y)= o foe X\ 22X, (3:69

where f isthe maximal Doppler frequency.

3.3.2 Realistic TCPC

Considering that MS transmission power is adjusted discretely according to finite-bit power
control commands and factors of power control error (PCE) due to step size for power adaptation
A,, power control command loop delay 7, MS velocity ¥, and power control period 7, the TCPC

scheme is referred to as a realistic TCPC scheme.

Figure 3.1 presents the functional blocks of the realistic TCPC scheme. The transmitted

signal s)(t) with power Py(f) from MS M will pass through the channel uy(7;f) and suffer
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interference from other MS transmissions. The received signal rx(¢) at the BS H is then fed into
the optimal RAKE receiver to extract the averaged signal power E[k] over the kth power
control period

— 1 e,

Oulk1=7- . oW, (3.66)

and estimate the average short-term channel fading %[k]

_— 1 p&+nr,
Sunlk]=— jkTp S, (H)dt, (3.67)

p

The BS H has a power control command unit (PCCU) to generate the power control command,

CMD, periodically;

+1, _ifOUIKY<.0,, S, [K]= X,,
CMD =14, if Qylkl2 0yiS,,, (k1> X, (3.68)
'suspend’', if %[k] < X,.

The CMD is then transmitted through ,downlink channel to the destination MS. The MS has a
transmission control unit (TCU) which adjusts Py(#) according to the received CMD. It suspends
the transmission temporarily if the received CMD is 'suspend'; and adapts its transmission power

by an amount of CMD-A,, dB, otherwise.

In the realistic TCPC scheme, the received power is no longer a time constant. Conditional

with Qu[n]>0, the power control error (PCE) is defined as

a Oyln]
SRy 3.69
v 0, (3.69)

Thus, the outage probability A, turns out to be the average of (3.38) over all possible PCE values.

Using (3.31), Ay, can be approximated by
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1.5G-Q,-y-T, (N, _1).§_NM u,
1—‘O'FC'\/NM \/NM
=[ |, 7 (w0t )dx- £, (v)dy (3.70)

= J.omf‘f (x; ,ul,o]z )FW (x) dx,

Ay~ [ A=F( 0,550 f,, (v)dy

where f,(x;,07) = dF,(x;4,,07)/dx is the Gaussian pdf function and

I (NM _1)'§+FOFCNMIUO

= s 3.71
Hy 1560, (3.71)
re Y
ol=| —%C¢ | .N o> 3.72
1 M~ 0
1.5G-0,

As shown in (3.70), Ay equals an arithmetic average of F(x) with weighting function of
fr(xp,07) . Since f.(x;44,07) is a bell-shape like curve with peak at x=gu;, Ay can be

accurately approximated by

Ay~ [2f (O E (x) de=F, (11). (3.73)

Based on the system capacity definition:given in“(3.44), the system capacity can then be

approximated by

Cn 1.5-F,'(A)-G/T,+0/0, |
Py 0y +0/0,

(3.74)

From (3.74), it is found that the factor G/T'y is usually a number larger than other factors,
thereby the PCE i plays an important role in affecting the system capacity C. The higher the

dispersion degree of PCE is, the lower the factor F, '(A,) and the system capacity will be. Note
that, merely the factor F, '(A,) is enough to estimate the system capacity, and the knowledge of

the whole distribution of PCE  is not necessary. On the other hand, the factor z has nothing to

do with closed-loop power control and is the same as that given in (3.32). The FC and é in the
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realistic TCPC scheme depend on several factors including cutoff threshold Xy, step size A,

power control loop delay 7, number K of resolvable paths, and MS velocity V. Hence, it is
difficult to derive general formulae for FC and Q. The simulation shows that the FC and Q

in the realistic TCPC scheme can be adequately approximated by the analytical results given in

(3.40) and (3.43), respectively. Based on the above approximations and by assuming that the

factor ijl (A,) is obtainable, the system capacity can be calculated.

Additionally, we assume that the average short-term channel fading %[k] is still

Rayleigh distributed. Therefore, the performance measures R, €, and D have the same

formulae given in (3.57), (3.62), and (3.65), respectively. Finally, R is computed according to
its definition. Notably, as X,=0, the realistic TCPC becomes a realistic perfect power control and

the above analyses remain applicable.

The realistic TCPC has an issue with how the transmitter can understand when S§,,,[k]

turns out to be good after a bad period. Using the real TCPC applied to a WCDMA system [77] as
an example. The WCDMA system has two types of uplink dedicated physical channels (DPCHs):
the uplink dedicated physical data channel (DPDCH) and the uplink dedicated physical control
channel (DPCCH). Each connection is allocated a DPCH including one DPCCH and several
DPDCHs. The DPDCH is used to send user data, and its transmission is suspended when the
received CMD is 'suspend'. The DPCCH is used to carry control information, including pilot
symbols, power control command for downlink power control, and rate information of current
uplink transmission, required by the BS; and the DPCCH is basically always on even when the
DPDCH is suspended. Thus, whenever the transmission of DPDCH is suspended, the receiver can
somehow monitor the DPCCH channel condition and generate the power control command
according to (3.68).

Another issue is related to the MS velocity. By (3.65), for a mobile speed lower than 320
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km/hr, the average fade duration can be found greater than or equal to one power control period,
and the TCPC scheme is still workable. As the mobile speed increases, the appearance probability
of 'suspend' command decreases and the TCPC scheme degrades toward the conventional

closed-loop power control scheme.

3.4 Numerical Results

In the following examples, the DS/CDMA system has Nz=19 cells; the propagation
exponent 77=3.5; the shadowing effect o,= 8; the resolvable path number K=2; the processing
gain G=128; the outage threshold A¢=1%, and [',=7dB to yield BER = 10 [3]. The Rayleigh
fading random processes are generated according to Jake's model. Also, MS velocity = 80 km/hr;
the step size of power adaptation A,=1dB; the power control period 7,=2/3 ms; and the loop
delay 7,=1-T, are assumed for a realistic case. The antenna heights used with MS and BS are
simply set to 0.003 and 0.01 times-the BS radius; respectively, to prevent the occurrence of
'zero-distance' between an MS and a BS. The following figures show the numerical results of the
performance of the ideal and realistic TCPC schemes, together with perfect power control [13],
[14], combined power/rate control [15], and truncated average power control (TAPC) [16].
Simulation results are also provided to validate the theoretical analysis of the TCPC scheme.
Notably, the performance of the perfect power control scheme is directly obtained from TCPC by
setting X(=0; the cutoff thresholds for TAPC are applied such that the corresponding truncation

probabilities are 10%.

For each scenario, the {L,;} is randomly generated according to the channel model and the
MS locations are uniformly distributed. 1, =1,/ FC can thus be calculated according to (3.27).
Since TCPC is a type of strength-based power control, the distributions of Oy[n] and PCE y, the

average received power é, and the average MS transmission power FC are obtained by a
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Figure 3.2: System capacity C versus cutoff threshold X

bit-level single link simulation with 10;000 power:control cycles. Based on the above factors, the
outage probability can then be calculated. For each Ny, the overall outage probability is obtained
by averaging the outage probability-over .10,000-scenarios. Equivalently, the effect of MS

movement on the outage probability is taken into account by considering many scenarios. The
system capacity is then obtained. The other performance measures including R, €,and D are

also obtained by a bit-level single link simulation. Finally, R is calculated.

Figure 3.2 plots the system capacity C versus the cutoff threshold Xj. It can be seen that the
differences between analytical results and simulation results are small; this indicates that the
theoretical analyses of the ideal and realistic TCPC schemes are quite accurate. Besides, it can be
found that the ideal TCPC achieves the greatest system capacity over all the cutoff thresholds.
This is mainly because TCPC suspends transmission as soon as the channel becomes bad,
effectively reducing mutual interference. As X, increases, the system capacity of the TCPC
scheme rises at the cost of average transmission rate reduction and longer suspension delay,

shown subsequently. TAPC has a low capacity because it suffers the short-term fading although it
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Figure 3.3: System capacity C of various realistic power control schemes
versus cutoff threshold X,

employs a transmission suspension niechanism to reduce mutual interference. Considering the
case of Xp=0.7 for instance; the idéal TCPC .can accominodate 37 MSs, while the combined
power/rate control, the perfect power control, and the TAPC at the truncation probability of 10%
can only accept 20, 12, and 3 MSs, respectively. Also, the realistic TCPC scheme yields a system
capacity by 78~83% lower than that of the ideal TCPC scheme. This reveals that the PCE indeed

has a great impact on the system capacity of the TCPC scheme.

Figure 3.3 further plots the system capacity C of various realistic power control schemes
versus the cutoff threshold X,. These simulation results show that the system capacity of each
realistic power control scheme is tremendously reduced by the PCE, as compared with the results
of the ideal power control schemes shown in Fig. 3.2. Also, the TCPC attains the greatest system

capacity again in the realistic situations.

Figure 3.4 plots the average system transmission rate R versus Xo, where R s

normalized by the default rate Ry. The ideal TCPC scheme is found to have the highest R value.
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In the example with X,=0.7, the ideal TCPC R 18, 133% of that of the combined power/rate
control scheme, 183% of that of the perfect power control scheme, and 815% of the TAPC
scheme at the truncation probability of 10%. A larger Xp-results in a higher R. Notably, R isa
zigzag increasing function of X, not directly proportional to X;. The stepwise constant capacity

and the declining MS average transmission rate cause the zigzag curves of the TCPC and

combined power/rate control schemes in the figure.

Figure 3.5 shows the MS average transmission rate R versus Xo, where R is also
normalized by Ry. Of these power control schemes, TCPC has the lowest R due to the
transmission suspension, while TAPC R/ R, 1s 0.9 since its suspension probability is considered
to be 10%. The low R value of the TCPC scheme is a side effect. However, TCPC maintains the
greatest average system transmission rate as shown in Fig. 3.4. The side effect can be mitigated

either by increasing the default rate Ry or assigning more than one code channel to an MS.

Notably, the analytical curve of the realistic TCPC scheme coincides with that of the ideal TCPC
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Figure 3.7: MS average suspension delay D versus cutoff threshold X, o

the power most, followed by TCPC. The reason is intuitive: both schemes apply the transmission
suspension strategy. MS power consumption under perfect power control is highest since the MS
uses high power to compensate for deep fading. One extreme case is K=1: the E of the perfect
power control scheme is theoretically infinite, which can be obtained by letting Xo—0 in (3.40),
causing infinite interference and zero capacity. Also, the higher the Xj is, the more power the
TCPC scheme can save. For X;>0.4, it can be seen that the simulation results can be well

approximated by the analytical results, which supports the using (3.62) as the analytical formula

of & for the realistic TCPC scheme in Section 3.3.2.

Figure 3.7 shows the MS average suspension delay D of the realistic TCPC scheme versus
Xo for V={3, 20, 80, 120} km/hr. A larger X, induces a longer suspension delay, which is
undesired for real-time service. Such a suspension delay is another side effect of the TCPC
scheme. However, once the delay requirement is stated, the upper limit of X, for the best

performance can be obtained. As shown in the figure, X, should be less than 0.75 to guarantee
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Figure 3.8: System capacity versus MS velocity for power control delay

that the suspension delay is less than 80 ms as the velocity is greater than 3 km/hr. The TAPC
suspension delay would be much lofiger than that of the TCPC scheme, since the variation of

long-term fading is much slower than that of short=term fading [74].

Figure 3.8 plots the system capacity of the realistic TCPC scheme versus the MS velocity V'
at cutoff threshold Xy=0.7 and step size A,=1dB for power control delay 7,=0, 1-7,, 2-T,. It is
found that the factor of MS velocity greatly affects system performance. For the case of 7,=1-T),
the system capacity is 27 for V=20km/hr, which is 75% of the system capacity in ideal case. The
capacity drops rapidly and becomes only 5 for '=120km/hr. The performance degradation is even
worse for 7,=2-T,. Though the case of 7,=0 is practically impossible, its corresponding
performance curve serves as an upper bound for the realistic TCPC scheme. The space between
the performance curves for 7,=0 and 7,;=1-7, means the performance gain that a power control

scheme equipped with channel gain predictor to compensate the effect of power control command

loop delay could have.
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3.5 Concluding Remarks

The chapter analyzes the system performance of a truncated closed-loop power control
(TCPC) scheme for uplinks in DS/CDMA cellular systems over frequency-selective fading
channels. Based on the SIR formula over a medium-term period, closed-form formulae for five
performance measures are successfully obtained, including system capacity, average system
transmission rate, MS average transmission rate, MS average transmission energy per bit, and MS
average suspension delay. This TCPC scheme is further analyzed under realistic conditions of
power control error due to power control command loop delay, step size for power adaptation,
and MS velocity. Simulation results are also provided to validate the theoretical analysis. Results
show that the analysis is accurate and the TCPC scheme can greatly improve the system
performance. The analytical approach can also apply to the conventional perfect power control by
setting Xo=0. Notably, based on the SIR formula.over-the medium-term period, the analytical
method presented herein can be easily extended for study of other type of strength-based

closed-loop power control scheme in €ither circuit-switched or packet-switched CDMA systems.

3.6 Notation List

Notation Description Notation Description
M Index of the target MS cm(?) PN spreading signal for MS
H Index of the BS that is the "
home BS of target MS M C System capacity defined in
m Index of an arbitrary mobile (3.44)
station ol Refer to (3.45)
h Index of the BS that is the CMD Power control command
h BS of MS
ome B0 " dn(?) Data stream of MS m
b Index of bitrary BS b _ .
ndex of ail arbltaty D MS average suspension delay
By defined in (3.63)
) l“\f '5'3{ E() Expectation function
i m-""l :
‘{{ ________ ﬂ E MS average transmission
li"'.-'M o energy per bit defined in
Miluad “=~l__ T (362)
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Notation

Description

Notation

Description

S
/s()

fsp ()
. (@)

f7(p1,pz)(')

F}’(Plypz)(.)

Fg(':ﬂo:o-é)

£,

I;

Io

Maximal Doppler frequency

Probability density function
of Sys(?)

Probability density function
of Sy p(£)

Probability density function
of z,, at location z

Pdf of a two-parameter
gamma random variable y
with parameters p, and p,

Cdf of a two-parameter
gamma random variable y
with parameters p, and p,

Cdf function of the Gaussian
variable & with mean g,

and variance o,

Cdf of power control ettor

Processing gain. G =T /L.

Multiple access and multipath
interference (MAI) pottion of
Zuln]

Multipath interference
portion of Zy[n]

L mH

Ihé( |Lmb£L

‘mh >

vb)

‘mh

Mean power of the intra-cell
interference signal that
interferes the target uplink

(M.H)

Mean power of the other-cell
interference signal that
interferes the target uplink

(M.H)
Normalized Io, I, =1,/ ITC

Number of resolvable paths
in each uplink channel

Index of power control period
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ler(r = \/YO )
Lmb(t)

Lmb

Lym

L,y> ¥ (m, b))
ms®

Np

Nu

Pyln]

PO,m(t)

PO,m[n]

Level-crossing rate at a given
strength level /X

Long-term fading of the
uplink (m,b) at time ¢

Long-term fading of the
uplink (m,b) which is
approximately a constant
during a medium-term period

Long-term fading of the
target uplink (M,H) which is
approximately a constant
during a medium-term period

Scenario ={L_, | Vim,b}

'mb

Set of the MSs that are served
by BS &

Index of data symbol period

Number of base stations in
the cellular system. I.e. cell
number

Number of mobile stations in
each cell of the cellular
system

Index of resolvable path on
an uplink

Transmission power of MS m
at time ¢

Transmission power of MS m
during nth data symbol
period

Transmission power of target
MS M during nth data symbol
period

A portion of the transmission
power of MS m at time ¢,
which is controlled by
open-loop power control

A portion of the transmission
power of MS m at nth data
symbol period, which is
controlled by epen-loop
power control



Notation Description Notation Description
Pouln] A portion of the transmission defined in (3.57)
power of target MS M at nth R Average system transmission
data symbol period, which is rate defined in (3.58)
controlled ;bylgp en-loop Sml(f) Transmitted low-pass
power contro equivalent signal of MS m
Pcu(?) A portion of the trapsmmsmn S(0) Short-term fading at time ¢
power of MS m at time ¢, '
which is controlled by S p(t) Short-term fading of the pth
closed-loop power control resolvabl§ path of the uplink
Pculn] A portion of the transmission (m,b) at time £ .
power of MS m at nth data S pln] Short-term fading of the pth
symbol period, which is resolvable path of the uplink
controlled by ¢closed-loop (m.b) during nth data symbol
power control period
Pculn] A portion of the transmission Sm(?) Short-term fading of the
power of target MS M at nth uplink (m,b) at time ¢.
data symbol period, which is a Ok
controlled by closed-loop S (1) = zpzl S (1)
power control Smsln] Short-term fading of the
P. =E(P.,,[n]) uplink (m,b) during nth data
symbol period.
Oo Desired received power level p
: : Sb[”]éz,sb [n]
0,,[n] Received signal power at the " p=l = mop
nth data symbol period-of MS Swiln] Short-term fading of the
M target uplink (M,H) during
é =E(Q,[n]) nth data symbol period.
h — . S, k] Estimated average short-term
For TCPC scheme, O 1s fading at the kth power
obtained by (3.43) control period on the target
Z[ k] Estimated average signal uplink (M,H) in a realistic
power at the kth power TCPC scheme
control period of target MS M T Data symbol duration
in a realistic TCPC scheme ) ]
T. Chip duration
r /
Envelope of /)y, () T, Power control command loop
50 deey
) ) T, Power control period
r, () The total signal received at a . .
specific BS H uplink (m,p)  Uplink channel from an MS
) ) ) mtoaBS b
r,[n] Desired signal portion of ‘ o
Zuln] u,,(7;t) Time-variant impulse
response of uplink (m,b)
Ro Data symbol rate, R,=1/T .
V MS velocity
R MS average transmission rate var() Variance function
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Notation Description Notation Description
Xmp(£) A zero-mean Gaussian Ao Preset outage threshold
random p rocess T Minimum SIR per bit
corresponding to the . . )
. required to achieve a desired
shadowing effect .
bit error rate
x(7) A complex number'that T, [n] SIR per bit during the nth
represents the location of BS M d .
b ata symbol period of target
MS M at the output of RAKE
Xo Preset cutoff threshold in receiver
TCPC scheme A, Step size for power
Zy A complex number that adaptation
represents the location of MS - Transmission timing of MS
" due to asynchronous
Zyln] Decision statistics transmission among the MSs
corresponding to an MS M at .
nth data symbol period On Random carrier phase
o(r) Impulse
Notation Description PAs) Defined in (3.37)
£ A Gaussian random variable Cnp(t) Power gain of the pth
for approximatine I resolvable path of the uplink
PP & fa (m,b) at time ¢
n Propagation exponent By (1) Phase of the pth resolvable
Power control error path of the uplink (m,b) at
Ouk0 time ¢
V=0Um 0
O p[11] Phase of the pth resolvable
Hs, Hs =E(S,;,) path of the uplink (m,b)
o during nth data symbol
4 Quantity given by (3.71) period
Ho Mean of I, when N, =1 K, Quantity given in (3.47)
o, Quantity given by (3.72) K, Quantity given in (3.47)
o} Variance of I, when K, Quantity given in (3.47)
N, =1
oy Standard deviation of x,,(¢)
Aur Outage probability of the
target uplink (M,H) defined
in (3.38)
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Chapter 4

An Accurate Method for Approximating the
Interference Statistics of DS/CDMA Cellular
Systems with Power Control

over Frequency-Selective Fading Channels

Abstract— This chapter proposes an approximation method by characteristic
function (AM-CF) method to approximate, the distribution of interference in
DS/CDMA  cellular  systems. —This: “method considers the effects of
frequency-selective multipath fading; it also assuines perfect power control and a
rectangular/sinc chip waveform..The AM-CE method can yield results that fit the
Monte Carlo simulation results more accurately than the conventional standard

Gaussian approximation method.
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4.1 Introduction

Interference statistics of a DS/CDMA (direct-sequence/code-division multiple-access)
system are essential to the understanding of the system’s dynamics. Approximating interference
statistics has received a lot of attention. In the literature, the most widely used method is the
SGA (standard Gaussian approximation) method. Although the SGA is easy to use and
applicable to a complicated circumstance, e.g. the cellular system over the frequency-selective
fading channel in [17], it is known that the SGA is not very accurate [18, p.1055]. In order to
improve accuracy, many other methods have been proposed, such as the improved Gaussian
approximation (IGA) method [18], the simplified IGA method [19], and the characteristic
function method [20]. These methods have better accuracy, however they are only applicable to
the limited circumstance of a singlé cell system over.the AWGN channel. Therefore, an
approximation method that has better-accuracy and can be applied to a complicated circumstance
is still desirable. This chapter proposes. an approximation method by characteristic function
(AM-CF) to approximate the distribution of MAI (multiple access interference) signals in
DS/CDMA cellular systems. The method considers the effects of a frequency-selective multipath
fading channel; it also assumes perfect power control and a rectangular/sinc chip waveform.

Using this method, the distribution of the MALI signals is more accurately approximated.

4.2 System Model

The system under consideration is a DS/CDMA cellular system with Np base stations (BSs)
and Ny mobile stations (MSs) per cell, and with frequency-selective, slowly fading multipath
channels. The power gain of each resolvable path p on an uplink from an arbitrary MS m to an

arbitrary BS b is statistically divided into long-term fading L , and short-term fading S

mb,p >
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wherein me{l,2,---,N,-N,,} denotes the MS index, be{l,2,---,N,} denotes the BS index,
and pe{l,2,---,K} denotes the resolvable path index with K being the number of resolvable

paths on an uplink. For simplicity, {S

mb,p°

V(m,b, p) } are assumed to be Rayleigh fadings that

have an independently and identically distributed (iid) exponential pdf with mean 1/K and

variance 1/K>, i.e.

E(S,,,) =~
V(m,b, p) . 4.1)

Var(Sm,,’p) = F’

It is also assumed that binary phase-shift keying modulation and optimal RAKE receivers are
employed. For a specific MS M communicating with its home BS H, the decision statistics Zy[n]

at the n-th data symbol (the symbol duration is 7), normalized with respect to 7 -4/S,,,[n], is

obtained in four parts [78] by
Z,[nl=n,n)+1,[n]+Ln]+z[n], 4.2)

where S,,,[n]= Z; Sym ,[n] 1s a unit-mean gamma random variable (RV) with variance 1/K,

r,[n] denotes the desired signal, /,[n] represents the MAI interference consisting of the
intra-cell interference and other-cell interference, /.[n] is the multipath interference, and z[#] is
the noise. Notably, /;[n] and z[n] are usually negligible as compared to /,[n] and will be
ignored hereafter [17].

We consider a medium-term period over which the short-term fading varies while the

long-term fading is constant. And the perfect strength-based power control is further assumed to

be such that the transmission power of any one MS m, 1<m<N,-N,, 1is

P [n]=0,/L,,"S,,[n]), where A is the index of the BS communicating with MS m, Q, is the
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common desired received power level in the system. The term 7, [n] is given by

1ulnl=d, [n]- Py [n] Ly Sy (0]

=d, (10,

(4.3)

where d,[n] represents the MS M's data sequence that has values {£1} with equal probability.

The term 7 ,[n] is obtained by

I[n] = Z MHP[” ZZ\/ I Lygg - Sy p I - @ n]-cos(8Inl),  (44)

MH m#M p'=1

where ay;""’[n] and 6;;""’[n] are RVs related to the spreading code cross-correlation and the

phase difference of the signal paths, respectively: The term 05('” ?)[n] is given by

ay == [ " g (i e e, (1=(p + 7,0 )\ (1= (p+7, )T, )dt , (4.5)

T J nT+(p+7y)T.

where 7, is the chip duration, ¢, (¢#) is MSm's spreading signal, and 7, reflects the different

timing due to asynchronous transmission and has a uniform distribution over [0,1). For the case

of random spreading codes with a rectangular chip waveform and an even processing gain G, it

is known that E(ay;"”’[n])=0 and var(er,"?’[n])=2G/3 [79]. On the other hand, the pdf of

ay?'[n] equals to that of

er [i]-c,[i]-c, [i]+(1-7 de[l] c,[il-c, [i+1]
G

, (4.6)

where 7is an uniform RV over [0,1), and ¢,[i] is the random spreading code. It has the same pdf

as that of a RV ¢ that is given by
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a=1A+(1-7)B

4.7)
=B+17-(A-B),
where
1 G
e G
| ’j (4.8)
B=G2h

and {a,b} are iid RVs having values {+1} with equal probability. It is not difficult to derive

he probability functions of RVs 4 and B which are given by

(x+1)G j 2 2
Pr(4=x)=Pr(B=x)= G|, x=-1-1+—,..,1-—,1, 4.9
= =prp=n = %6 ) x—t-red -2 9)
where
Cy
eI 2; (4.10)

denotes a binomial probability with binomial coefficient C.. The cdf of RV « is obtained by

Pr(a<x)=Pr(B+7-(A-B)<x)

- $ w(Hera-2zn(5-2)
_'G/Z L 2j . 2) _2j 4.11)
_j_;/zpr[r (4 G)Sx GjPr(B—Gj

G/2 G/2 %_2_] 2_ _% _ﬁ
> >p (( )< GjPr(A—GjPr[B—G}

j==G/2k=-G/2

For 2(i—-1)/G<x<2i/G,the (4.11) becomes

G/2 G/2 .
PI‘(O{ SX)‘z(j_l) 2 = Z z Pr(z-(k—])ﬁﬂ_]jPr(Azz_ijr(B:Z_Jj
G G 2 G G

G j=—G/2k=-G/2
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G/2 G/2 . . @_ ) _% _ﬂ
2 2 Pr(f (k—j)< 5 ]jPr(A— GJPr(B_ G)

Jj=—G/2k=-G/2
-1 G/2 Y .
=2 ZPT(TSGX 2,]]PT(A=%]P{B:2—])
j=—G/2 k=i 2(k—j) G G
i-1 GJ2 2% 2]
+ > > Pr| A== |Pr| B="%
j=—G/2 k=i G G
G/2 -l Gx—2] U 2;
+Z Z Pr| 72> Prl A== |Pr| B=2ZL
Jj=i k=—G/2 2(k—j) G G
G/2 il .
+>, > Pr A:%jPr(Bzz—]j
Jj=i k=—G/2 G G

- i %Gx 2JP (A—z—ijr(B—ﬁj
i=onia 2(k=) G G
i1 G2 .

23 S (A_%j (B:%j

2

Jj=—G/2 k=i

J&i Zl: ( 2J]Pr A:EkJPr(B:%J

Jj=i k=—G/2 2(k ])

+§ lz_l: Pr(A :%]Pr(B =2E])

Jj=i k=—G/2

(4.12)

For 2(i—1)/G <x<2i/G, the corresponding pdf1s-given by

dPr(B+7-(4-B)<x)
dx 2(, D_ <

3 -1 G/2 G B _J
_j;c;/zgfz(k—j)Pr[A_ j (B_Gj

G/2 il G 2k 2
2250 Pr(A_ GJP{B_ G)
il 62G-f, k+§;G 1 j+§;G
¢ GOl G 56)

J=—G12 k=i 2(k-j)
¢ g Ousi (ks 5:6) (7 £:0)
=i k=G /2 2(j—k)

B i—1 G/ZL G . g
=2 Zk_ fb(/ﬁz jfb(ﬁz,GJ.

Jj==G/2 k=i

[ (|26 2 =
G G

(4.13)

Note, the cdf Pr(a <x) has discontinuous points at |x|=2i/G,i=0,1,...,G/2 . Therefore, the
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corresponding pdf will have an impulse at these points. For |x|=2i/G,i=0,1,...,G/2, we have

2% 2 2 b k=r=s
J J . . .
Pric-(———)<x—— = 4.14
( G G) Gj 20 Pr(r-(%—z—])éz—z—]j, otherwise. 414
e G G G G
and
2% 2j 0. k=r=t
. J . .
lim Pr ———)<x 4.15
x_{gj’ . (T (G ) GJ Pr(r- %—2—])Sx—2—Jj, otherwise. (1)
G)" G G G

Based on (4.11), (4.14) and (4.15), the pdf f, (x) at |x|=2i/G,i=0,L...,G/2 is obtained by

x~>( )

2i
( j (B—Ejﬁ(O) (4.16)
(z N ) 5(0).

From (4.13) and (4.16), the pdf £, (x) of a;;"”’[n] has a closed-form solution given by

£, ()| 21[ a<— — lim Pr(a< )J-5(0)

w,-5(0), |x|=%, T ORREC
fo(x)= (4.17)
v, 26-1 ||<—ze{1 G}
v G G 27
where
w, = £} (n+G/2;G), (4.18)
-1 G
V=G Zf(k+G/2 ;G) £, (j+Gl2 G) 4.19)
j=—G/2 k=i k—j
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The term 0154’”,’1]” ’[n] has a uniform distribution over [0,2r), and therefore the

cos(@,fl"f 7 ')[n]) is a zero-mean RV with variance 1/2, and its pdf, denoted by f,(x), is given by

1

f(p(X)=ﬂ1—\/_—xz,

| x|<1. (4.20)

4.3 The AM-CF Method

The distribution of the MAI signal in (4.4) is too complicated to be computed directly. We
propose an AM-CF method to estimate the distribution of the MAI signal, which is composed of
the intra-cell and other-cell interference signal. To help make things clearer, the time index £ is

neglected hereafter.

4.3.1 Approximating the Statistics of the. Intra-cell Interference

From (4.4), the intra-cell interference signal [, -is given by

_N [Py v (Qo St ) (m.p)
L=2\5" 2 2Tl cos(64"), (4.21)
p=1

MH  meMSY™) m=M p'=1 mH

where MSY) denotes the index set of MSs communicating with BS H. Based on the statistics of

{aﬁf,’j')}, {49;4"3’],’")}, and {S,, ,,Vp,V(m,h)#(M,H)}, the mean and variance of [, can be

obtained to be

E(I,)=0,

var(l,) = G-y, = (3]>VGM D : (422

The terms within the summation in (4.21) are obviously not iid RVs, and it is very difficult to

derive its pdf. The AM-CF method modifies the profile of {S,, ,V(m,b,p)} by removing
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{S,, 0 =2,,K,¥Y(m,b) } and letting S,,, = Z; S,.» V(m,b) and then treats terms within

the summation in (4.21) as mutually independent RVs. By doing so, the overall characteristic
function is obtained by simply multiplying the characteristic function of each term. As will be

shown later, based on the AM-CF method, the pdf of I, can be approximated without

significant distortion by the pdf of 7, which is defined as

Ny -1

A

L2 0, a9 (4.23)

i=1
The terms {a,, ¢} are mutually independent RVs, and the pdfs of « and ¢ also have the

forms given in (4.17) and (4.20), respectively. For the case of an even G and a rectangular chip

waveform, the pdf of y, =a,-¢, has a closed-form solution, denoted by fl, (x), given by

x) 1
0= fa(s)'fw(;jmds
wo-é'(x), x=0,
e — (4.24)
. . \/2_—22— Gi2agy" ; 2_G2.
_ ﬂlog”r i'-G X/4+leog JH+AJj -G -x" /4
z G-x/2 ST T (=D (-1 -G x4
G/2 1 [
w,G 2(1—1)< <21 G

x|K—,ie{l,2,..,.—}.
| x| G { 2}

J=i 71'\/j2—(G-x/2)2 G
The mean and variance of y, are zero and 1/(3G), respectively. Notably, the mean and variance

of I, are the same as the mean and variance of I,, respectively. Since I, is a sum of iid RVs,

we have

Fo(0)=(F,(JO,- @)™, (4.25)

where FZ, (w)=F( fl. (x)) is the characteristic function of the pdf fl‘ (x), and ()

represents the Fourier transform. Accordingly, the pdf of 7, is obtained by
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£ @)= F(E, (@), (4.26)
where #'(-) denotes the inverse Fourier transform.

4.3.2 Approximating the Statistics of the Other-cell Interference

From (4.4), the other-cell interference signal 7, is given by

:i SMH,p z Z Z\/QO mH m H,p' 'aj(\/;n:j‘) ,COS(QX/[";)P') ) (427)

p=1 SMH h#H meMS™" p'=1 Lmh S

The mean of 7, is zero and

Ly K O
var(l, )= =0 4.28
Uod ,;,me%w K-13G (428

By dividing the average other-cell interference power vair(/,), from the N,—1 cells, into N

equal quantities, the AM-CF method estimates the pdf of 7, by the pdfof I, which is defined

as

||l>
Mz

STRPNIP, (4.29)
5, N :

The parameter N is artificially introduced and L' is given by

L éiz > Lo (4.30)

Nh"-H meMs™™ Lmh

so that the mean and variance of I, equal to those of ,.Once the N is chosen and assume
var(/,) is measurable, the term L' can be calculated according to its definition. By this way, the

problem of measuring these quantities { L

‘mh >

L , }, which is practically not easy to measure, is
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bypassed. Another purpose of parameter N is to tune the distribution of /. The {S,,,S,,} are
iid RVs with the same distributions as that of Sy, and the pdf of S £,/S,,/S,,, denoted by
J4(x), 1s obtained by

rQK)-x*
r*K)-(1+22)"

fp(x)=f fs(s~x2)']%(s)-2s-x-ds=2 (4.31)

where f,(x) denotes the pdf of Sy The pdfs of @, and ¢, also have the form given by

(4.17) and (4.20), respectively, and the pdf of 7, =« -¢, is the same as the fl. (x) given by

(4.24). Consequently, the pdf of w, = -y, has an identical pdf, denoted by f,,(x), which is

obtained by
+1
1,00 = [ £08) - fes ) | s | ds. (4.32)
Since I, isasum ofiid RVs, ,/Q, L “%;;we have

F.(0)=(F,(Q, L o), (4.33)

where F,, (@) represents the characteristic function of the pdf 7, (x) .

4.3.3 Approximating the Statistics of MAI Interference

Since the intra-cell and other-cell interference signals are independent under a

strength-based power control, the pdf of the MAI signal / can be approximated by

£,(x)=F(E, (O, - o)™ - (F, (O, - L - o)), (4.34)
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Note that the BER is obtained by BER =Pr(I <—/Q,).

4.4 Results and Discussions

Figure 4.1(a) shows the cdf curves of MAI signals within the central cell using AM-CF and
SGA methods, also the Monte Carlo simulation results based on (4.4), (4.5), and (4.20) with 10°
samples are presented. The model of the long-term fading is the same as that in [78] with the
propagation loss of 3.5 and the log-normal shadow fading standard deviation of 8dB; each MS
chooses its serving BS based on measured pilot power [78]; and system parameters of (N, G, K)
are chosen to be (19, 128, 2), respectively. The MS number Ny, is 13 (22) and the parameter N is
chosen as 20 (34) for case (i) (case (ii)) where the corresponding BER is around 107 (5-107). It
is found that with proper N, AM-CF curves fit the stmulation results better than SGA curves. For
example, in case (i), BER based on the AM-CE method deviates from the simulation result by
4%, while BER based on the SGA method.deviates by as high as 73%. The reason why the SGA
does not work well is highly related to’pewer control. Under a perfect strength-based power
control, the MS's transmission power level might become pretty high due to a deep fade, which

will induce a high other-cell interference power to others and therefore a shallow falloff of the
pdf of 1. In the proposed AM-CF method, as can be seen in (4.29), I, contains the factor

1/S,; which reflects the power control effect and thus the AM-CF can perform better than the

SGA. Also notice that the AM-CF method seems not very sensitive to the value of parameter V.

Figure 4.1(b) shows results of the situation that is the same as those in Fig. 1(a) except that
the chip waveform is changed to a sinc one. The MS number Ny, is 45 (75) and the parameter N
is chosen as 80 (130) for case (i) (case (ii)). For the situation of non-rectangular chip waveform,

there is no closed-form for statistics of intra-cell and other-cell interferences. However, the Egs.

(4.23) and (4.29) in AM-CF method remain the same and the factor «,;"/” can be numerically
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calculated according to (4.5). Results show that the AM-CF curves still fit the simulation results
better than SGA curves. For example, in case (i), BER based on the AM-CF method deviates
from the simulation result by 8%, while BER based on the SGA method deviates by as high as
64%. Also, the system attains a dramatic gain in system capacity by using sinc waveform. It is
because the sinc waveform is the optimal one that can minimize the interference and improve the

system capacity [80].

It can be believed that the rationale of the AM-CF method is applicable to more realistic
conditions, such as short-term fadings with non-equal average power, power control error, power
control period, power control step, power control command delay, MS velocity, etc. However
further systematic work is needed to study these extensions of the AM-CF method. Moreover,

the determination of the parameter N is still an issue that needs further study.
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(b) Sinc chip waveform

Figure 4.1: Comparison of cdf curves of interference signals
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4.5 Notation List

Notation Description Notation Description
m Index of an arbitrary mobile f,(x) Pdf of cos ( 9}{/}71,]7')[”])
station P
h Index of the BS that is the 1) Pdfof y,
home BS of MS m
fS ( x) Pdf of SMH
b Index of an arbitrary BS
M Index of a specific MS Jp(*) Pdfof 4,
H Index of the BS 1, (%) Pdf of y,
communicating with the
specific MS M F() Fourier transform
h F0 Inverse Fourier transform
AF‘\\- - ’ﬁ H
AT " =T FZ, (w) Characteristic function of
Yeee___ m> F
AR ﬂ /@)
C oy © . .
Milusd e - FW (@) Characteristic function of
J, (%)
a; RV having values {£1} with .
equal probability G Processing gain
A Discrete RV defined in"(4.8) GAT/T
i RV havi | +1} with : .
b o Ylala‘;lgfa\];?lﬁes (£ wit I,[n] Multiple access and multipath
quatp Y interference (MAI) portion of
B Discrete RV defined in (4.8) Zy[n]
cm(t) PN spreading signal for MS m I [n] Multipath interference portion
) of Zy[n]
Cmli] PN spreading code of MS m
‘ ‘ ‘ I, Intra-cell interference signal
c’ Binomial coefficient
I RV used to approximate the
dyln] Data sequence of MS m pdfof I,
EC) Expectation function 1, Other-cell interference signal
R . .
F.(-, 4,0, o) Cdf. fg;lctlog;lf the Gaussian d 1; RV used to approximate the
variable & with mean , an pdfof 1,
variance o,
K Number of resolvable paths in
£, (x) Pdf of a;"[n] each uplink channel
f;, (x’y) Binomial probability L Quantity defined in (430)
L. Long-term fading of the
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Notation

Description

Lyn

ms®

Ny

Py[n]

Pyln]

Qo

ryn]

Smb,p

Smh [i’l]

Smnln]

Smn

uplink from MS m to BS b

Long-term fading of the
uplink from a specific MS M
to its home BS H

Index set of the MSs that are
served by BS 4

Index of data symbol period

Number of base stations in
the cellular system. L.e. cell
number

Number of mobile stations in
each cell of the cellular
system

Index of the resolvable path
on an uplink

Transmission power of MS,mi
during nth data symbol period

Transmission power of
specific MS M during nth data
symbol period

Desired received power level

Desired signal portion of
ZM[I’Z]

Short-term fading of the pth
resolvable path of the uplink
from MS m to BS b

Short-term fading of the
uplink from an arbitrary MS
m to its home BS / during nth
data symbol period

Short-term fading of the
uplink from a specific MS M
to its home BS H during nth
data symbol period

Sum[n] after the index n being
dropped

RV having same distribution
as that of Sy
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Notation

Lyn

Ms?

Np

Ny

Qo

ryn]

Smb,p

Smh [n]

Synuln]

Sun

Description

Long-term fading of the
uplink from a specific MS M
to its home BS H

Index set of the MSs that are
served by BS 4

Index of data symbol period

Number of base stations in
the cellular system. L.e. cell
number

Number of mobile stations in
each cell of the cellular
system

Index of the resolvable path
on an uplink

Transmission power of MS m
during nth data symbol period

Transmission power of
specific MS M during nth data
symbol period

Desired received power level

Desired signal portion of
ZM[n]

Short-term fading of the pth
resolvable path of the uplink
from MS m to BS b

Short-term fading of the
uplink from an arbitrary MS
m to its home BS / during nth
data symbol period

Short-term fading of the
uplink from a specific MS M
to its home BS H during nth
data symbol period

Suym[n] after the index n being
dropped

RV having same distribution
as that of Sy



Notation Description Notation Description
S, RV having same distribution a; RV having a form given in
as that of Sy 4.17)
T Symbol duration a](l}”,’]f")[n] RYV related to the spreading
) ) code cross-correlation
T. Chip duration between the resolvable path p
Vi Quantity defined in (4.19) in the uplink from MS M to
BS H and the resolvable path
var(-) Variance function p 1in the uplink from MS m to
. . BS H
w; Quantity defined in (4.18)
Zuln] Decision statistics 2 S/ 52
corresponding to a specific , . . .
MS M at nth data symbol ®, RV having a form given in
: (4.20)
period
. ) RV having a form given in
o, g g
z[n] Noise (4.20)
& A Gaussian random variable , RV defined C
for approximating 1, i cHnedas Li=4%-¢
T Transmission timing of MS m i RV definedas 7, =a; ¢,
due to asynchronous .
transmission among the MSs Vi RV defined as v, =4, - 7,
r Uniform RV over [0,1) gﬁpp')[n] RV related to the phase
difference between the
Ho Mean of I, when N,, =1 resolvable path p in the uplink
from MS M to BS H and the
or Variance of I, when resolvable path p in the
N =1 uplink from MS m to BS H
M
a RV defined in (4.7)
a, RV having a form given in

4.17)
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Chapter 5
Capacity Analysis of an Imperfect SIR-based
Power Control Scheme for Uplinks in DS/CDMA

Cellular Systems

Abstract— The chapter proposes a novel method to analyze the system capacity of
an imperfect signal-to-interference ratio (SIR)-based power control scheme for
uplinks in direct sequence/code division multiple access (DS/CDMA) cellular
systems. Not ideally fixed at aspreset level, the received SIR in the imperfect
SIR-based power control scheme is a.random variable affected by many practical
factors such as power contrel loop delay and mobile velocity. Based on investigated
properties of ensemble average received SIR per bit, a set of linear equations is
derived to obtain the ensemble average received power on each uplink. The system
capacity is then obtained according to the feasibility of the ensemble average
received power vector and the ensemble average bit error rate. A closed-form
solution for system capacity is approximately derived, which employs the first and
second order statistics of each element in the coefficient matrix, by applying central
limit theorem. Results show that numerical results are substantially matched with

simulation results; this implies the novel analytical method is quite accurate.
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5.1 Introduction

In a DS/CDMA system, many users transmit messages simultaneously over the same radio
channel, each using a specific spread-spectrum pseudo-noise (PN) code [10]. Within a cell, the
code channels in downlinks can be considered as mutually orthogonal because downlinks exhibit
synchronous CDMA transmission. However, these code channels in uplinks cannot be mutually
orthogonal exactly for asynchronous mobile users, and thus mutual interference occurs. In such a
case, a strong signal will have good communication quality, while a weak signal may suffer from
strong interference. This problem is referred to as the near-far effect and limits the CDMA system
capacity [11]. Therefore, power control is an important issue affecting the system capacity in

uplinks of DS/CDMA cellular systems.

Power control schemes studied in the literature.can'be mainly classified into two categories:
the strength-based power control [45] and the SIR<based power control [21], [27]. There were
many works related to the strength-based power-control scheme, such as the system capacity
analysis, e.g. [3], the interference statistics, e.g. [22], the error probability, e.g. [17], etc.
Nevertheless, the SIR-based power control is in fact more important. Ariyavisitakul [21] once
indicated that the SIR-based power control system has the potential for higher system capacity.
Actually, the SIR-based power control had been adopted in IMT-2000 systems as well as IS-95
system. However, the corresponding theoretical analysis for the SIR-based power control is very
complicated [21] and is found significantly different from that of the strength-based power control
[23]. Due to difficulty, few literature had successfully provided theoretical methods for
investigating the SIR-based power control scheme, e.g. [23], [25], [26], and most works made the

study via simulation, e.g. [21], [27], [28], [29], for the SIR-based power control schemes.

Kim and Sung [23] proposed a methodology for analyzing the system capacity of the

SIR-based power control scheme with consideration of the voice activity, the maximum received
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power, and the long-term fading. The analysis was extended to a multicode CDMA system and an
overlaid multiband CDMA system in [25]. However, they did not take the multipath fading into
account in the channel model. Kim and Adachi [26] further proposed a method to analytically
evaluate the reverse link capacity of a CDMA system in a multipath fading environment. In [23],
[25], and [26], by recursively calculating the statistics of both the received power on the uplink
and the interference power to mimic their inherent interaction, the system capacity of an
SIR-based power control scheme is numerically obtained. Note that, all of these analyses assume
that the SIR-based power control is perfect such that the received SIR is kept at a preset level.
However, in practical, the received SIR would be a random variable rather than a constant. It can
be found that the analysis of the imperfect SIR-based power control scheme is further different
from that of the ideal SIR-based power control scheme. There has never been any analytical

approach for analyzing the capacity of an:imperfect SIR=based power control scheme.

The chapter proposes a novel method to analyze the system capacity of an imperfect
SIR-based power control scheme for-uplinks of - DS/CDMA cellular systems. The received SIR
here considered is not ideally fixed at a preset level [40] but affected by many practical factors
such as power control period, power control step size, power control loop delay, mobile velocity,
and short-term fading characteristics. The proposed analytical method firstly investigates two
properties of the ensemble average received SIR: the ensemble average received SIR per bit is
approximately uncorrelated with the interference power; and the interference power from an
interfering MS is approximately proportional to the interfering MS's received power at its home
BS. Based on these two properties, a set of linear equations is derived to obtain the ensemble
average received power on each uplink. A formula for the system capacity, based on the outage
probability, is obtained in which the distribution of the determinant of the coefficient matrix of
the linear equations is required. The outage probability is defined according to the feasibility of

the ensemble average received power vector and the ensemble average bit error rate. A
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closed-form solution for the system capacity is derived with the assumptions that the elements of
the coefficient matrix are mutual uncorrelated random variables and then the employment of the
central limit theorem. It merely requires the first and second order statistics of each element in the
coefficient matrix. Simulations are conducted to validate the analysis. Results show that the
numerical results and the simulation results are substantially matched, which implies the novel

analytical method is quite accurate.

The rest of this chapter is structured as follows. Section 5.2 introduces the system model and
the imperfect SIR-based power control scheme. Section 5.3 derives the system capacity of an
imperfect SIR-based power control scheme. A closed-form solution is also obtained. Section 5.4
presents numerical results, together with simulation results for validation. Finally, Section 5.5

gives the concluding remarks.

5.2 System Model

The DS/CDMA cellular system under consideration is with N base stations (BSs) and Ny,
mobile stations (MSs) per cell, and with frequency-selective, slowly fading multipath channels.

The power gain g,, , of each resolvable path p on a link from an arbitrary MS m to an arbitrary

BS b is statistically divided into long-term fading L, and short-term fading S wherein

mb,p?

me{l,2,---,N,-N, } denotes the MS index, be{l,2,---,N,} denotes the BS index, and
pe{l,2,---,K} denotes the resolvable path index with K being the number of resolvable paths

on an uplink. For simplicity, {S,, ,,V(m,b, p)} are assumed to be in Rayleigh distribution that

mib,p>
have an independently and identically distributed (iid) exponential probability density function
(pdf) with mean 1/K and variance 1/K% where K is the number of resolvable paths in the uplink. It
is also assumed that the binary phase-shift keying modulation and optimal RAKE receivers are

employed. We consider a medium-term period [63] over which the long-term fading is treated as
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constant while the short-term fading varies. For a specific MS M communicating with its home

BS H, the instantaneous SIR per bit at the n-th data symbol, denoted by I',,[n], is given by [3]

G-Oy,ln]

BT A

(5.1)

where G is the processing gain, the term Q,,[n] denotes the received signal power of MS M at

the BS H, ¢'is a factor depending on the PN chip waveform and the cross-correlation property of

the PN codes [45], the term [,,[n] denotes the interference power, and N, is the background

noise contained in the total spread bandwidth. The Q,,[n] can be obtained by
QM[I’Z]:PM[I’Z]'LMH 'SMH[I’l], (52)
where P, [n] is the transmission power of the MS M at the n-th data symbol, and
Syn]= z S ,[n] 1s a unit-mean‘gamma, RV.with variance 1/K. The [, [n] contains the

intra-cell interference power and inter-cell interference power given by

Ly(nl= 3 B,[n)- L, S, yla]

m#=M
(5.3)
= Z Pm[n] mH mH [n + z z P [n mH 'SmH [n]’
m#M ) h#H mzeMS™
meMS

where MS" denotes the index set of those MSs communicating with BS 4.

The mechanism of the imperfect SIR-based power control for uplinks in the DS/CDMA
cellular system is described as follows. Consider an specific MS M communicating with its home

BS H. The BS measures the SIR per bit for each data symbol, denoted by I',,[n], and computes
an average value, denoted by i, by averaging I',,[n] over a power control period 7,. A

one-bit power control command CMD is generated periodically by comparing E with a preset

target SIR threshold T',, . If E <I';, , CMD will be +1; otherwise, CMD will be —1. The power
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control command CMD is then transmitted through the downlink channel to the destination MS.

After a power control command loop delay 7,, the MS M receives the command CMD and
adapts its transmission power by an amount of CMD-A, dB, wherein A is the power control

step size. Noticeably, the I', [n] is obviously no longer a time constant in such an imperfect
SIR-based power control scheme. Since the long-term fading is regarded as constant during a
medium-term period, the channel gain, which is the product of the short-term fading and
long-term fading, would be a stationary random process. Thus it is reasonable to assume that each

MS's transmission power P, [n], the corresponding received power Q, [n], the interference
power [, [n], and the SIR per bit I',,[n], are all stationary random processes under the

imperfect SIR-based power control scheme during the medium-term period. The mean and

variance of the I',,[n] can be obtained by [53]

E(FM [n]) = exp(K-E(fM[n])Jr 0.5-x%- Var(fM [n]))
=T -exp(O.S-K2 -var(fM[n])), (5.4)

var (T, [n]) = E* (T, [n]): (exp(lc2 -Var(fM[n])) - 1),

where & =1In(10)/10, T,,[#]=10-log, (T, [n]), and E(T,[n]) can be approximated by

10-log,, ("7, ) [40].

5.3 Capacity Analysis
In the following analysis, the index of the n-th data symbol, n, is neglected in order to have

simple presentation.

5.3.1 Properties of Ensemble Average Received SIR

Property I: The ensemble average SIR per bit of MS M, E(I",,), received at its home BS
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in the imperfect SIR-based power control scheme can be well approximated by

E(FM); G'E(QM)

, VM e{l,2,---,N,-N, }, 5.5

where E(-) denotes the ensemble average operator and is performed with respect to the data

symbol index 7.

Note: Eq. (4.2) can be rewritten as

Ly (& 1,+N,)=G-0Q,,. (5.6)
Recall that the goal of a SIR-based power control is to adjust the MS's transmission power

such that the I',, approaches to a preset target SIR threshold I',, as close as possible. If the

I',, is exactly equal to I',,, it would be obyious that I'",, is statistically independent of the

TH >

term (& -1,, +N,). Thus (5.5) can be‘obtained derived by taking statistical expectation of both
sides of (5.6). In an imperfect SIR-based power control scheme, although the I',, is not exactly

I',,, it is still reasonable to assume that.the I', _is uncorrelated with the term (£ -1, + N,).

TH >

Therefore, (5.5) is obtained. W

As will be shown in the Section 5.4, this assumption given in Property I seems quite

acceptable. Based on the Property I, we have the following lemma.

Lemma I. If E(T,)=E[,),YM,NeMS" He{l,2,,N,}, then the ensemble
average received power levels of MSs M and N, E(Q,,)=E(Q, ), equal to a common level,

denoted by Y,,. That is,

E(Qy)=E(Qy)=Y,, YM,NeMS" He{l2,N,}. (5.7)

Proof: From E(I',,)=E[,) and (5.5), E(Q,)=k-E(Q,) can be yielded, where k is a
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time constant. Substituting this result back into E(I',,)=E(,), one will then find that the
solution is & =1, which just implies E(Q,,)=E(Q,). Since this is true for any M,N e MS"",
thus we have (5.7). ®

The phenomenon described in Lemma I complies with intuition. For an imperfect SIR-based
power control scheme, it can be found that communication links in the same cell interfere with
one another, the long-term fadings are typically compensated, and the characteristics of
short-term fadings are identical to each other. From a symmetric viewpoint it seems reasonable
that the ensemble average received power on one uplink will be the same as that on another

uplink.

Property II: The correlation between the transmission power of an MS m communicating

with its home BS 4, P , and the chamnnel gain of thé.interference link from MS m to BS H,
g,.u» ©€Xists in a manner that the ensemble average interference power to BS H, E(P, -g, /),

is proportional to the ensemble average recetved power 'E(Q, ) of the MS m at its home BS £

and the long term fading factor (L, /L,,). It is given by

~

E(Ri-gmH)=ﬂ~E(Qm)-L”’”, VmeMS" h# H, (5.8)
‘mh

A K .
where g, = ot &t p and fis a constant.

Note: In the steady state, a constant S would exist such that E(P -g,.) =
B -E(P)-E(g,,) - In the SIR-based power control, MS's transmission power would also depend
on the channel gains of the interference links; hence the constant S should be any positive

number except 1. Since the long-term fadings are time constant and are assumed to be exactly

compensated by power control, another constant f, would exist such that
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E(P)=p,-E(Q,)/L,,, where [, is a constant related to those practical factors mentioned

before. From the channel model, we have E(g,,)=L,, . Therefore (5.8) is obtained with
b=5-5. =

In general, f may be different for different indexes (m, &). However, for simplicity, the value
of f is here assumed to be a constant independent of m and 4. As can be seen from simulation

results, this assumption seems quite acceptable.

5.3.2 Outage Probability

Based on the Properties I and II and Lemma I, the ensemble average SIR per bit E(T,,)

can be obtained by

G-Y,
E(T,)= : ; ; (5.9)
;-[(NM—l)-YH+Z z ﬂ‘Yh-L’”HJ+N0
h#H meMs™. ‘mh

where N, is the number of M™MS “dn*~each cell. Considering E[,,)=I,
VM e MSY", H €{1,2,---,N,}, where T', denotes the common ensemble average SIR per bit,

one will obtain N, linear equations with N, unknowns, Y,Y,,---, Y, , given by

G-Y,=¢T,-(N,=1)-Y,+{-Ty- 30 > B, L v N, H=12,-N,.(5.10)

h#H meMs™ Lmh

Rewriting the above linear equations in a matrix form, we have

AY =N, (5.11)
where Y =[Y,Y,,, Y, ], 1 the ensemble average received power vector, N=[n,]

(Npx1)

with ny =) -N)N(G-¢-T';-(N,, —1),and A=[a,,]y,.y, Isthecoefficient matrix with
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1 b=h,

L
a,, = g.ro.ﬂ z Tmb_

_ meMs™ Lmh b £ h
G—C T,-(N, -1)

(5.12)

Usually the coefficient matrix A is nonsingular, and the ensemble average received power
vector Y can thus be obtained by Y =A"'N. If the solution Y in (5.12) contains all-positive
elements (i.e., Y >0),Y is called feasible, denoting that the system is not overloaded; otherwise,
the system is heavily overloaded and some communication links should be suspended or

terminated temporarily.

For simplicity, it is assumed that the received SIR per bit on each uplink has an identical pdf,

denoted by f.(-). Thus the ensemble average bit error rate (BER), denoted by P, can be yielded

as P = I B.(y)- fr()dy, where F,(y) denotes the,BER corresponding to a received SIR per

bit . For the BPSK modulation, the:BER function is the-well-known Gaussian Q function and

B(y)=0Q2y).

The outage probability, denoted by P,,;, is here defined, according to the feasibility of the

ensemble average received power Y and the ensemble average bit error rate P, by

P,21-Pr(Y>0,P<P)

out
L, P>F, (5.13)
1-Pr(Y>0), P<P,
where P is the requirement of the ensemble average BER for the communication quality,
Pr(Y >0) denotes the probability of that the ensemble average received power vector Y is

feasible. It is not difficult to find that P is a decreasing function of I',, . Thus P,, can be

rewritten as
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£

p 1, | I
" 1-Pr(Y>0), T, 2T

TH — ~ TH>

(5.14)

where T, denotes the minimum I, required to achieve the requirement P, .

5.3.3 System Capacity

The system capacity for a given target SIR threshold I',,,, denoted by C, is defined as the

TH >
maximal number of MSs for each cell the system can support such that the outage probability is

less than a threshold, say 1%. It is given by
C= Mvax{R,ut <1%} . (5.15)

Applying (5.14) to (5.15), the system capacity C is obtained by

*

0, I, <,

€= Max {PH(Y >0)2 099}, = T, >T7,. (5-16)

It is intuitive that the system capacity C. will“decrease or remain the same as the target SIR

threshold I',, increases.

The ensemble average received power vector Y can be obtained by solving the linear

equations in (5.11). Thus the ensemble average power level on each uplink received at BS b, Y,

is obtained by

, _Modet(A,)
det(A)

5 b:1727"'aNBa (517)
where A, is the matrix obtained by replacing the b-th column of A by 1. According to the
lemmas which are given in the Appendix, it is proven that the event {Y >0} is equivalent to the

>T

TH — ~ TH>

event {det(A)>0} whenever the system is not overloaded. Therefore, as I’ the

system capacity C given in (5.16) can be rewritten as
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C= l\flvilx{Pr(det(A) >0)> 0.99)} . (5.18)

For simplicity, it is assumed that the elements of the coefficient matrix A are mutual
uncorrelated random variables. By employing central limit theorem, the distribution of det(A)
can be approximated by that of a Gaussian random variable & with mean FE(det(A)) and

variance var(det(A)). Thus as I',,, >T. , the system capacity C can be approximated by

C= Mvax{Pr(l ~F.(0))20.99)}, (5.19)
where F,(1) denotes the cumulative distribution function of the random variable &. Since the
elements in matrix A are assumed mutually uncorrelated, we have FE(det(A))=det(E(A))

wherein E(A) =[E(a,,)],

1 b=h,

E(ay,)=45¢ -Ty-BAN, - E(1;) (5.20)
| G=C TN, D

and I,,2(L,, L) |L, <L,,Vi). The 1, , had been'analyzed by Zorzi [22], and its mean can

be numerically computed as

E(,,)= gg(x—j: Pr(l, , <s)- ds) =1~ [P, <5)-ds. (5.21)

and

'[ Pr(L,;,(2)<sL,,(2),L,,(2)< L, (2),YD) f, (2)dz  4(s)
[ Pr(L,,(@)<L,,@).b) f, (2)dz o)

Pr(l, <s)= (5.22)

where z, is a complex number representing the location of MS m, L ,(z) is the long-term

fading of MS m whose location z, =z, f, () denotes the pdf of the random variable z,, and

o(s)=[ y(s.2)- 1, (2)dz (5.23)
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with

w(s,z)=Pr(L,,(z)<sL,,(2),L,(z)<L,,(2),Vi)
= [ Pr(Lo@ <) o0 (0) [T Pr(Lu(@) < )b,

i#h,b

(5.24)

and f, () denoting the pdf of L ,(z), which is a random variable due to random shadow

fading for a given location z.

The variance var(det(A)) is obtained by var(det(A)) = E(det(A)*) —E(det(A)). It is well
known that E(det(A)’) equalsto E(det(A”)), which can be computed according to the first and
second moments of each element of the coefficient matrix A. The first moment statistics

{E(a,,)} are already given in (5.20). The second moment statistics {E(a,,)} are given by

1, b=h,
E(a;,)= CT,-B E (5.25)
"N -:(EW ,)—-N, -E*(,)), b+#h,
G—é"ro'(NM _1) M ( ( h,b) M ( h,b))
where E(I};,) can be numerically computed as
E(I%,)= lim(x2 2 'sPr(1,, <) ds) =1-2[ s Pr(7,, <5)-ds. (5.26)

5.4 Numerical Results

The DS/CDMA cellular system is assumed to have the number of cells N, =7 in a
hexagonal-grid configuration, the propagation loss 7= 3.5, the log-normal shadow fading
standard deviation o =8, the resolvable path number K = 2, the processing gain G = 128, the
factor { =2/3 for the case of rectangular chip waveform, and the minimum ensemble average
BER P =10". The antenna height of MS (BS) is simply set to be 0.003 (0.01) times the BS

radius to avoid the case of 'zero-distance' between the MS and BS. The Rayleigh fading random

processes are generated according to a simulation model with correct statistical properties
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Figure 5.1: Ensemble average received SIRrperbit: £(E, ) versus MS index M in the system

proposed by [81] with central frequency.of 2 GHz.*The set of {L ,,V(m,b)} is randomly

'mb >

generated according to the channel model and the MS locations are uniformly distributed.

Furthermore, the step size of power adaptation A =1 dB, the power control period 7, =2/3ms,
and the power control command loop delay 7, =1-T, are assumed for the imperfect SIR-based

power control scheme. While simulating the imperfect SIR-based power control, the outage
probability is calculated according to the feasibility of the ensemble average received power

vector Y and the ensemble average BER P on each uplink by considering 1000 sets of
{L,,,V(m,b)}. Bach uplink's P, is obtained by averaging the instantaneous BER over 500

power control cycles. Note that, the effect of the MS movement on the outage probability has

been taken into account by investigating many random sets of { L ,,V(m,b) } in the simulations.
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Figure 5.1 plots the ensemble average SIR per bit E(I',,) versus MS index M in the system
for two exemplary cases: (a) MS velocity V' =20 km/hr, target SIR threshold fm =8.7dB,
N,, =13 MSs/cell; (b) MS velocity ¥ =100 km/hr, target SIR threshold T, =13.8 dB,
N,, =4 MSs/cell. The numerical results of {E(I'),),1<M <N,-N,,} are computed according

to (5.4) with var(I',, )= 2.2 and 8.1 for case (a) and (b), respectively. They deviate from the
simulation results by about 1.7% and 5.8% for cases (a) and (b), respectively. The case (a) implies
that Property I given in (5.5) is satisfactorily acceptable when the MS velocity V is as low as 20
km/hr. That is, the assumption that the received SIR per bit I',, is uncorrelated with the term
(¢-1,,+N,) is quite reasonable. As the MS velocity increases, the var(T',,) increases and the
received SIR per bit I, becomes less uncorrelated with the term (¢ -7, + V). However, even

the MS velocity V is as high as 100 km/hr, itris found that the Property I given in (5.5) is still
acceptable since the Lemma I that depends on .the Property I holds well for V=100 km/hr, as

shown in the next figure.

Figure 3.1(a) and 3.1(b) illustrate the ensemble average received power E(Q,,) versus MS
index M for cases: (a) MS velocity ¥ = 20 km/hr, target SIR threshold I',, =8.7dB, N,, =13
MSs/cell, Var(f"M) = 2.2, and the parameter £ in (5.8) is set to 1.685; and (b) MS velocity V =

100 km/hr, target SIR threshold I',, =13.8dB, var(l,)=8.1, N, =4 MSs/cell, and the
P =093, respectively. Here the MS index M e€{l,2,---,N,-N,,} has been appropriately
indexed such that MSY" ={1+(H-1)-N,,,2+(H~-1)-N,,,---,H-N,,} with He{l,2,---,N,}
being the index of the home BS of the MS M. From the simulation results shown in Fig. 3.1, the
ensemble average received power levels on the uplinks in the same cell are substantially equal to

each other, as described in Lemma I. The analytical ensemble average received power Y derived

by (5.11) is well consistent with the simulation results. They imply the suitability of Property II.
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Figure 5.2: Ensemble average.feceived power, £(Q,,) versus MS index M in the
system
From Fig. 5.1 and Fig. 3.1, it is shown that Properties I and II and Lemma I hold no matter the

MS velocity is as low as 20 km/hr or as high as 100 km/hr.

Figure 5.3 plots the numerical results of the system capacity C of an imperfect SIR-based

power control system versus the target SIR threshold I',,, for MS velocity =20 km/hr. The

parameters (¢, [, Var(fM),IO-log]O(F*m)) are set to (2/3, 1.685, 2.2, 8.7). The maximal

capacity is found to be 13. Simulation results are also shown for validating the numerical results.
Results show that numerical results and the simulation results are substantially matched, which
implies the novel analytical method is quite accurate. Intuitively, the system capacity would be
decreased when the target SIR threshold is increased. Such a tendency is supported by both the
numerical and simulation results. The system capacity shown in Fig. 5.3 seems somewhat small.

One of the major reasons is regarding to the chip waveform used in the spreading code. It had
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Figure 5.3: System capacity C versus the target SIR threshold I",,

been reported that a sinc waveform is the optimal one that can minimize the interference and
improve the system capacity quite adot [82]. By appropriately choosing the chip waveform, the
parameter &, which represents the corrélation between the code channels, will be reduced, and the

system capacity can be enhanced accordingly.

Figure 5.4 plots the numerical results of the system capacity C of an imperfect SIR-based

power control system versus the target SIR threshold I',,, in two cases (a) ¢ =2/3, and (b)

¢ =2/9. The parameters (V, f, Var(fM ),10-log,,(T;,)) are set to (100, 0.93, 8.1, 13.6),
respectively. The maximal capacities of the case (a) and case (b) are found to be 4 and 14,
respectively. As can be seen, due to the reduction of the parameter ¢, the factor relating on the PN
chip waveform and the cross-correlation property of the PN codes, the system capacity C is
increased accordingly. Compared with the results in Fig. 5.3(b), the ¢ is reduced to one-third of
the original, and the system capacity is increased to about three times of the original. From Fig.

5.4, it implies that the proposed analytical method is still quite accurate for different £
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Figure 5.4: System capacity C versus the target SIR threshold I',,, for

various ¢

5.5. Concluding Remarks

In this chapter, the system capacity of an imperfect'SIR-based power control for uplinks in
DS/CDMA cellular system is successfully analyzed. A novel analytical method is proposed. It
firstly investigates properties of the ensemble average received SIR per bit under the imperfect
SIR-based power control scheme. Based on the properties that the ensemble average received SIR
per bit is approximately uncorrelated with the interference power and the interference power from
an interfering MS is approximately proportional to the received power of the interfering MS at its
home BS, a set of linear equations is derived to obtain the ensemble average received power on
each uplink. The system capacity is then obtained according to the feasibility of the ensemble
average received powers and the corresponding ensemble average bit error rates. A closed-form
solution for system capacity is successfully derived. This novel analytical method is quite

accurate such that the numerical results and the simulation results are substantially matched.
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5.6 Notation List

Notation Description Notation Description
A K
b Index of an arbitrary BS b, v = Z o1 St p
be{l,2,---,N,} . )
Smi Channel gain of the interference
m Index of an arbitrary mobile link from MS m to BS H,
1 e . A K
station, me{l,2,---,N,-N,,} LI DI I
M Index of a specific MS, A » _
ME{laza'“aNB'NM} Ih’b Ih,b:(Lmb'Lmh‘LmiSLmh’VZ)
H Index of the BS that is the home I,,[n]  Interference power seen by the MS
BS of the specific MS M M at the n-th data symbol period
h Index of the BS that is the home K Number of resolvable paths on a
BS of MS m link
b L. Long-term fading on the link from
' MS m to BS b
s = W [ . .
’ R Lyn Long-term fading on the uplink
. S ) from MS M to its home BS H
y ;.'M © o g Long-term fading on the link from
T MS mtoBS H, m#M
A Coefficient matrix, L. (z)= Long-term fading of MS m whose
A =[ay )y, location z, =z
aph Element of coefficient matrix s Index set of those MSs
C System capacity communicating with BS 4
CMD  Power control command n Index of data symbol period
E() Expectation function Np Number of base stations in the
. ) ] cellular system. I.e. cell number
£0) Probability density function of the . .
received SIR per bit on each uplink Ny Number of mobile stations in each
. ) ] cell of the cellular system
f, ©) Probability density function of the ) ) )
random variable z No Background noise contained in the
" total spread bandwidth
S0 Probability density function of N N- [”’o]
Lmh (Z) (Npx1)
ny=0, NH)N(G-¢ -T',-(N, -1
F.() Cumulative distribution function of o =T NG =Ty (N —1)
the random variable & p Index of resolvable path on an
) . A uplink
G Processing gain. G=T/T,
P(y)  Biterror rate corresponding to a
Smb,p Power gain of the resolvable path p SIR per bit ¥
on a link from an arbitrary MS m _
to an arbitrary BS b P, Ensemble average bit error rate
amH Channel gain of the uplink from P Requirement of the ensemble

MS M to BS H,
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Notation Description Notation Description
Pyln] Transmission power of the specific yij A quantity defined in (5.8)
MS M at the n-th data symbol A
K x =In(10)/10,
P[n] Transmission power of MS m at
the n-th data symbol ¢ Factor depending on the PN chip
o waveform and the cross-correlation
Pou Outage probability property of the PN codes
() Ganssian Q) finction ¢ A Gaussian random variable £used
0,,[n]  Received signal power at the n-th to approximate the distribution of
data symbol period of MS M det(A)
Sb p Short-term fading of the p-th Ox Log-normal shgdow fading
resolvable path on the link from standard deviation
MS m to BS b A, Step size for power adaptation
Smb Short-term fading on the link from T Common ensemble average SIR
S, = Kﬁ S r,[n SIR per bit at the output of RAKE
p=1 P M[ ] p p
. . receiver during the n-th data
Sur Short-term fading on the uplink symbol period of the specific MS
from MS M to its home BS H, M
A K 2 ~ A
Sun = pel SMH,p Iy, [n] r,[n]= 10'10g10(FM [n]),
St Short-term fading on the link from I“_M An average value obtained by
MS m to BS H, averaging I', [n] over a power
A control period
SmH :ZK,lsmH,p p
. T, Target SIR threshold
Ty Power control command loop . o .
delay r,, Minimum I';,, required to
T, Power control period achieve the requirement P,
4 MS velocity oAs) Defined in (5.23)
var(-) Variance function w(s,z) Defined in (5.24)
Yy Common ensemble average
received power levels in cell H,
I<HZN,
Y Ensemble average received power
vector
Y :[Yl’Yza"'aYNB ](NBxl)
z, Complex number representing the
location of MS m
Notation Description
n Propagation exponent

97



Chapter 6

Conclusions and Future Works

In this dissertation, performance of the power control schemes in DS/CDMA cellular
systems are analyzed, including the ideal truncated closed-loop power control (TCPC) scheme,
the realistic TCPC scheme, and the imperfect (realistic) SIR-based power control scheme. A
method for approximating the distribution of interference statistics, which is important while

analyzing a strength-based power control scheme, is also proposed.

The TCPC scheme for uplinks an DS/CDMA. cellular systems over frequency-selective
fading channels is analyzed. Closed-form formulae for five performance measures are
successfully obtained, including system capacity, average system transmission rate, MS average
transmission rate, MS average transmission energy per bit, and MS average suspension delay. For
a practical system, the TCPC scheme under realistic conditions of power control error is further
analyzed. Closed-form formulae are also derived. The analysis is quite accurate according to the
analytical and simulation results. In fact, the analysis method presented in this chapter is a general
one that can be applied to the category of strength-based closed power control scheme, including
an ideal or realistic one, in either circuit-switched or packet-switched CDMA systems. For
example, by setting the cutoff threshold to zero, the TCPC scheme becomes the traditional

strength-based power control scheme, and the presented analysis results are still valid.

An approximation method by characteristic function (AM-CF) method is proposed to
approximate the distribution of interference in DS/CDMA cellular systems. This method can be

applied for a system having the effects of frequency-selective multipath fading, the perfect power
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control and using a rectangular/sinc chip waveform. Typically, the traditional way is to employ
the Gaussian approximation method. The proposed AM-CF method provides another way to
handle such a complicated environment and yields results that fit the Monte Carlo simulation
results more accurately than the conventional standard Gaussian approximation method.
Therefore, the proposed AM-CF method can be used to improve the accuracy while conducting

the performance analysis.

Another important kind of power control scheme, the SIR-based power control scheme, is
analyzed. Some interesting and important properties of an imperfect power control scheme are
revealed. Based on these properties, the behavior of a SIR-based power controlled system can be
described by a set of linear equation, from which the received signal power vector is obtained.
The outage-based system capacity is defined according to the feasibility of the received signal
power vector and the average bit error-rate. Theselosed-form solution for the system capacity is
finally derived, which needs only the first and second order statistics of each element in the
coefficient matrix of the linear equations. The' proposed method can successfully analyze the
SIR-based power control scheme. Good analysis accuracy is also proved by the analytical and

simulation results.

From the performance analysis of these power control schemes, we have investigated the
characteristics of the power control schemes, including the strength-based and the SIR-based
power control scheme. Although the strength-based power control scheme is found achieving less
capacity than the SIR-based power control scheme. As shown in the dissertation, the truncated
closed-loop power control scheme itself indicates a way to improve the system capacity by

suspending the transmission when the channel fading is lower than a threshold.

Although the traditional strength-based power control scheme is known to have less capacity
as compared with other power control schemes, e.g. the SIR-based power control scheme, this
kind of strength-based power control scheme, TCPC scheme, seems provide another way to
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achieve the capacity enhancement. Take the well-known perfect strength-based power control
scheme as an example, the two major issues that degrade the system capacity is: 1) The target
threshold for received power is the same for each uplink in the system. This will make the uplink
in a boundary cell have a higher, in an average manner, received SIR than that in a central cell.
Since the DS/CDMA system is an interference-limited system. The unnecessarily high received
SIR implies the unnecessary high transmission power, which in turn produces unnecessary high
interference to the whole system. As a result, the system capacity is affected. 2) An MS under the
perfect strength-based power control will inherently produce much interference to other MSs.
Under the perfect strength-based power control, the MS transmission power is the inverse of the
short-term fading. A deep fading makes a high MS transmission power. Again, such a situation
produces high interference to the whole system. As a result, the system capacity is affected. As an
extreme case, if the short-term fading'is a Rayleigh.one, the average interference power is

theoretically infinite, which make no system capacity at all.

The reason that the TCPC can improve the system capacity is that it mitigates the impact of
the second issue. The analytical results cleatly reveal that a large MS transmission power can
benefit only one MS, but affect all the other MSs. From this point of view, it is clear that this is
not a wise thing to do. Therefore, it would have a gain if we sacrifice the MS going to have a high
transmission power temporarily, while benefit all the other MSs. However, the TCPC scheme still
suffers he impact of the first issue. On the other hand, it is obvious that the SIR-based power
control scheme can mitigate the impact of the first issue. However, the SIR-based power control
scheme does not take the second issue into account. In view of this, one question would be: is
there a power control scheme that can mitigate the impact of these two issues? We think it would
be an interesting research topic to find such a power control, analyze it, and then compare the

performance, especially the capacity with the TCPC and SIR-based power control schemes.
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Appendices

A. Proof the Equivalence Between the Event {Y>0} and
{det(A)>0}

Lemma II: Let L and U be the lower and upper triangular matrices of the LU

decomposition [83] of a square matrix A=[a,,]y ., given in (5.12). If the diagonal

elements of the matrix U contain only one negative number, then the cellular system is

overloaded.

Proof: As well known, a square'matrix, A =[a,,] .y,, has an LU decomposition into

lower and upper triangular matrices L and U, 1.6 A =L-U. From [83, p. 192], the matrix U is

just the outcome of Gauss -elimination,~“and ‘L. satisfies that det(L)=1. Thus
det(A) =det(L)-det(U) =det(U) = Hl’; u, <0, where u, denotes the i-th diagonal element of
the matrix U. Without loss generality, let uy, < 0,and u,>0,i=1,---,Ny,—1. Let A(NB) be the
matrix obtained by replacing the N -th column of A by 1. Let the LU decomposition of A, |
be A, =L-U, and {ui,u'z,~--,u;vﬁ} be the diagonal elements of U. From Gauss elimination
procedure of A(NB), it can be found that ul =u,>0,i=1,---,N;, -1, and u'NB > 0. Therefore,
det(A(NE))zdet(U') :Hg u; >0. From (5.17), the corresponding ensemble average received

power vector Y is not feasible since Y, <O0. In other words, the cellular system is overloaded. ®

Lemma III: Let L and U be the lower and upper triangular matrices of the LU
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decomposition of a square matrix A =[a,,]y, .y, given in (5.12). If the system is not

overloaded, then the diagonal elements of the matrix U are all positive.

Proof: Let's assume the opposite: if the system is not overloaded, the {u,,u,,---,uy }
contain N negative numbers where N >0. For the case of N =1, Lemma II has shown that the
cellular system would be overloaded — it contradicts our initial assumption.

Consider N >1. Without loss generality, let u >0,i=L---,N;—N, and
u,<0,i=N,-N+1,---,N,. Now let's consider a reduced cellular system by removing the
(N; —N+2)-th to (N,)-th cells out from the present cellular system. Correspondingly the
(N;—N+2)-thto (N,)-throws and the (N, —N+2)-thto (N;)-th column of the coefficient
matrix A are removed. Let A" denote the, coefficient:matrix of the reduced cellular system. The
LU decomposition of A" is given by A =E-U\ and: {u,u,,---uy .} are the diagonal
elements of U. It is obviously that u; & uf>0si=ds=--, N, — N, and u, =u, <0,i=N,—N+1.

From Lemma II, we know that the reduced cellular system would be overloaded. — it contradicts
our initial assumption. Since, without any doubt, a cellular system being not overloaded will
remain not overloaded by removing any number of cells. Overall, we conclude that the Lemma 111

must be true. W

From Lemma III and the fact det(A)=det(U), it is also true that if the system is not

overloaded, then the det(A) would be positive.

Lemma 1V: The determinant of matrix A =[a,, ] .y,,, Which is given in (5.12), decreases

as the mobile number per cell Ny, increases, whenever the system is not overloaded.

Proof: Consider N, =N, the corresponding matrix given in (5.12) is denoted by
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A =[ay,]n,,, - Let {u,uy,---,uy } represent the diagonal elements of the matrix U, which is
obtained by applying Gauss elimination to the coefficient matrix A. Since the system is assumed
not overloaded, from Lemma III we know that u, >0,i=1,---,N,.

Consider N,, =N+1, the corresponding matrix given in (5.12) is denoted by
A =[ay,], NNy - Let {ui,u;,---,u;vg} represent the diagonal elements of the matrix U, which is

obtained by applying Gauss elimination to the matrix A. Since the system is assumed not

overloaded, from Lemma III we know that ”, >0,i=1,---,N,. From (5.12), it is found that
a,, <a,,, Vb #h. By comparing the Gauss elimination of the coefficient matrices A and A, it can

be found that u =u, =1, and u, <u, ,i=2,-+,N,. Consequently,
det(A) =" u, <det(A) =[] u, . m

From the Lemma IV, we realize that when.the Ny increases, the det(A) will decreases.
Eventually the det(A) will become negative;whichmimplies, according to Lemma III, that the

system is now overloaded, i.e. the event {¥ >0} does not hold. Therefore, whenever the system

is not overloaded, the event {det(A) >0} is equivalent to the event {Y > 0}.
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B. Abbreviations and Acronyms

1G
2G
2.5G

3G
4G
AM-CF

AMPS

AWGN

BER
BPSK
BS
cdf

CDMA
CIR
DAMPS
DPCCH

DPCH
DPDCH

DS/CDMA

FDMA

GSM

IGA

IS-95

First generation
Second generation

Second and a half-generation
generation

Third generation
Fourth generation

Approximation method by
characteristic function

Advanced Mobile Phone
Service

Additive white Gaussian
noise

Bit error rate
Binary phase shift keying
Base station

Cumulative distribution
function

Code division multiple access
Carrier-to-interference
Digital AMPS

Dedicated physical control
channel

Dedicated physical channel

Dedicated physical data
channel

Direct sequence/code division
multiple access

Frequency division multiple
access

Global Standard for Mobile
Communications

Improved Gaussian
approximation

EIA Interim Standard for U.S.
Code Division Multiple
Access
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IS-136
iid

ler
MAI
MIP
MS
MSC
NMT
NTT

PCCU
PCE
PCM
PDC
pdf
PN
QoS
RV
SGA

SIR
TACS

TAPC

TCPC

TCU
TDMA
TD-SCDMA

UMTS

EIA Interim Standard 136

Independently and identically
distributed

Level crossing rate
Multiple access interference
Multiple intensity profile
Mobile station

Mobile switching center
Nordic Mobile Telephone

Nippon telephone and
Telegraph

Power control command unit
Power control error

Pulse code modulation
Personal Digital Cellular
Probability density function
Pseudonoise

Quality of Service

Random variable

Standard Gaussian
approximation

Signal-to-interference ratio

Total Access Communication
System

Truncated average power
control

Truncated closed-loop power
control

Transmission control unit
Time division multiple access

Time-division synchronous
CDMA

Universal Mobile
Telecommunications System
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