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A 10-Gb/s CMOS Clock and Data Recovery Circuit
with Data-Deskew Buffersin the Closed Loop

Student: Chungchieh Yang Advisors: Dr. Chauchin Su
Dr. Shyhjye Jou
Degree Program of Electrical and Computer Engineering
National Chiao Tung University

Abstract

This thesis proposes a data-deskew clock and data recovery (CDR) architecture
for the on-chip multi-channel timing recovery.

This CDR recovers the 10-Gb/s/ch burst data packet by adjusting the data delay
in the digitally controlled delay line (DCDL). After the acquisition of the optimal
sampling phase, the midpoint of data period aligns to the sampling clock. The data
skew between channelsis also compensated:

This CDR is first-order and therefore inherently:'stable. It can track the specified
1000-ppm frequency error as long*as the-peak-to-peak clock jitter between the
transmitter and the receiver sites is confinedto the specification. And, the closed loop
characterizes the high-band-limited jitter in this system.

All building blocks adopt digital circuits. Fast acquisition (110-bit time in typical
case) is achieved by the majority-vote scheme in the confidence counter. Two critical
designs exist in this digital-circuit CDR: 1) high-speed large-swing CMOS DCDL
deign, and 2) meeting the loop-latency constraint.

In addition, a digital implementation of the 10-Gb/s transceiver is realized in
TSMC 0.13-pm CMOS technol ogy.

Index Terms—High-speed serial links, CMOS transceivers, clock and data
recovery, delay-locked loops, phase-locked loops, digitally-controlled delay lines,

deskew buffers, confidence counters.
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Chapter 1 - Introduction

Chapter 1

| ntroduction

1.1 Motivation

SoC (system-on-chip) has become an industrial trend to provide a solution of
both high performance and low power consumption. As CMOS technology advances
rapidly, die size of couple centimeters and gate count of more than hundreds of
million have been brought to the reality. High-throughput data communication is
demanding.

A high-speed seria link transports serialized data stream from the near site to the
far site. It isacommon way to save the routing cost of the low-speed parallel channels.
As the computing/processing capability of adigital system is greatly improved by the
advancing technology, the finite bandwidth of a single serial link may no longer meet
the required bandwidth. It is necessary to apply parallelism back to the serial links.
The performance of these seria links turns out to be the performance metric of the
entire system.

The proposed clock and data recovery (CDR) system is for the on-chip
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Chapter 1 - Introduction

burst-mode timing recovery, and is implemented with digital circuits. It adjusts the
delay of the data by deskew buffers and aligns the midpoint of a data period to the
clock so as to recover the data synchronously. It is caled a data-deskew CDR, or
simply Deskew CDR.

Multi-phase Clocks Multi-phase Clocks
fromPLL @ TX from PLL @ RX
—— ChO Data
ChoDi : |SER Deskew CDR| : ~ ChO Do
—_
W Chl Data
ChliDi :"|SER Deskew CDR| : _ ChlDo
—
= Ch2 Data
Ch2Di : |SER Deskew CDR| : ~— Ch2 Do
—
—> Ch(n-1) Data
Ch(n-1) Di : > SER Deskew CDR] : = Ch(n-1) Do
—_—

Fig. 1.1: Multi-channel timing recovery by multiple Deskew CDRs

Multiple Deskew CDRs target on'multi-channel timing recovery. Fig. 1.1 shows
n-channel timing recovery by n sets'of Deskew CDRs. Data skews between channels
consist of static and dynamic components. The illustrated channel routing mismatch
refers to the static aspect. And, driving source mismatch, substrate noise under
channels, electromagnetic interference during transmission, etc refer to the dynamic
aspect. Deskew CDRs compensate the total data skews between channels, and

accomplish the timing recovery.

Fig. 1.1 also shows the environment setup for multiple links. A single PLL
located at the transmitter site (TX) provides multi-phase clocks to serializers. Another
PLL located at the receiver site (RX) provides multi-phase clocks to the CDRs. The
clock jitter between PLL at TX and PLL at RX is specified, and it refers to the tuning
range of digitally controlled delay line (DCDL) directly.

These two PLLs introduce a relatively simple environment for multi-channel
timing recovery, as compared to that of conventional PLL-based CDRs.




Chapter 1 - Introduction

1.2 Features

The 10-Ghb/s Deskew CDR is a first-order recovering system, and therefore it is
inherently stable. High-frequency jitter is filtered because of the loop filter. There is
no jitter accumulation due to the absence of (1/s) from an oscillator inside the loop.
A first-order system intends to track the phase error. Still, it can track the frequency
error between TX and RX to some extent.

All the building blocks adopt digital circuits for design robustness, since digital
circuits benefit more from the scale-down technology than most analog circuits.
Besides, analog circuits, such as the conventional charge pump and the passive R-C
filter, still suffer from the matching issue. In this work, a digital confidence counter
serves as the loop filter to the CDR. Fast acquisition is achieved by the majority vote
scheme, which isimplemented as a comparator inside the confidence counter.

Deskew CDR focuses on the design of DCDL. The high-speed large-swing
CMOS delay line provides the monotonic delay: adjustment. A tuning range of more
than 1.4 Ul is achieved in this work: Static CMOS inverters compose the main delay
stages for the delay line. Large noise margin is guaranteed by the large-swing
behavior and also by the hysteresis characteristic of the delay cell.

A wider tuning range can be achieved under a lower supply as long as the
DCDL-induced jitter meets the specification. As the supply gets lower, the crossing
point of the delayed data is self-adjusted due to the balanced pull-up/pull-down
CMOS inverter.

Besides, an implementation of the 10-Gb/s transceiver in TSMC 0.13-um CMOS
technology is demonstrated in this work.

1.3 Organization

This dissertation comprises seven chapters. The motivation and features of the
CDR are described in this chapter.

Chapter 2 gives an overview of the world's CDR architectures, which is far
beyond the PLL-based and the oversampling architectures. It describes the operation
principles, the issues, and discovers the possibilities on various architectures.
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Chapter 3 analyzes the system-level behaviors of the CDR. Topics on system
specifications, design parameters, and simulations are involved. Discussions and
simulations on various cases, such as noise profiles, the frequency tolerance, the loop
latency, and the frequency error, can be found in this section.

Chapter 4 depicts the circuit-level implementation. The high-speed large-swing
DCDL design and meeting the loop-latency constraint are described. To minimize the
loop latency, the pseudo-NMOS scheme is adopted. Demonstrated can be found in the
carry-look-ahead adder of the comparator, or the TFF up-down counters of the
confidence counter and the FSM.

Chapter 5 shows the digital implementation of the 10-Gb/s transceiver. It
describes the considerations for design and test, as well as different operation modes.
The CDR is verified in nominal mode and/or debug mode, while the phase resolution
of DCDL is measured in bypass mode. The multi-phase clock generator, the serializer,
and the 10-Gb/s output buffer are also discussed in this section.

In the high-speed domain, the circuitrlayout.is critical and dominates the final
eye open. Chapter 6 shows the chip layout; grid design, and describes the layout
guidelines for high-speed circuits. The-guideline ‘'of source coupling is especially
emphasized. Post simulations of -DCDL, the CDR; and the full-chip transceiver are
given in this section.

The final section, Chapter 7, shows the specification table of Deskew CDR. It
compares the power/area among several CDR systems.
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Chapter 2

Overview of theWorld's

CDR Architectures

Different applications require different CDR systems to the world. The types of
CDR systems reflect on the modes of recovering process. continuous vs. burst, closed
loop vs. open loop, filter-based vs. oversampling, clock delay vs. data delay, and
digital vs. analog, and etc.

For conventional CDR systems, we have PLL-based and oversampling CDR
architectures. They are well-explored and have their own traditions. But there are
more candidates for applications of the timing recovery. Following the classification
in [1]*, we categorize CDR systems into 1) PLL-Based, 2) Blind Oversampling, 3)
DLL-Based, 4) Gated VCO, and 5) Alternative & Hybrid architectures.

In this section, some of the demonstrated systems are history, while some of
them are state-of-the-art. This section mainly focuses on the world-view, the variety,
and the possibilities of CDR systems.

1 A presentation document introduces the world’s CDR systems on the internet by Cobanoglu in 2006.
The origina classification is 1) PLL-Based, 2) Delay-the-Data, 3) Gated VCO, 4) (Semi-)Blind
Oversampling, and 5) FSM-Based.
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2.1 PLL-Based CDR

PLL-based CDR systems are suitable for continuous mode operation. They can
be characterized as single loop [3]-[5] and dual loop [6]-[9]. In general, a PLL-based
CDR system refers to an Nth-order system, where N> 2. It is usually implemented
with analog circuits due to the inherently continuous characteristics.

Di »| Retime |— Do
‘ PIF ,| Charge )

Detector Pump
i ‘,
VCO [= LPF

Fig. 2.1: A generic PLL-based CDR with a charge pump

Fig. 2.1 shows a generic PLL -based CDR architecture. It consists of phase and/or
frequency detectors, a charge pump, a loop filter, and a VCO. For the dual-loop
architecture, the entire recovery . process -includes the slow pull-in process by
frequency detectors and then the lock-in process by phase detectors in sequence.

Back to 1985, a PLL-based system [3] was proposed for clock and data
extractions from NRZ data. It employs an active SAW filter in the loop for the
band-pass filtering instead of the architecture with a charge pump and a passive filter.
After the charge pump becomes popular, a second-order low-pass filter of ‘C // R-C
structure is also welcome [5], [8]. The second-order filter composes a third-order
system, so that phase step, frequency step, as well as the accelerative frequency
variation can be tracked.

A high-order PLL-based system is well known as its high performance. However,
it doesn’t suit burst-mode applications because of 1) the slow pull-in process, and 2)
clock drifting at the case of no input.

Besides, there exists jitter peaking phenomenon [2] in the high-order system. To
take the simplest case for instance, consider a second-order system. The closed-loop
transfer function is expressed in (2.1).
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26W S+ W, 2
2 27
S +26W, S+ W,

H(s) =
20m, (2.2)

S+20W,

The approximation of (2.1) is made by assuming that damping factor ¢ is large
(suchas10) and w,_* issmall enough and can be neglected. The approximated loop
bandwidth is then derived in (2.2). And the corresponding zero and poles are given in
(2.3)-(2.5).

W, = 26W,. (2.2)
w, = —‘2’—;. (2.3)
W, = —‘é"—;—g"gg. (2.4)
W,, = —2gwn+\év—£+;gvgvg. (2.5)

From (2.3) and (2.4), the first pole locates.behind the zero in absolute value. The
jitter peaking phenomenon is then introduced-in the closed-loop transfer plot as shown

inFig. 2.2.

20 log|H|
A

OdB nu
-3dB

]
27 Wi Wp, W, (I0gscae)

Fig. 2.2: Jitter peaking phenomenon

Thejitter peaking J, is

Jo = Wy /W, = 1+ 14 (2.6)
To express (2.6) in dB, we get

J, = 8.686 In(1+1/4¢*) dB. (2.7)

The amount of jitter peaking in (2.7) can be eliminated by over-damping the loop;
that is applying large ¢. But it resultsin slow response of the lock acquisition.
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B Example: Savoj2001 [4]

10Gb/s Di —1 Ha';gate - @_» 10Gh/s D¢
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\
5GHz | _
veo ™ LPF

Fig. 2.3: The PLL-based CDR, Savoj2001

B Example: Savoj2003 [6]
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Fig. 2.4: The PLL-based CDR, Savoj2003

2.2 Blind Oversampling CDR

A blind oversampling architecture, shown in Fig. 2.5, isimplemented with digital
circuits, and can handle both continuous and burst-mode timing recovery. It
oversamples the data and chooses the optimal clock phase according to the extracted
edges information in decision circuit. The decision scheme can be either
majority-voting [10] or center-picking [11], while the previousis less superior. [12]
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Fig. 2.5: A generic oversampling CDR, Kimé& Jeong2003 [13]

A blind oversampling CDR tracks the high-frequency jitter of input data stream
well, while the limited size of storage causes a limitation on tracking the
low-frequency jitter.

Different from most CDR systems, this architecture eliminates the need on the
acquisition time but requires extra hardware for executing algorithm and introduces
processing latency to the data recovery.

The phase picking scheme accompanies static: offset error on each sampling,
because neither the data nor the clock/phases are adjusted. The maximum offset error
is (0.5UI/ OSR), where OSR denotes the oversampling ratio. Although this offset
error can be suppressed by raising ‘the oversampling rate, but in practical cases it
encountersissues like: 1) A high OSR implies high-accuracy phase resolution for each
sampling, which is always a challenge. 2) The input capacitance of phase detectors
grows with OSR. That is especially critical to high-speed application. In the
conventional way, 3x-oversampling is widely-used.

B Example: C.K.Yang98[14]

4Gb/s Di . .
1:8 DEMUX | Delay . De_uspn
Samplers x24 Circuit
L 3 ,t Over/Under-flow
24 4 y Controls
Multi-phase Bit shifter 512Mb/s
Clock FIFO Do<0:7>

Fig. 2.6: The blind oversampling CDR, C.K.Yang98
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In Fig. 2.6, the sample storage is denoted as a delay block, and the decision
circuit controls the multiplexer as well as the FIFO at the last stage. The FIFO is
implemented with an 8-bit shifter. It handles both the overflow and underflow cases
when the phase error, which is mainly caused by the frequency error, accumulates
more than 1-bit time.

2.3 DLL-Based CDR

A DLL-based CDR can be regarded as a simplified version of PLL-based
architecture. It is a closed-loop first-order system without jitter peaking phenomenon.
In this system, only the phase delay is a variable. Implementations of DLL-based
CDR can be either analog or digital, while the latter is the major trend in recent days.

According to the subject of delay adjustment, it can be distinguished as 1)
clock-interpolation, and 2) data-deskew architectures. The clock-interpolation
architecture can handle continuous timing:recovery by the phase-rotation scheme, but
this phase rotation needs additional hardware, such.as the FIFO stage of oversampling

architecture in Fig. 2.6, to handle the overflow/underflow condition.

As for the data-deskew architecture,-it-is-astraight concept to adjust data instead
of clock. It introduces a simple synchronization behavior by the shared and untouched
global clock. But it is mainly limited by the data tuning range, and therefore is only
suitable for burst-mode applications.

2.3.1 Clock-Interpolation CDR

Fig. 2.7 shows an example of clock-interpolation CDR by E. Lee. The 8 clock
phases are adjusted by the interpolation scheme, which is generated from the phase
controller, and finally the sampling clock phases align to the midpoint of data duration.
The recelve amplifiers block consists of amplifiers and phase detectors. Here the
full-rate datais de-multiplexed into 4 quarter-rate data inherently. Even though digital
circuits implement the logic function in the phase controller block, the entire CDR
implementation also adopts analog circuits.

Fig. 2.8 shows a clock-interpolation CDR for multi-channel timing recovery by
Kreienkamp. It adopts analog circuitry to achieve high speed and fine phase

resolution. Differential charge pump and two capacitors contribute the single pole to
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the system. The phase interpolator is the conventional analog current-steering scheme,
and just like those PLL-based CDR systems, the phase resolution is limited by the
discrete steps, which isintroduced by charge pump. The chip is fabricated in 0.11-um
CMOS technology, and its power consumption is 220-mW at a supply of 1.5 Volt.

But for continuous recovery, it lacks of description about phase-rotation of these

CDR macro-célls.

B Example E.Lee2001 [15]

500-MHz 8-phase DLL

0 [ s o

5| 4 14

e R Even y Odd :

S ——==\MUX 41/, \ MUX 41/

E f—>iit

———

A P
8

= 2422

= .16 .
ol Receive Amplifiers <— 4-Gb/s Di

1-Gb/s Do<0:3>
Fig. 2.7: The clock-interpolation CDR, E.Lee2001

B Example: Kreienkamp2005 [16]
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: Multi-channel :
Input —: Recovery [ DR i— Recovered

—i |cDr P
H T + ----- é I--o-é-k- -------- T YT -,
Shared PLL

(b)

Fig. 2.8: The clock-interpolation CDR, Kreienkamp2005
(a) the CDR, (b) the multi-channel configuration

2.3.2 Data-Deskew CDR

Fig. 2.9(a) shows the 10-Gh/s data-deskew CDR for multi-channel burst-mode
applications proposed by Wong. It.isafull-rate anal og implementation, and fabricated
in both AlGaAgGaAs and InGaP/GaAs:- HBT technology, where f, ~50GHz,
frex ~60GHz and S ~40. The voltage controlled delay line, phase detector, and
loop filter compose the delay tock JJoop. Tnaddition, it employs an edge detector
circuit to adjust the time constant: of. the loop-filter. Fig. 2.9(b) shows the phase
detector circuit. The detector’s output is generated from the transition edge of input
and its asynchronous del ay.

The achieved tuning range is 2 Ul or 200 ps. It claims to be capable of a
12.5-kbit data packet but under the assumption that frequency error for all clocks is
within 20 ppm. The 20-ppm error is far less than the conventiona estimation of 200

ppm.

Fig. 2.10 shows a digita implementation of data-deskew CDR by Lu. The
confidence counter replaces the conventional loop filter. The cascaded delay cells
compose the DCDL block. Coarse and fine tune functions are available. The coarse
function is implemented by the on/off state of tri-state buffers in the chain, and the
fine function isimplemented by the added amount of capacitive load.

It isfabricated in 0.18-um CMOS technology, and the achieved tuning rangeis 1
Ul, or 400 ps, for the 2.5-Gb/s operation. Due to the insufficient tuning range, this

implementation is not going to handle any frequency error.

-12-
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Example: Wong96 [17]

Data
> Retime 10-Gb/sDo
A
It R Edge
~| Detector
10-GHz
Clock
\
10-Gb/s Voltage Coptrol led Phase . Loop
Di Delay Line Detector Filter
A
a

h
Envelope
o PSSO S e
(b)
Fig. 2.9: The data-deskew CDR;"Wong96-(a) Architecture (b) Edge Detector

Example: Lu2005 [18]

Lead
Delay Control [ L Confidence
FSM — Counter
A A
Dn Up
25-Ghls | \ hase 2.5-Ghs
Di : " : Detector Do

....Digialy Controlled Delay Line 5 Gz Clock

Fig. 2.10: The data-deskew CDR, Lu2005
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2.4 Gated-VCO CDR

B Example: Nakamura96 [19]

: : CDR Core : Recovered
DI —e— >Decison 19" po
Gating . : | Recovered
i | Circuitl T eveot Ck
................................................ Y
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: —
Vetrl
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PFD  |.
! Burst PLL -
(2)
I h Y
: D—»Out
Half-bit
Delay
(b)

Fig. 2.11: Gated-VCO CDR, Nakamura96 (a) architecture (b) gating circuit

A gated-VCO CDR system was first introduced by Nakamurain 1996. It can fast
response to the asynchronous burst input data. In Fig. 2.11(a), the CDR core consists
of a gating circuit, a gated VCO, and a DFF at the fina stage for retiming the data.
This DFF is denoted as Decision 1 block.

The gating circuit in Fig. 2.11(b) adopts the same scheme as that in Fig. 2.9(b). It
detects the transition edge of input data. Consider the gating signal is logic O, and the
Vctrl signal isready; the gated VCO oscillates by default and is ready to re-initiate an
oscillation. As the gating signal validates, the gated VCO re-generates the gated clock
instantaneoudly. In other words, the gating signal re-synchronizes the gated clock,
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every time the data transition validates.

This prototype of gated-VCO architecture cooperates with a burst PLL, which
provides the control voltage to the CDR. An additional reset action is required after
each burst data recovery.

B Example: Nogawa2005 [20]

! CDR Core :

: : Recovered

10-Gb/s Do
Gating

Recovered
Circuit 10-GHz Ck

10-Gb/s
Di

\i

156-MHz ~ o
Ref. Ck PLL |

Fig. 2.12: Gated-VCO CDR, Nogawa2005

The implementation in Fig. 2.12 demonstrates a high-performance gated-VCO
CDR. It is fabricated in 0.13-um CMOS technology with the overall area
of 2.5x2.5mm? and power consumption of 1.2 W at a 2.5-V supply. It operates at
10-Gb/s, and is able to extract the recovered clock within 5-bit time.

A new invention of this design is the input amplifier, which applies AC couple
and edge detection schemes to accomplish the final comparison in a hysteresis
comparator.

Previoudly in Nakamura's prototype, it employs a burst PLL. But in the later
years, a PLL with input reference clock becomes popular for the generation of Vctrl.
The gated VCO2 follows reference clock instead of input data. The need for the
additional reset action is thus eliminated.
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B Example: Kaeriyama2003 [21]

DLL
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10-Gbls | »[ Edge 5-GHz

—— Detector 1 Recovered Ck<0>

Di<0>
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Ref. Clock |—> ] System Ck

PFD CP

Fig. 2.13: Gated-V CO CDR, Kaeriyama2003

Fig. 2.13 shows the configuration of gated VCO CDR for multi-channel timing
recovery. It isimplemented in an economic way. First is that gated VCO is inherently
low-hardware overhead with the‘sharéd control veltage, and second is that all gated
VCO operate at half rate.

The CDR macrocell consists of 1) edge detector, 2) a gated VCO, 3) phase
detector, and 4) reference voltage generator, where 3) and 4) are not shown in the
figure.

The implementation is fabricated in 0.15-um CMOS technology. Each CDR
macrocell recovers 10-Gb/s data with a power dissipation of 50 mW at a 1.5-V
supply, while area is 120x130 pm?. But the mentioned area excludes the hardware
corresponding to data recovery such as the de-multiplexer for the half-rate data and
the retiming circuit.

2.5 Alternative& Hybrid

This section introduces alternative CDR architectures, which involve a new
recovering method, called FSM-based, and two hybrid architectures.
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251 Alternative CDR
B FSM-Based, Analui2005 [22]

1
— D0<0>
Di —» Comlk_Jlo ré?téonal Output —> Do<1>
> for States Logic | :
— Do<n-1> 0
Previous
State

\— One-Bit Delay

(@ (b)

Fig. 2.14: FSM-based CDR, Analui2005 (a) Architecture (b) State Diagram at n=2

The FSM-based architecture is clockless and digital. Fig. 2.14(a) shows the CDR
architecture with 1-to-n de-multiplexing, which includes two combinational logic
circuits and the one-bit delay circuit. The one=bit delay is implemented with L-C
delay cells. The recovered data-output depends:on the current input and the previous
state from the delay line. It is therefore an-asynchronous system but synchronized to
every transition of incoming data.

The 1-to-n de-multiplexing relaxestheoperation rate. Since the state information
is kept in the memory of FSM and lasting for n-bit time. This system behaves like
open-loop and operates without jitter regjection. The 1-to-n de-multiplexing behavior
inherently introduces (1/n) of input jitter to the output.

The implementation operates at 7.5 Gb/s and is fabricated in SiGe technology. It
is built with 1-to-2 de-multiplexing. From the data rate and technology, the
digital-circuit approach still encounters speed limitation in timing recovery.

25.2 Hybrid CDR

A hybrid version of oversampling/PLL architecture, called semi-blind, is
proposed by lerssel in 2006. Fig. 2.15 shows the architecture. The main system is a
blind oversampling architecture, while the second feedback loop shown in the bottom
of the figure ssimulates the PLL-based system. The second feedback loop is composed
of a DAC and a loop filter. The original blind oversampling architecture tracks the
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high-frequency jitter while the second loop tracks the low-frequency jitter. The jitter
tolerance specification at low frequency is greatly (32x) improved by this hybrid

version.

Fig. 2.16 shows ahybrid DLL/PLL CDR architecture by T. Lee. The data-deskew
path forms the DLL, and the second loop in dashed line refersto the PLL. The system
can be either a simple DLL-based CDR by removing the voltage controlled crystal
oscillator (VCXO) path or ahybrid DLL/PLL system.

Both DLL and hybrid DLL/PLL architectures provide jitter-peaking-free timing
recovery since no zero exists. In summary, DLL loop determines the acquisition speed
while the filtering of low-frequency jitter benefits from the PLL loop.

The possibility of the hybrid DLL/PLL architecture can be further explored. Fig.
2.17 ? shows the weighted control of DLL and PLL by the interpolator. The original
design in [26] uses a multiplexer to determine how the loop of the delay line is
configured, open vs. closed. When theloop is closed, the delay cellsforms an oscillator.
In Fig. 2.17, the multiplexer is replaced by an interpolator, and through the weighted
control, the behavior can be partial DLL and partial PLL. For instance, the hybrid ratio
of DLL to PLL can be 50%-50%, 20%-80%, or anythtng €l se.

B Semi-blind Oversampling CDR, lerssel2006 [23]

 Camleres20 prssa
a -
: : g9l it +
Di—>: A 5—.—»_{3 g 8x4HFO | == Do
: : =3
5 T 5 ® H-H-H
R T ............... e
-------‘ ------------------------------- ”
20-phase . o
—e
800-MHz VCO Decision Circuit
A

LPF DAC|=

Fig. 2.15: Semi-blind oversampling CDR, lerssel2006

2 Theoriginal topic is about DLL/PLL instead of CDR.
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B Hybrid DLL/PLL CDR, T.Lee92 [24]
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Fig. 2.16: DLL & DLL/PLL CDR, T.Lee92

B Hybrid DLL/PLL, Bae& Wei2004 [25]
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LPF

CTRL | +N e

Fig. 2.17: Mixed PLL/DLL, Bae& Wei2004

2.6 Summary

Table 1 shows the summary on the CDR architectures, where O denotesyes, A
for partially yes, and X for no. As for the blank area, it is a currently un-explored
field in this survey. Take the lack of digita implementation of Gated-VCO for

example; fast analog circuits are required for the multi-gigabit timing recovery. And

-19-



Chapter 2 - Overview of the World's CDR Architectures

even in today’s 10-Gb/s data rate in 0.13-um CMOS technology, the analog circuitsin

[20] still employ passive inductors to overcome the bandwidth limitation.

Table 1: CDR architectures summary

CDR Architectures Operation Mode Implementfa\t.ion Multi-phapnel
Cont. Burst | Analog Digital | Application
PLL-Based O @) A
Blind Oversampling O O A O O
DLL-Based a) Ck-Interpolation| O O O O O
b) Data-Deskew X O O O O
Gated-VCO @) ©) O
Alternative FSM-Based O O
& Oversampling/PLL | O O AN YA\
Hybrid DLL/PLL O O O

This thesis adopts the data-deskew CDR architecture for 10-Gb/s/ch timing
recovery, since a simple architecture;is suitable for digital-circuit implementations.
The chip is fabricated in 0.13-um CMOS;technology, and operates at a single 1.2-V

supply.
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Chapter 3
Deskew CDR:

System-L evel Analysis

Design of the CDR follows a top-down design concept. The burst-mode
multi-channel application introduces the system specifications as well as the
architecture candidates. To implement with digital circuits, a DLL-based data-deskew
CDR architecture is adopted. Once the architecture is determined, the details on
system behavior can be figured out, and the design parameters can be derived.

For “specifications-to-architecture” design, this section starts from the system
architecture to provide a clear picture of the CDR. It is then followed by system
specifications, design parameters, and the multi-channel synchronization behavior.
Both behavioral and mathematical analyses are conducted. After that, the CDR is built
and verified with the behavioral modelsin Simulink.

3.1 System Architecture

The CDR targets at on-chip burst-mode timing recovery. It cooperates with an
8-phase PLL at the receiver site. Odd-phase clocks align to the edges of the input data.

-21-



Chapter 3 - Deskew CDR: System-Level Analysis

They are recognized as the aligning clocks. Even-phase clocks are used as the

sampling clocks.

10-Ghis 25-Ghls
10-Gb/sDi —™»|  Full-rate Do » Retimef—> =~
PD x 8 Do<0:3>
> DCDL A
Y |
T P<0>
2.5-GHz
L oop Filter P<0:7>
Control Phase Control I:eadcc Confidence | Lead<0:3>
Codes FSM N Counter i Lag<0:3>
: A Lagcc A\
1 ? i)
P<0>

Fig. 3.1: Deskew CDR system architecture

Fig. 3.1 shows Deskew CDR system architecture. It consists of 1) a full-rate
DCDL, 2) phase detectors, 3) a confidence counter, 4) a finite state machine, and 5)
the retiming stage.

DCDL adjusts the delay of-the input data to obtain the optimal sampling phase. It
aligns the mid-point of data“period.to. the sampling clock. The full-rate circuit
operation occurs only in DCDL."All-circuits elsewhere operate in the quarter-rate
domain.

Phase detectors are composed of eight flip-flops. They use the 8-phase
quarter-rate clocks from PLL at RX. They are configured as 4 sets of Alexander phase
detectors (APD), so 4 sets of Lead/Lag information are available from this block. The
term Lead/Lag implies that the data |eads/Lags the clock.

The digital low-pass loop filter is composed of a confidence counter and a phase
control FSM. It emulates a single-pole R-C filter in continuous time domain but
operates in discrete time domain instead. The closed loop bandwidth is determined by
the counter size N

The confidence counter accumulates the 4 sets of Lead/Lag information. If the
counting value exceeds the limitation of N/-N, the output Lead../Lag.. will be
produced. FSM updates its state according to Lead../Lag.. from the confidence

% The counter size N refers to the 10-Gh/s domain, even though the confidence counter operates in
2.5-GHz domain. For the case of N = 24, it implies that the minimum phase update time is 24-bit time
or 2.4 ns.
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counter. The current state of FSM determines the control codes of DCDL.

By adding or removing delay, the CDR will finally come to its lock state. In
phase detectors, the data is recovered and inherently de-serialized into parallel data.
Then, the retimed four 2.5-Gb/s data are available from this system.

3.2 System Specifications

Table 2: Specifications of the 10-Gb/s Deskew CDR

Burst-data length 1200 bit
Frequency tolerance + 500 ppm
Peak-to-peak clock jitter between TX and RX 0.4 Ul
Tuning range of DCDL 1.4 Ul
Phase resolution of DCDL 6 ps
DCDL-induced Jitter 0.1 Ul

In Table 2, the length of the data packet is 1200-bit time. It includes a preamble
of 176 bits for the initial clock recovery. The tuning range of DCDL is 1.4 Ul, where
the 1-Ul delay is for compensating: stétic-phase offset and the 0.4-Ul delay is for
tracking the frequency error.

According to the frequency tolerance specification, the CDR is able to handle the
frequency error of 500 ppm. Or, the CDR can respond to the certain frequency error
as long as DCDL does not overflow. In our definition, thisis a dynamic specification
to the CDR.

Since the data-deskew type CDR has a finite tuning range, the peak-to-peak
clock jitter specification should be considered together with the frequency tolerance
specification. The clock jitter specification confines the total accumulated phase error
to 0.4 Ul during each burst period. It guarantees that DCDL will not overflow.

3.3 Design Parameters

3.3.1 Acquidition Time

Acquisition time is the time to obtain optimal sampling phase. It is the initial
tracking time of the CDR. To simplify the analysis, two assumptions have been made.
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First, assume the frequency error between TX and RX is small enough and can be
neglected. Second, assume that phase detectors give correct Lead/L ag information.
When the system isjust initialized, the input data requires some delay to align to
the sampling clock. For the best case, the delay is zero. It just aligns to the correct
phase at the first place. Asfor the worst case, it requires the delay of half Ul, or 50 ps.
According to the fact of probability, the average required delay is £25 psor 25 psin
the absolute value. Fig. 3.2(a) shows the timing diagram of the average acquisition.

Init. Cond. 2_5)ps

10-Gb/s Do X X XX r T e \
o 10601 X0
SR A L
pp i [\ Transition Probability
S P
—\_/_ 2 2 2 2
P4
P5 [ Probability of at-least-one transition
e\ [ .
[ =/ =5 (Ej -2
2 16
@) (b)

Fig. 3.2: (a) Avg. required delay (25ps) . (b)4-bit time transition probability

Assume the edge density d for one-bit time is 0.5. So, the transition probability
for continuous 4-bit time is (1-d*) = 15/16, shown in Fig. 3.2(b). The average
acquisition time of thissystemis

25 ps » Phase Update Time

Avg. Acquisition Time = , — — —,
Avg. Resolution  4-bit-time Transition Probability

(3.1)

Consider the counter size N = 24, average phase resolution is 6 ps, and phase
update time is N x 1Ul =24ns. By substituting them into (3.1), the average
acquisition time is 10.67 ns, or 107-bit time. As for the worst acquisition time, it is
double the previous value or 21.33 ns, or 213-bit time.

3.3.2 Loop-Latency Constraint

The term loop latency sums up the circuit operation time through the whole loop.
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It isthe total process time of the loop. The term loop-latency constraint is
Loop Latency < (N x 1 Ul). (3.2

where N is the counter size. The loop-latency constraint has to be considered for any
closed-loop system. If this constraint is not met, the out-of-date Lead/Lag decisions
will be accumulated in the loop. The unstable locking behavior may degrade the
performance of the CDR or even cause oscillation.

3.3.3 Frequency Tolerance

The frequency tolerance is the maximum frequency error between TX and RX
that a CDR can deal with. The frequency tolerance depends on what noise profile is
adopted. This analysis starts with an introduction to two types of noise profiles. The
first one has the uniform distribution and the second one has Gaussian distribution,
which represent the worst and the best cases respectively. [27]
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Fig. 3.3: Data eye diagram with the sampling clock
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Fig. 3.4: Jitter models of a) the uniform distribution b) Gaussian distribution
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Consider the CDR operates at lock state. The aligning clock aligns to data edge
with a phase error. Fig. 3.3 shows the data eye diagram with the aligning clock. In Fig.
3.4, the phase error is denoted as ¢, . It is the phase offset from the center of the jitter
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distribution.

The probabilities of Lead/Lag are functions of ¢, . In this work, Lead and Lag
control the Up and Down counting of the confidence counter.* Their probabilities are
denoted as P, and P, .

Fig. 3.4(a) shows the noise profile of the uniform distribution. The probability of
Upinthegray areais
b Jp/2-9, .
! J

pp

(3.3)

To derive the frequency tolerance, firstly discover the net probability of Lag to
that of Lead. The net probability of Down to that of Upis

P-P=1-P)-P = % (3.4)

pp

Fig. 3.4(b) shows the noise profile of Gaussian distribution. The probabilities of
this noise profile can be expressed as

4
4]
PR -1k z.Q(JfL]. 36)

According to (3.4) and (3.6), frequency tolerances of the uniform and Gaussian
distributions are derived in (3.7) and (3.8) respectively.

At__d 24 (37)
f N-L{Jp '
A d 3

TN L(l ZQ(J,”J] 9

where Af isthe frequency offset. L isthe number of steps per unit interval. The

vaueof L is

_ DataBit Time (1Ul) 100 ps

; ~16.67. (3.9)
Phase resolution 6 ps

* Lead/Lag indications result in Up/Down counting behaviors. They also refer to “adding delay to
data’/removing delay from data” in this work.
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To simplify the simulation, certain assumptions have been made. 1) ¢, = phase
resolution = 0.06 UI, 2) the equivalent edge density = 1-(1/2)"=15/16, and 3)
Jp=04Ul, J,
shown in Fig. 3.5.

s =0.04Ul. The simulation result of the frequency tolerance is

Frequency Tolerance vs. Counter Size N, @Jpp=0.4 U Frequency Tolerance vs. Counter Size M, @Jpp=0.4 Ul
5000 T T T T T T T T T T T T T
—&— Unifarm | —&— Unifarm
: : : .| —#—Gaussian a0 ] R SUNU e i) —#—Gaussian |]
ﬁﬂDDD_ ........ ........ ......... ......... ........ - —_ . . . . B B B
c : : : : : : £
= =
@ 5 r 5 . . . g 2000
§ 000K ......... B .......... ......... [EETERTITS .......... §
g5 ' ' : N=24 N=31: 5 5
< N I 2 1
Soooon ke Lo I LT PRI SR L i o
= . . . v - . =
T : : H - : @©
u% _ u% 1000
S TV1] SRRt SV S R - Foow 5 5 ; b :
. : : 'c==¢c¢=g¢¢= BOO oo b 703 ppm-- .
0 . ; L A ; i i i i i ;
5 10 15 20 125 30z 35 40 21 22 23 24 25 2 27
Counter Size M Counter Size N
(@ (b)

Fig. 3.5: Simulation of frequency.tolerance (@) the main plot (b) a zoom-in version

3.34 Counter Size

The frequency tolerance is a function of the counter size N. The larger N results
in the narrower bandwidth. In this case, the high-frequency noise can be filtered out
more but at the cost of slower response for the acquisition. On the contrary, the
smaler N can handle a larger frequency error. It gives a faster response for the

acquisition time.

To determine N, firstly consider the specification of the frequency tolerance. It is
1 500 ppm or 1000 ppm in the tolerant range. Assume a noise profile has both the
uniform and Gaussian distributions, and the ratio of the proportionsis 50% to 50%. In
Fig. 3.5(a), the maximum N for handling the 1000-ppm frequency error equals to 31.
Since the confidence counter operates in 2.5-GHz domain, the loop filter updates its
information every 4-bit time in 10-Gb/s domain. The candidates of N should be the
multiples of 4, such as 28, 24, 20, etc.

The minimum N is introduced to the system by the loop-latency constraint.
Even in the pseudo-NMOS circuit implementation, the process time of the entire loop
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requires at least 6 cycles of the 2.5-GHz clock. The candidates of N are 24 or 28 now.
To achieve faster acquisition, the smaller N is chosen.

In turn, the decision of N = 24 can derive an equivalent noise profile. From Fig.
3.5(b), the proportion of the uniform distribution to that of Gaussian distribution
equalsto (a: b ), where a=75%, b=25%. The derived noise profile is stricter
than the initial 50%-50% assumption.

In summary, the CDR is designed with a counter size N of 24. It is capable of the
1000-ppm frequency tolerance with a noise profile of 75% uniform and 25% Gaussian
distributions.

3.35 Loop Bandwidth

The closed-loop bandwidth of the CDR can be approximated and measured by
adding a smple sinusoidal jitter to the input [28]. The maximum slope of the
sinusoidal input jitter is handled by the CDR. The slew rate of the CDR should be
larger than the maximum slope:‘of the sinusoidal input jitter below the loop
bandwidth f, .

The relationship between:the freguency tolerance Af / f and the slope of the

input jitter is
Af
—=A (2rfon), (3.10)
£ Af [ f
BW 27ZA‘- ’

A isthejitter amplitudein second in (3.10), and fg, isinversely proportional
to A . So the loop bandwidth decreases as the input jitter amplitude grows.
Considering both the noise profiles of the uniform and Gaussian distributions and N =
24, we can derive the relationship of f,, and A from (3.7) - (3.10), shown in
Table 3.

Table 3: The loop bandwidth fy,, vs. theinput jitter amplitude A

Input jitter amlitude A 0.2 Ul 0.3 Ul 0.4 Ul
fey Of uniform distribution 224MHz | 10.0MHz | 5.6 MHz
fgy Of Gaussian distribution | 37.2MHz | 23.5MHz | 15.4 MHz
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3.3.6 Delay LineRelated

Tuning Range is the maximum tuning delay that DCDL can afford. Or, it is the
difference between the maximum and the minimum data delay. In our system, itis 1.4
Ul or 140 ps. The tuning range of 1.4 Ul can be divided into two parts. In the worst
case, the 1-Ul delay is used to obtain the optimal sampling phase. And, the 0.4-Ul
delay is used to track the frequency error.

Phase Resolution is the minimum tuning delay. It is developed by advancing
one LSB of the control code. The average phase resolution is the tuning range divided
by the number of codes. The specification for the average phase resolution is 6 ps.

Input Sensitivity is the required minimum input amplitude that the input stage
can handle and amplify to atarget level. The specificationis £ 50 mV.

3.3.7 Peak-to-Peak Clock Jitter between TX and RX

The peak-to-peak clock jitter specification is a constraint for both PLLs at TX
and RX. During timing recovery;the total peak-to-peak clock jitter has to be confined.
Even with the frequency error between TX and RX, the total accumulated phase error
in each burst period must follow this specification. The allowed peak-to-peak jitter
between TX and RX for the CDR1s0.4 Ul.

An equivalent frequency error of 333.33 ppm can be derived from this 0.4-Ul
peak-to-peak jitter. To simplify the anaysis, we assume the frequency error is a
frequency step. This frequency step is applied to the CDR at lock state. The
accumulated phase error At in second can be represented as

INETSN N — (3.11)
fo  fo(l+fg, -107)

=k i 1_;6 ’
fo |~ 1+f,, 10

k-

U

o_hll—‘

(fer -10°).

where k denotes the bit length of data packet. The full-rate f, equalsto 10 GHz, and
f o denotes the frequency error in ppm. Rewrite (3.11),

At=Kk -fy, -10* ps. (3.12)
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Substitute At =40 ps, k = 1200 into (3.12). The equivaent frequency error of
333.33 ppm is derived.

3.4 Multi-Channel Synchronization

50ps
-l e

Ch1 Di

Ch2 Di

Ch1 Init. Do
Ch2 Init. Do ) 4 (6D 61 (7D D &0 (5 () 7D

Ch1 Delayed Do

Ch2 Delayed Do

7\ MR [/
PP\__ /[ 2\ [\ [ [

Recovered D1
Chi D2

D3
DO

Recovered D1
Ch2 D2

—1-|1©

ANAOARMARN
pigtpipiniaiala

D3

(@ (b)
Fig. 3.6: Multi-channel datarecovery (a) aligning case (b) shifting 1-bit case

This section depicts the synchronization behavior of multi-channel timing
recovery. The recovered data of multiple channels are synchronized to a particular
clock phase of PLL. Ideally, the edges of the multi-channel data align to the same
odd-phase clock. That is, the recovered first bit of the first channel aligns to the
recovered first bit of the Nth channel. But for the practical usage, the edges of the
multi-channel data may align to different odd-phase clocks of PLL. It depends on the

skews among channels.

Fig. 3.6 illustrates a 2-channel timing recovery. The Init. Do is the initial output
of DCDL. Before the data acquisition process, the delay of half tuning range is added
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to the data in the initial setting. After that, the data delay can be tuned by: 1) adding
more delay to the data, or 2) removing the added delay from the data. Delayed Do
denotes the output data of DCDL when the system comes to its lock state.

In this work, even-phase clocks are the sampling clocks. The 4 recovered data
D<0:3> are developed from P<0>, P<2>, P<4>, P<6> respectively. They are sampled
by P<0> again. Assume the clock-to-Q delay is zero. The recovered data D<0:3> are
derived after two clock period of P<0>.

Fig. 3.6(a) shows the delayed Do of Chl and that of Ch2 align to the same clock.
So, the recovered data of Chl and that of Ch2 are aligned. In Fig. 3.6(b), the delayed
Do of Chl and that of Ch2 are skewed by 1-bit period. So, the recovered data are
shifted by 1-bit position. The parallel data re-arrangement is to be handled at a higher
level.

3.5 Behavioral Models

This section depicts the behavioral models of Deskew CDR in Simulink. It
makes a brief emphasis on what has been considered, how to build the models, and
the ways to set up the environment for the simulations.

351 System Architecture

»10-Gb/s Di
Random Initid > 10-Gb/s Do
Phase Error Phase Lead<0:3> 2.5-Gb/s
‘ ‘ Lag<0:3> Do<0:3>

| — ] 10-Gh
Frequency __, |DataGenerator] | o ) Retime ) Serializer 14 N
Error @TX & DCDL

A A v A A
Lead Confidence
L Counter
&cc s} A
: }
Frequency | Clock
Error @RX Source

Fig. 3.7: Deskew CDR system architecture in Simulink

Fig. 3.7 shows the CDR architecture in behavioral models. The data generator
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generates the full-rate PRBS data to DCDL. The initial phase of the input data of
DCDL is parameterized. And, the frequency error at TX is added here.

The frequency error at RX is added in the clock source. Besides, an additional
block Serializer is introduced to the system. It generates the 10-Gb/s output data To
for the comparison to Di and Do, where Di is the input data of DCDL, and Do is the
output data of DCDL.

3.5.2 DataGenerator & Delay Line

Initial Phase Input Data Gener ator
10 GHz _\ ....................................................................... ;
; PRBS : _
E VS sin =P : »Di
Frequency _/@_' Generator [ :
Error @TX =reesssssssssssmsmmsssssssnmnnnnsss s ;
Random : PRBS L ow-Pass
Phase Error SN _>>Generator Filter [ Do
—Leadcc\
D[ vspo=te O] o
LagCC _/

Fig. 3.8: Data generator & DCDL in Simulink

In Fig. 3.8, there are two signal paths, Di’s path and Do’s path. Di is the input of
DCDL. Do isthe delayed and noisy output of DCDL.

For Di’s path, the 10-GHz frequency adds the Frequency Error at TX. Through
the integrator 1/S, the frequency is converted to a phase. A sinusoidal function,
denoted as the sin block, transfers this phase into a clock in time domain. The PRBS
generator uses this clock and generates Di with the frequency error of TX. The initia
phase of Di is parameterized by Initial Phase. Note that Di is not actually fed to
DCDL in this configuration, but it does model the input data.of DCDL.

For Do's path, it begins from the input Lead.-and Lag.. to the output Do.
The tuning behavior of DCDL is modeled by adjusting the clock phase of the PRBS
generator. It is based on the fact that Adding delay to data is equivalent to removing
delay from the clock.

In the original design, DCDL adds one phase resolution to the data when
Lead validates. As for this configuration, the clock should subtract one phase
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resolution. So, in Fig. 3.8, the input Lead..is together with a negative notation.
Lag.c has the similar function as Lead... The phase is then added with a random
phase error. Through sin block, the phase is converted to the clock. The following
PRBS generator synchronizes to this clock. It generates a random pattern in the
polynomia of (1+x+x*). Finaly, the data pattern goes to the Low-pass Filter
block, so the ISl effect is also modeled. The implementation of this block includes a

low-pass transfer function and a hysteresis comparator.

Besides these two signal paths, there is a path for the overflow indication,
OverFlag. The tuning range specification of DCDL is 1.4 Ul. OverFlag validates
when the accumulated tuning phase ¢,z isabove 0.7 Ul or below -0.7 Ul.

3.5.3 Noise Sources

Data Ref Data Randn
1 1
0.5 (a) B 0.5 (C)
0 0
0 50 100 150 200 0 50 100 150 200
Data ISI Data ISI+Randn
1 1
(b) o ﬂlllmo (d)
0 0
0 50 100 150 200 0 50 100 150 200
Time (ps) Time (ps)

Fig. 3.9: Adding noise sourcesin Simulink (@) areference eye (b) 1Sl effect (c) random
noise (d) the combination of 1Sl and random noise

To simply observe how the noise profiles affect the eye diagram, the path of
(Lagoc-Lead ) inFig. 3.8istemporarily removed. Do is the output of DCDL in Fig.
3.8. Fig. 3.9 shows the eye diagrams of Do.

In Fig. 3.9, case (a) shows the ideal eye diagram of Do. In case (b), it shows the
eye diagram with 1Sl effect. Comparing to case (@), the eye is delayed due to the
low-pass transfer function. The deterministic jitter is added. In case (c), it shows Do
with random phase noise. A +40 Gaussian model is applied. In case (d), it shows
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the combination of both ISl and random phase noise.

For those eyesin Fig. 3.9 except the reference one, their jitter histogram plots are
givenin Fig. 3.10.

500 120 120
100 1 100
A00 1 80 1 &0

200

0 0 i k. 0 '
-1.8 -1 0.5 u] 05 1 168 -14 -1 -0.5 0 04 1 15 -14 -1 -0.5 0 058 1 1.5

Timein 10 ps
(@ (b) (©)
Fig. 3.10: Jitter histogram plots of (a) 1Sl (b) Random noise (c) I1SI and Random noise

3.5.4 PhaseDetectors

Fig. 3.11 shows eight DFFs serving as the phase detectors. P<0:7> are the
sampling clocks. The edge spacing.for each adjacent clock is 50 ps. Every 3 DFFs and
3 XORs compose a set of APD.-There are 4 sets.of APD in this block. Therefore, ther
are 4 sets of Lead/Lag outputs.

A

TI
\

O
T
T

Di —e—>{ DF

2t
i

e XOR[ Lead<0>
+—| DFF | DFF
|| _A__<:
P1 PO XOR[— Lag<0>
¢— DFF |—| DFF —<:
A LA
P2 PO XOR[™™ Lead<1>
¢— DFF |— DFF
A _A__<:
P3 PO XOR[ Lag<1>
$— DFF |— DFF
A _A__<:
P4 PO XOR[— Leag<2>
DFF |—
P5 XOR[— Lag<2>
+—| DFF —<:
il
PG XOR [ Lead<3>
~| DFF —<:
A
P7 — | XOR[— Lag<3>

A

Fig. 3.11: Phase detectors block in Simulink
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In phase detectors' block, Clock to Q Delay T, is critica. All the even-phase
clocks align to the midpoint of the data period. They sample the intput Di at the
optimal phase. So, T.,of even-phase detectors is 50 ps. The odd-phase clocks align
to the transition edges of the input Di. The T, is degraded to 125 ps. Behaviors of
the circuit-level T., determine the retiming scheme for APD, and thus need specid

cares.

355 Confidence Counter

The confidence counter and the phase control FSM compose the digital low-pass
filter. The filter contributes a pole to the CDR. But for the configuration shown in Fig.
3.7 and Fig. 3.8, the FSM is modeled by the integrator 1/S in DCDL. The tuning
phase of DCDL is derived instantaneously from Lead../Lag.. instead of the
control codes of FSM. So, there is not a specific block named FSM in Fig. 3.7.

" " LeadCOMP
L ead<0:3—s| 3DIL Binary /| Retimel—£ Lagcomp
Encoder A )
I “|complS] u/b counter | L8cc
A A Lagdc
3-bit Binary |_3 3 1
Lag<0:3>—»| " /| Reti mef=£
2g<0:3 Encoder ! A |f
e i

Fig. 3.12: Confidence Counter in Simulink

In Fig. 3.12, the count of Lead<0:3> is encoded into 3-bit unsigned integer, and
so does that of Lag<0:3>. After retiming, the integers are compared in COMP block.
The comparison determines which integer is the larger one. Lead e Will be true if
the encoded integer from Lead<0:3> isthe larger one.

The comparison result Leadqyp/L80coup 90€s to the U/D Counter for further
accumulation. If the counting value reaches the maximum/minimum limitations,
Lead../Lag.. will be validated. Then, the counter will be reset to its initial state
immediately.

The comparator COMP introduces the maj ority-vote scheme. For the comparing
cases of (4:0), (3:1), (3:0), (2:1), (2:0) or (1:0), they al regard the larger integer as 4.
The counting limitations of the final counter are +6/-6, and the equivalent counting
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values are +24/-24 respectively. The equivalent counting values refer to the whole
confidence counter’s size N = 24 mentioned previously. The equivalent edge density

is also enhanced by this scheme.

3.6 Behavioral Smulations

This section gives demonstrations of the full-system simulation. Di is the
10-Gb/s input data of DCDL. Do is the delayed output data of DCDL. To is seriaized

from the parallel recovered datafor comparison. P<0> isthe 2.5-GHz system clock.

3.6.1 Random Phase Noise

Fig. 3.13 gives an average case of the required 25-ps tuning delay, i.e., it requires
4 phase steps to obtain the optimal sampling phase. At the lock state, it shows how the
Gaussian noise affects the locking behavior. In this smulation, ISl effect is intrinsic
inside DCDL. The amplitudeis 0.1 Ul

Fig. 3.13 (@) shows the case without-Gaussian noise as the reference case. Fig.
3.13 (b) introduces 0.2-Ul Gaussian noise. At lock state, the frequency of the
Lead/Lag in (b) islower than that in (@) itpmplies that the loop bandwidth is reduced.
Fig. 3.13 (c) introduces 0.4-Ul Gaussian noise.. The system locks to another phase
state, which is different from (a) and (b), due to the large random noise.

2 T
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Lagcc

o= o=

SLo—=a o=

Lagcc

Fig. 3.13: Simulations of random noise (a) free of random noise (b) 0.2-Ul random noise

(c) 0.4-Ul random noise

3.6.2 Loop Latency

To observe how the loop latency affects the. systematic locking behavior. First,
remove the noise sources from-the system. So that, -decisions of phase detectors are
made from the precise data. Second, apply a periadic input to the CDR. Because, the
maximum Lead/Lag decisions occur at the maximum edge density of the input data.
These two conditions introduce the worst case that breaks the loop-latency constraint.

Fig. 3.14 shows the simulations of the loop latency in four cases
(@) loop latency < (IN x 1 UI)

(b) (AN x 1UI) < loop latency < (2N x 1 UI)

() (2N x 1UI) < looplatency < (3N x 1 UI)

(d) (BN x 1Ul) < loop latency < (4N x 1 UI)

For the ease of explanation, Lead and Lag is denoted as A and B. Case (a) is
exactly the definition of the loop-latency constraint. The system locks at a continuous
A-B-A-B state since the constraint is met. In case (b), the system locks at the
A-A-B-B state when the latency is just over the constraint. The more latency will
introduce the more instability to the system. As shown in case (c), it locks at the
A-A-A-B-B-B state, and case (d) locks at the A-A-A-A-B-B-B-B state.
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It is obvious that an extra latency (N x 1 UIl) introduces an extra repeating
pattern (A-B) to the lock state. Because, the extra latency alows those out-of-date
Lead/L ag decisions to be trapped and released in the loop later.

Di

Do

To

P<0>

Lo SO SO SO SO = SO

Lagcc -

=T R )

Lagcc

Lagcc

o= o=

Lagcc

SLo—=a o=

Fig. 3.14: Simulations of loop latency

-38-



Chapter 3 - Deskew CDR: System-Level Analysis

3.6.3 Frequency Error

This section depicts how the CDR responds to the frequency error. To simply
observe the tracking behavior of the CDR, the delay of the input data is adjusted by
the parameter Initial Phase. So, the CDR just locks at the origin of the time axis.

Fig. 3.15 shows the simulations of the frequency error in three cases. Case (a) is
the reference case. The number of Lead decisions matches that of Lag. It is the ideal
case that Lead/Lag always occursin pair. As for case (b) and (c), there are extra Lead
decisions circled by the dashed lines. Those extra Lead decisions tracks the frequency
error of TX.

The ssimulation time is 60 ns, or 600-bit time. From (3.12), it requires a 18-ps
tuning delay to compensate the 300-ppm frequency error lasting for 600-bit time. As
for the 500-ppm frequency error, it requires a 30-ps tuning delay. Since the phase
resolution is 6 ps, the extra count of Lead decisions is expected to be 3 for case (b)
and 5 for case (¢). The simulation shows alimost the same as the derived.
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P<0> I LT [l (LTI I||I| [IIL AT I Il
| |

Lagcc

Lo— o= o= o= SO —h o=

’’’’’

Lagcc
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Fig. 3.15: Simulations of frequency error (@) free of frequency error, (b) 300-ppm
frequency error at TX, (c) 500-ppm frequency error at TX.

So far there is no case that demonstrates the overflow of the delay line. For this
phenomenon, the ssmulation in Fig. 3.16 is created.

In this simulation, the frequency error of TX is+500 ppm, and that of RX is-500
ppm. So, the total frequency error is 1000 ppm. The simulation time is 130 ns or
1300-hit time. According to (3.12), it requires atuning delay of 130 ps to compensate
the 1000-ppm frequency error. However, the maximum upward tunable delay is half of
the tuning range or 70 ps. Since 70ps/ 6 ps = 11.67, OverFlag validates at the 12th
phase step shown in Fig. 3.16.
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Fig. 3.16: Simulation of DCDL’s overflow
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Besides, the time when the overflow occurs is predictable. Rewrite (3.12), it
becomes

_ At/ ps
for 10

(3.13)

When At =70 ps, k = 700 is derived. It indicates that DCDL shall overflow at
the 700th bit time or 70 ns. In Fig. 3.16, it happens at 67 ns.

After the overflow, the delay line is no longer upward tunable. Those Lead
decisions validate without actual tuning actions at the duration of time = 70 ns ~ 120
ns. After 120 ns, the Lag decisions take place. Because, the accumulated phase error
finally flips the Lead/L ag relationship between the clock and the data.

-41-



Chapter 4 - Deskew CDR: Circuit Implementation

Chapter 4

Deskew CDR:

Circuit Implementation

4.1 System Architecture

Fig. 4.1 shows the circuit-level architecture of the CDR. According to the
operation rate, building blocks of the CDR operate in two frequency domains. DCDL
operates in the 10-Gb/s domain. The others operate in the 2.5-GHz domain.

DCDL receives the 10-Gb/s small-signal data. It amplifies and adjusts the delay
of the data. Phase detectors have been configured as 4 sets of APDs. They sample the
datafrom DCDL and judge the Lead/L ag relationship between the data and the clock.

The confidence counter consists of 1) an encoder ENC, 2) a comparator COMP,
and 3) an accumulator ACCU. In ENC, the counts of Lead/Lag from APDs are
encoded into two 3-bit integers. These two integers are compared in COMP. The
comparison result goes to ACCU for the further accumulation. If the accumulating
value exceeds the counter size N/-N, the output Lead../Lag.. validates.

The finite state machine FSM receives Lead../Lag... It updates the state
accordingly. Finally, DCDL receives the control codes of FSM. These codes
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determine the delay of the data.

A clock buffer block BUF is introduced here. It buffers the clocks P<0:7> from
the PLL at RX. It guarantees that all P<0:7> see equa capacitances. BUF aso
provides the 2.5-GHz Ck and Ckb to the CDR. They are asynchronously buffered
from two clocks of the P<0:7>.

25-GHz P<0:7>
+ 2.5-Ghls
10-Gb/sDi _f  Fyl-Rate DCDL 10-GbisDo o ,["ApDo > D00
(50 mv) (400 mV) S
.
APDO | Dol
P<2:4>
: > — > Do2
caz Ea
| APDO | D03
Lead.,Lag.. : >J
Phase Ctrl ( «
Fsv =] Accu ls—{ compP[TZ] Enc [2

e e o

CadnfTdelce Counter

Fig. 4.1: Deskew CDR cireuit-level architecture

4.2 Critical Design (1): DCDL

Features of the large tuning delay, good noise margin, and self-adjusted crossing
point, etc are what the large-swing DCDL benefits from the use of the static CMOS
inverters. However, the bandwidth of the static CMOS inverter in 0.13-um technology
is insufficient to deal with the combination of the input capacitance of the next stage,
wiring and other parasitic loads. It is necessary to apply the inductive-peaking scheme
to the circuits, so as to achieve 1) the required 18-dB gain at the pre-amplifier stage,
and 2) the practical 7-GHz edge frequency®.

The circuit design of DCDL is critical for two reasons. First is the insufficient
bandwidth as mentioned previously. Second is the uncertainty of the parasitic R

® For the 10-Gb/s datarate, one bit timeis 100 ps. Consider a practical eye of 50-ps transition time and
50-ps steady time. The 50-ps transition time approximates an edge frequency of 7 GHz.
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and C. The value of R and C determines the phase resolution of DCDL. It also
determines the amount of the inductive peaking. So, severa iterative processes
between the post simulation and the layout modification are required for the design of
DCDL.

421 DCDL Architecture

Fig. 4.2 shows the DCDL architecture. It consists of 1) a pre-amplifier stage and
2) the main delay line. The pre-amplifier stage is composed of three cascaded cells
denoted as A. It serves as a limiting amplifier, and provides a total gain of 18 dB to
the input data. The swing of the 10-Gb/s data is amplified to its upper and lower
bounds, so that the monotonic and smooth tuning per phase step is guaranteed.

The main delay line consists of 8 delay cells denoted as At, where the last delay
cell is the dummy one. The notation At also refers to the propagation delay of a
delay cell. There are 7 timing intervals between the 8 delay cells. So, the tuning
range of DCDL approximates (7 At):®

Fig. 4.3(a) shows the schematic of-the delay cell. The pre-amplifier cell aso
adopts this schematic. The only difference between these two cells is the strength of
the positive-feedback latch. A smaller.laich-sizeis adopted by the pre-amplifier cell.

Two tuning functions are available to-the main delay line. The coarse tuning
function is implemented by the propagation delay of a delay cell. In Fig. 4.2, al the
data d<0:7> are tapped from the delay line. These data are classified into even/odd
types. They are fed to two 4-to-1 multiplexers respectively. Only the adjacent
even/odd data pair is selected in the multiplexers. The outputs of the multiplexers are
denoted as Ev/Od. Fig. 4.3(b) shows the schematic of the multiplexer of the odd-data
path. It comprises 4 tri-state buffers. Only one of the buffers validates at atime due to
the one-hot coding scheme. The multiplexed data pair Ev/Od goes to the interpolator
stage.

The fine tuning function is implemented by the interpolation of Ev/Od. Fig.
4.3(c) shows the schematic of the interpolator. The fine control F<0:3> are in the
thermometer format. The interpolator determines the proportions of Ev/Od for each
interpolation by F<0:3>. The phase difference of Ev/Od is equally divided into 4
portions. So, the phase resolution isderived as (At/4).

® Thetuning rangeis (7At- At/4) or (27At/4) becausethere aretotally 28 sets of control codes.
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C<O,%4,6>
I ? ? 4
Pre-amplifier MUX Ev
Di b b b }Dummy Do
MUX od F<0:3>
. . . }
C<1,357>
Fig. 4.2: DCDL architecture
C<1,35,7> F<0:3> F<0:3>
di
d3
Ob d5 odb E o Evb
d7
di
b o ds3 Od O Odb
dsl
d7l
C<1,35,7> F<0:3> F<0:3>
(a) (b) (©)

Fig. 4.3: Schematics of (a) adelay cell (b) MUX4:1 (c) the interpolator

4.2.2 Inspection by the R-C M odel

Consider an ideal step signal is applied to a simple R-C model. The propagation

delay of thesignal is
100%

-7 = 0.697r 4.1
S0% ) (4.1)

In(

where 1t isthe R-C time constant. The 10%-90% risetimeis

90%
10%

In( )T = 221 (4.2
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From (4.1) and (4.2), it follows that

Propagation Delay ~ R'SETT'me (4.3)

To determine the number of the cascaded delay stages, we consider the transition
time 0.5 Ul of the practica 10-Gb/s eye. From (4.3), the propagation time of one
stage approximates (0.5/3 Ul). To achieve the tuning range of 1.4 Ul, the required
number of stagesisderived as 1.4 Ul / (0.5/3 Ul) = 8.4. The circuit implementation
has 8 stages.

As a rule of thumb, the R-C model provides a rough but usually well-enough
estimation. Errors come from the overshooting and/or ringing behaviors of the step
response, which are not modeled by an R-C model for sure.

4.2.3 Bandwidth Limitation by Technology

Before carrying on the topics, ef 'DCDL; we introduce the intrinsic bandwidth
limitation by the technology.

Table 4: MOS intringic f; IN-TSMC 0.13-pm 1P8M technology

Overdrive Voltage 200mV 300mV 400mV

Standard NMOS 53.2 GHz 60.7 GHz 64.1 GHz
Low-Vth NMOS 57.0 GHz 64.2 GHz 67.1 GHz
Standard PMOS 15.3 GHz 19.2 GHz 21.7 GHz
Low-Vth PMOS 20.7 GHz 24.9 GHz 27.0 GHz

The transition frequency f, of transistorsis derived from the unity current gain.
f; is a performance metric of the technology. It gives an intuitive guide to the
high-speed amplifier design.

Table 4 showsthe f, of different transistor models. Since f; is proportional to
the overdrive voltage V., in a first-order equation, the larger V., results in the
higher ft. The result in Table 4 is based on an ideal pre-simulation. All transistors are
free of body effect.

Both the low-Vth NMOS/PMOS are adopted for the implementation of DCDL.
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4.2.4  Inductive Peaking

Gal n ------ —l
Vi - Vo E Zin
vi R 4—)
MN
L oad
(@ (b) (c)

Fig. 4.4: Schematics of (a) the proposed inductive peaking, (b) an inductive-
peaking folded amplifier in half circuits, (c) the inductive load.

Fig. 4.4(a) shows the schematic of the proposed inductive. It consists of the input
gan stage and the inductive load. The inductive load simulates the
frequency-dependant impedance of a passive inductor. The architecture in Fig. 4.4(a)
issimilar to that in Fig. 4.4 (b), except that 1) the current sources are removed. And, 2)
PMOS are active in the signal path.

Since PMOS loads the signa path, the:bandwidth of the DCDL is mainly limited
by PMOS. Besides, f,of the low-Vth PMOS is 25-GHz at the 300-mV overdrive in
0.13-um technology. It is therefore critical-to-achieve the 10-Gb/s operation, which
includes the amplification at the pre-amplifier stage.

Fig. 4.4(c) shows the schematic of the inductive load. Define the equivalent
0, and g, as

gmI = gm,P + gm,N (4-4)

gdsI = gds,P + gds,N

where g, denotes the gm of PMOS. g, denotes the gm of NMOS. The input
impedance of the load stage is

Zin|dc = (g'ds + glm)-:L = g.m_l (4-5)

] '1
Zin|high frequency G +g ds) (4.6)

In (4.5), the low-frequency input impedance Z, of the inductive load is
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(gm')'1 since the local feedback resistor generates the drain-to-gate DC path for the
diode-connect MOS. In (4.6), the high-frequency Z, of the inductive load is the
resistance R in paralel with the output impedance of the inverter. Because, the
equivalent gate-to-source capacitance forms a short-circuit path at high frequency. To
introduce the inductive peaking, the impedance (G + g'ds)'1 at high frequency is
designed to be larger than the impedance (g, ')_1 at low frequency.

Gain

Vo
Is Rs Z Load

Load

Fig. 4.5: Simplified small-signal model of the proposed inductive peaking

Fig. 4.5 shows the ssmplified smallsignal.model to derive the DC gain. The gain
stage is modeled by a current source lsrand. a resistor Rs. The inductive load is

modeled by a simple Z, ., . To-express IS, Rs, and Yo in the equivalent gm and gds,
we get
Is = glm,GainVi

4.7)
Rs = (g'ds,Gain)-1 (4.8)
ZLoad|dC = (g'ds,Load + g'm,Load)-1 (49)
Vo = Is (R 11 Zoag) (4.10)
= glm,GainVi' (glds,Gain + glds,Load + glm,Load)-l
So, the DC voltage gain is
V, g.mGain g'mGain
AI(O) =_0 = | - L ; = - L
Vi de g ds,Gain+ g ds,Load+ g m,Load g m,Load (4'11)

As mentioned, PMOS with its transition frequency of 25 GHz limits the

operation speed. So, the DC gain of the pre-amplifier cell is designed to be
approaching 2 but less than 2.
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Return to the delay cell in Fig. 4.3(a). It is composed of 1) the gain stage, 2) the
load stage, and 3) two inverters in the output path. The previous two circuits
introduce the inductive peaking. As for the two inverters, they are positive-feedback
latches in the delay cell.

Although the latches introduce an extra load to the signal paths, there are more
significant benefits listed as below. 1) Relate the data and data-bar paths. 2) Introduce
hysteresis by adjusting the upward/downward trip-point. And 3) through hysteresis,
introduce more delay and also suppress noise.

4.3 Critical Design (2): Loop Latency

The second critical design is to meet the loop-latency constraint. For the counter
size N = 24, the circuit process time of the entire loop should be less than 2.4ns, or six
2.5-GHz clock cycles. Static CMOS logic gates are not capable of this task. Dynamic
logic circuits are fast in operation andeconomic in power, but these circuits introduce
a complex clock distribution network. As a result, the pseudo-NMOS logic gates are
adopted. In the pseudo-NM OS scheme, logic functions can be optimized into one
dimension, which is the NMOS dimension, while the grounded PMOS just acts as a
load. The operation time for a Specific function is greatly reduced because of the
reduced number of stages.

Fig. 4.6 shows the loop latency diagram. It introduces the retiming pipeline
stages. The loop has been broken at the output of DCDL and the input of PDs. A
partial retiming scheme is applied from phase detectors to the XOR-Group stage to
minimize the number of stages. The output Q<5:7> and Q<0> from phase detectors
do the XOR function together with the retimed output Qr<0:4>. The 4 sets of
Lead/Lag are asynchronous but behave synchronoudly as long as the timing is well
designed. Fig. 4.7 illustrates the timing of signal flow from phase detectors to the
3-bit encoders.

The first 50-ps latency in Fig. 4.6 results from the setup time of the phase
detector. Notice that the global 2.5-GHz clock Ck aligns to the clock PO. The phase
difference between P<n> and P<n+1> is 50 ps. So, the retiming latency from QO to
Qr0is400 ps, and from Q1 to Qr1is 350 ps ... and so forth. Asfor the latency of the
direct-forward QO is O ps. The total loop latency is 2.45 ns to 2.05 ns, where the
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2.45-ns latency comes from the longest QO-to-Qr0 path. The average loop latency is

2.25 ns, which isless than 2.4 ns of the loop-latency constraint.
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: | aepooug | :
Areurg 1q-¢ [ | : L.dd [+
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BN - ad [+
<g>%e : d
: o
1D 2[99 [Fo|Lad Y
M = H
: : e : <I>PeT| O |¢
: ” A L ; P 2 e e |HLad et
D x.U M A9 <]>3e] p
sad v s TS @V g <
0J05) INSA JLju &b avdil o o= _
<« 1a0a 1O e an le mm sopooug  [* ‘70| 5[0 ad 1
e ) I w ddl w 2O | T|&rugng-c | ~ 1d
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Ppgey | dNOIFep o ‘0| [0 |19 Y 100a
Dpeay L dWODppyy <0>3e] 0d 0.1/
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Fig. 4.6: The loop-latency timing
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—>| |

10Gbps Din XX )OO X OC X XX X X X))
PO

PO N N\

PR\

PR\ /[ \. [/ \!_ /" \__ ClocksfromPLL
P4 _\_/  / \_/_\_
P\ /[ T\ [T\ _ [\
P6 ' i i
PT T /T /T [
i i i
r Q0 X X X X
QL X i X i X
Q2 _| X i X i X
Approaching Q3 ' X ' )| ' X PD’s Output Q<0:7>
Q5 :x: X: X: X—  where
Q6 Xl i X X__  Teo =50 psfor even-phase clocks
\ Q7 : X Y —Y Teq = 125 psfor odd-phase clocks
Qr<0:4> 1 X X X X
Lead, Lag<0:1> X X —X
Head<2> : ) I ) Iﬁx Lead/Lag f APD
Lag<z> X X X X ag from s
Lead<3> | ! )| ! X ﬁx
T 1
Lag<3> _| X LN : X
L<0:3>, R<0:3> ::X : X : X X 3-bit Encoders’ Output
1 1

Fig. 4.7: The timing diagram: from PDs to the 3-bit encoders

4.4 Building Blocks

441 Alexander Phase Detector

Alexander phase detector [29], or APD, was published on Electronics Letters in
1975. Because of the high-gain characteristics in its input-to-out transfer plot, it is
also known as a bang-bang PD or a binary quantized PD. Fig. 4.8(a) shows the
conventional APD architecture. Fig. 4.8(b) shows the timing diagram. An assumption

Teo = O has been made.

In Fig. 4.8(b) and (c), the input Di is sampled at both the rising/falling edges of
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the clock. Node a is sampled at the first rising edge. Node b is sampled at the falling
edge. Node c is sampled at the last rising edge. So, nodes a, b, and ¢ are all sampled
and retimed at the rising edges. It ensures the synchronous operations of the XOR

gates.
a b c
a
Di DFF—$—>|DFF A)D,X Di —o L
A A
Ck Ck £F 1§ 1
(b)
DEF a b c
(o] Di —o—o—I l—
Ck Ck £ v 41
(a) (c)

Fig. 4.8: Conventional APD (a) schematic (b) data leads (c) datalags

Consider the clock falling edge as a reference edge. Fig. 4.8(b) is the case that
the data edge leads the reference edge. Fig. 4.8(¢) implies the data edge lags. In the
timing diagram, the data Lead/l.ag phenomenon:can be observed by the logic
operations of a, b, and c. If (X~Y ) is true, the data edge |eads the clock falling edge.
If (Y-X) istrue, the data edge’ags behind:therclock falling edge. Fig. 4.8 illustrates
the full-rate APD, where the clockrate equals o the data rate. The clock falling edge
also samples the data. Conceptually the APD applies an oversampling scheme to
recover the NRZ data, where the oversampling ratio is 2.

a 50ps
Di —e—> D/I\:F 4_) > Lead > &
A 10-Ghy/s Di XX OO
P<n> o\ [\
b pp— [
> D/I\:F_‘J —Lag o —/ __/
4 P/ [
P<n+1> P4 A/  _\__ [
- C 5/ \____
> DEF P\ /  \
yy pr [
P<n+2>
(@ (b)

Fig. 4.9: Proposed APD (a) schematic (b) timing diagram
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Fig. 4.9(a) showsthe proposed quarter-rate APD, wheren=0, 2, 4, 6. It appliesthe
2.5-GHz 8-phase clocks shown in Fig. 4.9(b). The Lead/Lag information can be
derived from the nodes a, b, and c as previously described. In Fig. 4.8(a),
(X-Y) validates for data edge leading and (Y - X) validates for data edge lagging.
But for the proposed implementation, it ssimply regards X as Lead, and Y as Lag to
reduce the process time. This simplification introduces two false events shown in Table
5. Later on these two events are corrected by the mgority-vote scheme in the
confidence counter.

Table 5: The truth table of the proposed APD

a|b|c|Lead| Lag
0|0]|O 0 0
0|01 0 1
o|1]|0 1 1
0|1]|1 1 0
1[040 1 0
110 % 1 1
13} il 0 1
10 1)1 0 0

442 Confidence Counter

Fig. 4.10 shows the confidence counter architecture. It consists of 1) a 3-bit
unsigned encoder, 2) a comparator, and 3) an accumulator.

— Leadoyp
L ead<0: 35— 3-0It Binary s |Retime ?;, Lagoonm
Encoder a1 0z
1 " |comPR] U/D Counter | L€8cc
LA A Lagd.c
-
, 3-bit Binary |3, [oeti mal 3, JR<0:2>
<0:53>—> »|Retime
Lag<0:3 Encoder | ° A |7
pe0> l

Fig. 4.10: Confidence counter architecture
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B The3-bit Encoders

The encoders derive the counts of Lead<0:3> and Lag<0:3>. For the circuit
implementation, it counts the zeros of the input-bars. The result is encoded into 3-bit
unsigned integer O<0:2> shown in Table 6.

Table 6: The truth table of the encoder

I3b 0 0 0O OOOOO1 1111111
2b 0 0 0 01 1 1100O0O0 1111
b 0 0 1 1 0 0 1 1 0 0 1 1 0 O 1 1
Ob 0 1 0 1 0 1 0 1 01 0 1 0 1 0 1
02 1. 0 0 0O0OO OOOOOOOO0OO0O
oo o011 1111011101000
o o011 01 00110010110

DenoteI3b as a, I2b as b, 11b as ¢, and 10b as d. The output O can be expressed

as below
02 = a+b+c+d (4.12)

Ol = (a-b+a‘b)(c+d)+a-b(c+d)+a-b-c-d
00 = (a®b)@® (c@d)

B The Comparator

Leadb
. R CL(())rgr:[é COMP
A2b o Y Lagbcomp
Alb
BO
AOb

Fig. 4.11: The 3-bit binary comparator

Fig. 4.11 shows the 3-bit comparator implemented with a ripple adder. The
comparison result is derived from (B - A). The circuit implementation adopts the
carry-look-ahead adder instead of the ripple adder, so the long carry chain is avoided.
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The look-ahead carries can be expressed as

.C,+G,= P +G, (4.13)
sz F)l'(R)+Go)+G1
C, = Pz'Pl‘(R)+Go)+P2'Gl+Gz

where P indicates the propagation of the carry. G indicates the generation of the carry.
The pseudo-NMOS circuits for the carry generation are given in Fig. 4.12.

5"‘—:"_ c1b 2 c2b ¥ C3b
P14 PG, [P
60450% Gﬁﬁeﬁ Gﬁﬁ G5, A

Fig. 4.12: Circuits of look-ahead carries

B TheAccumulator

The last stage of confidence counter-is.an-accumulator. It is an up-down counter
as shown in Fig. 4.13. When éther Leadb gs0r Lagb,g,,.from the comparator
validates, the accumulator starts its counting. The validation of Leadb.,,, resultsin

upward counting, whilethat of Lagb.,,,, resultsinthe downward counting.

Lesthe,, 11— p T,
waCOMP - | —
S0 s1 2 3
TO | TFF TITLTFF T2 | TFF T_LTFF L
a A A 3 /' s
o — [ [ B

Rst
Fig. 4.13: The main counter in the accumulator

The critical path in Fig. 4.13 isthe T'slogic. It can be optimized by the equations
bel owv
T,=A+B=AB (4.14)
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T, = AS, + BS = AS, -BS,
= (A+S)- (B+S)
T,=ASS + BSS= ASS ‘BSS
= (A+$+S) (B+S+S)
T, = (A+$+S+S) (B+$+S+S)

where Leadb,,,,/Lagb..,pis denoted as A/B. Based on (4.14), Fig. 4.14 redlizes

the T's logic in the pseudo-NMOS scheme. The process time is greatly reduced. It
approximates one-gate delay.

¢
N Y e g

Bb Bb[ S04

\/

Fig. 4.14: T'slogicin pseudo-NMOS

Fig. 4.15 shows the state transition diagram of the accumulator. The upward
counting is denoted as U. The downward counting is denoted as D. And, N stands for
the case that both U and D are false. The path (1) generates the Lag... The path (2)
generates Lead .

Fig. 4.15: The state transition diagram of the accumulator

-56 -



Chapter 4 - Deskew CDR: Circuit Implementation

Table 7 shows the state name and its counting value. If the accumulator
overflows, outputs Lead../Lag..will be validated. The counter will be reset to its
initial state‘STO' immediately.

Table 7: The state table of the accumulator

State Name ST5 ST4 ST3 ST2 ST1 STO ST11 ST12 ST13 ST14 ST15

CountingvValue 5 4 3 2 1 0 -1 -2 -3 -4 -5

Implementing the dynamic reset function istricky. In Fig. 4.13, the main counter
employs the resetable T Flip-Flops. The input Leadb.,,,/Lagb.,,, and the current
state are monitored all the time. Once the overflow condition is hit, the default setting’
isloaded to the TFFs at the next clock cycle.

443 FiniteSate Machine

FSM consists of an up-down counter_and combinational logic circuits. In Fig.
4.16, the 5-bit counter is implemented: with TFFs just like the 4-bit counter in
confidence counter block. Comparing to.the dynamic reset of the confidence counter,
the reset function here is static and.is for theinitialization of DCDL. It adds the delay
of half the tuning range to the 10-Gb/sinput data.

]

Leadb.c —] —

S0 S S2 3 4
TO L TFF TL—LTFF T2 TFF T3—LTFF TATFF >

e =l e =l i il e =l

Fig. 4.16: The 5-hit counter in FSM

The coarse/fine control codes are developed from the counting value of the main
counter. S<2:4> determines the coarse control C<0:7>, and S<0:2> determines the
fine control F<0:3>. Table 8 shows the truth tables for coarse/fine control codes. For
S<2:4>=[1,1,1],itisanillega state.

" The default setting can be any counting value in binary format. It is‘all zero’ in thisimplementation.
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Table 9: The complete truth tables of FSM
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Table 9 shows 28 sets of control codes. In other words, there are 27 phaseintervals

available for the tuning. Theinitial state S<0:4>

the tuning rage to the data.

[0,1,1,1,0] addsthe delay of half
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The generation of coarse control C<0:7> is critical in FSM. Even though they
come from the synchronous S<2:4>, the combinational logic is asynchronous and
may introduce timing difference to C<0:7>. Consider a timing difference of 1 Ul for
example. The 4-to-1 multiplexers in DCDL fail to select the correct data path, so one
bit of the full-ratet data is missing.

To minimize the timing difference between C<0:7>, the coarse control adopts the
two-stage NOR scheme in pseudo-NMOS. The equations are given as below

©=5-55=5+5+S ; C,=0+g (4.15)
6=55'5=5+5+S ; C=g+q
©=5%5=-5+5+S ;C,=g+6
6=5%5=5+5+S5 ; Ci=g te
6=5S5=5+5+S, ;C,=6,+¢,
&=9S §~SZ=S4+%+SZ ;65:e4+es
=55 5,=548+S, : Co=6+6
=S, S5, = 5+9,45, 4 C,=6+0

The logic gates of NOR3 and NOR2 are shownin Fig. 4.17. By adopting (4.15),
the timing difference is eliminated. But, 1t requires.two stages to finish the logic. An
extra stage delay is introduced to the'loop:

(@ (b)

Fig. 4.17: NOR gates for coarse control (a) NOR3 (b) NOR2

The fine control F<0:3> determines the interpolation. It is relatively robust,
because 1) the summation of weighted proportions is inherently linear, and 2) the
interpolation is ensured by the thermometer coding style. The equations of F<0:3> are
given

=S (4.16)
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R=58(8 %)
F=58S
=508 %)
Fig. 4.18 shows the circuit implementationof Y = A®(B-C).
N= Y
A, A-

B
Bb-5,CoH[, CH

Fig. 4.18: Thecircuit of Y =A® (B-C) for the fine control

444 Logic Components

This section shows the circuits;of some basic logic components which build up
the system. In the pseudo-NM QS scheme, the process time of each functional block is

one-gate delay.
B XOR/XNOR
€I Y ‘;I Y
AbH[ A4 A 10 Apd
Bb 4[5, B4 Bbih, B
(@ (b)
Fig. 4.19: (a) XOR (b) XNOR
B D Flip-Flop
D> N »Q
D—* DFF |> Latch
il g Bl S A et
Ck Ck Ckb
(a) (b)
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(©) (d)

Fig. 4.20: Schematics of (a) a DFF, (b) master & dlave latches, (c) a latch, (d) the
source-coupling latch.

® T Flip-Flop b, T Rstb, Ret
Maste Sav
T 10 Latch Latch 'I >Q
Rst —» A PaN A Qb
Ck Ck I Ckb
Gnd: Resetto 0
Vdd: Resetto 1
(@ (b)

Fig. 4.21: Schematics of (a) a resetable TFF, (b) master & dave stages of the TFF, (c)
the circuit of MUX & latch.
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Chapter 5

A 10-Gb/s Transceiver Test Chip

5.1 Architecture

The test chip realizes a 10-Gb/s transceiver, which consists of a CDR and a
transmitter. Fig. 5.1 shows the full-chip architecture. The core circuit is the proposed
Deskew CDR. It receives the full-rate data from the tester and recovers it into four
quarter-rate data D<0:3>, which synchronize to the global clock P<0>. The paralel
data then go to the transmitter, which is composed of the 4-to-1 serializer and the
full-rate output buffer, and then the serialized full-rate data go back to the tester.

Due to the lack of on-chip channels in this chip, the channel-induced jitter and
the degradation on signal amplitude is modeled by the CDR’s input from the tester.
Functions of jitter injection, data driving range, and crossing point adjustment, etc.
are available by the tester.

This chip is realized with high flexibility on measurements, based on two facts.
First, the full-rate differential data and clock come from the tester synchronously.
Second, the on-chip quarter-rate clocks are derived from the full-rate clock. The
performance of the chip can thus be fully measured. For example, the origina
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targeting data rate is 10 Gb/s, but it can be measured at 12 Ghb/s for the up-grade case
or at 8 Gb/s for the down-grade case.

Ck_10G, Ckb_10G

P <g:7> L
1 7 8-phase Clock
SERC CKDIV Generator
Di_10G
Dib_10G CORE
(De-Skew CDR) To_10G
. Tob_10G
DCDL_T
Coarse
1 1Ctrl <0:7> ¢_._‘ 5-pit
5 A4 A4 Binary Ctrl
DCDL Citrl 5-bit REG A| |5-bit REGB
Fine
Ctrl <0:3> 1 7
Bypass Bypass 2.5-Gb/s
8 ut Buffers
cc_Lag 22 Lag ext
— i Lagb_ext
cc_Lead : Lead ext
Leadb_ext

Fig. 5.1: The full-chip architecture

5.2 Design for Test

Besides the previous description on controlled data input and the measurement
flexibility, this section describes the considerations for the test, such as phase
resolution measurements, pads/buffers sharing, etc, as well as the circuit operation in
different modes.

5.2.1 Phase Resolution M easurement

An additional DCDL block, denoted as DCDL_T, is introduced to the chip.
There are mainly two measurements to be made. First is to understand the phase
resolution of DCDL. Second is to see how the DCDL-induced jitter affects the output
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eye diagram. And from the eye diagram of different tapping location, the induced
jitter from stage to stage is observed. The maximum number of stages can be further
analyzed and determined by the measurement resullts.

5.2.2 Output Buffer Driving Capability

The driving capability of the full-rate output buffer is controllable through the
variable amount of the pre-emphasis. The delayed negative-feedback driving strength
of the tri-state buffers constitutes the pre-emphasis mechanism. For a large capacitive
load, it requires more strength but at the cost of the eye closure in the magnitude axis.
Asfor asmall capacitive load, less strength is able to deal with. A capacitive load of 1
pF for each probe pad is considered as the typical case in thiswork.

The negative-feedback strength depends on how many tri-state buffers are
activated, and therefore it is controllable.

5.2.3 Pad<gBuffers Sharing

The control mechanism of DCDL_T:and the driving strength of the output buffer
both require 5 bits in binary farmat. To save the area cost, these 10 bits share the 5
control pads, denoted as Ct<0:4>.

Two sets of 5-bit registers are used for the pads sharing. They operate in the
low-frequency domain. The low-frequency clock comes from the global 2.5-GHz
clock divided by 512, so asto eliminate the disturbance to the internal circuits.

The 5-hit data Ct<0:4> is loaded continuously to either Register A or Register B.
The bypass signal determines which to be loaded.

The 10-Gb/s output buffer is the only way out for 10-Gb/s data for sure. Two
inputs, multiplexed by the bypass signal, share the buffer. And, a 2.5-Gb/s output
buffer is also shared by a multiplexer, which is controlled by the signal Ct<0>.

5.2.4 Bypass-Mode Operation

The first thing to test is the bypass-mode operation. Fig. 5.2 shows the active
blocks and the signal flow in bypass mode. The full-rate data passes through DCDL _T,
2-to-1 full-rate multiplexer, and finally output from the buffer. This bypass mode
makes sure that the full-rate data path behaves well.
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Ck_10G, Ckb_10G
¥

8-phase Clock
CKDIV Generator

Di_10G
Dib 10G | = " L N | e RS RUPUL DUTTED
To 10G
Tob_10G
DCDL_T
Coarse ] tesssssssssssssssssssssssssssssnsfesssnnnnnnnst
11 ctrl <0:7>
5 v v Binary Citrl
Fine DCDL Ctrl f«5-bit REG A| [5-bit REG B
Ctrl <0:3> T X
Bypass Bypass
Ct <0:4>
Fig. 5,2: Bypass-maode Operation
Ck_10G, Ckb_10G
P<0:7> L
t 7 8-phase Clock
SERC CKDIV Generator
Di_10G Bg
Dib_10G CORE

(De-Skew CDR) |_DO

To_10G
Tob_10G

Binary Citrl
5-bit REG B
Bypass
Ct <0:4>

Fig. 5.3: Nominal operation
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The phase resolution of DCDL_T is measured in bypass mode. Before the
measurement, configuring two settings is required. First, configure the output buffer
setting. Set the registers B at bypass=0. After that, set bypass=1 and enter the
bypass mode. Configure the setting of registers A for DCDL_T. The phase resolution
of each step can be measured by stepping the setting of registersA.

5.25 Nominal Operation

The chip is in nominal mode when bypass signal is false. Fig. 5.3 shows the
corresponding active blocks and the signal flow. The full-rate data is recovered and
de-serialized in Deskew CDR. It is serialized again in the 4-to-1 serializer. A 2-to-1
multiplexer selects the full-rate data at bypass= 0. Finaly the output buffer drives
the full-rate data back to the tester. And the driving capability of the output buffer is
configured by registers B.

52.6 Debug-Mode Operation

Ck_10G, Ckb_10G

P <g:7> ¥
¥ 8-phase Clock
Generator
Di_10G D3
Dib_10G CORE ==
(De-Skew CDR) 30
2.5-Gb/s
ut Bufers
DO
Lagbe. ::ggexe:(t
Leadb. - Lead_ext
Leadb ext

Fig. 5.4: Debug-mode operation
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Tracking and locking behaviors of the CDR can be observed from the internal
Lead . /Lag... Fig. 5.4 shows that two 2.5-Gb/s buffers drive these two signals to
the oscilloscope in the outer world, and one of the four parallel data from the CDR
can be multiplexed to the buffer.

The debug mode is not controlled by any signal, and thus it can accompany the
nominal mode. Since the two 2.5-Gb/s output buffers use their own pair of Vdd/Gnd,
the supplies can be removed at any time. In that case, the chip is naturally out of
debug mode.

5.3 Building Blocks

This section depicts three blocks relating to 10-GHz or 10-Gb/s. It involves a
multi-phase clock generator, a serializer, and the output buffer.

5.3.1 Multi-Phase Clock Generator

Ck/uuvuuvuuuuuuun
0 % Q2 Qoi 1 1

DFFQ3 | DFF[.Q4| DFF[-05
PR o

(@ (b)
Fig. 5.5: A 3-stage Johnson counter (a) architecture (b) timing diagram

Fig. 5.5(a) shows a 3-stage Johnson counter. The phase difference between QO
and Q1 is one Ck period. Consider the timing diagram in Fig. 5.5(b), the logic ‘1’
propagates from QO, through Q1, and then to Q2. QO falls to zero at the 4th clock
edge because the first DFF's input-bar receives the positive Q2. And then the logic ‘O’
starts to propagate as the previous description on the logic ‘1’. The propagation of
logic ‘1’ takes 3 Ck periods and that of logic ‘O’ takes 3 Ck periods, so the data rate of
Qistheclock rate divided by 6 for the 3-stage Johnson counter.

Another approach to explain the data rate of Q is the data flow in the loop. QO
propagates to Q1, to Q2 ... , to Q5, and finally back the QO. It takes 6 Ck periods to
complete the loop. The data rate of QO istherefore the clock rate divided by 6.
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DFF L
Limiter

[ P7 — VPO P1 P2

Latch; g Latchtﬁ: Latch ;ﬁ: Latch

T P3 % P4 F P5 %
Ck Ckb Ck Ckb

Fig. 5.6: The multi-phase clock generator

The proposed clock divider consists of 4 latches shown in Fig. 5.6. It is a 2-stage
Johnson counter since the four latches compose two DFFs. The input clock rate is 10
GHz, and the developed clock rate is divided-by-4 based on the concept of a Johnson
counter. To achieve the high-speed operation, limiters for the swing limitation are
introduced to the differential signaling.

Even-phase clocks are outputs of DFFs. The phase difference between each
even-phase clock is one 100-ps clock period, while the odd-phase clocks are tapped
from the master latches of DFFs,

Because the latch circuit is differential and fully symmetric illustrated in Fig.
4.20(d) previously, the phase difference of P<0:7> should be the same. However, the
multi-phase outputs from the latch eireuits still suffer from the unbalanced duty cycle
due to the mismatch between PMOS pulling strength and NMOS sinking strength. To
balance the duty cycle, one can adjust the common-mode level of the 10-GHz Ck.

5.3.2 Seializer

Fig. 5.7 shows the 4-to-1 serializer circuit. It consists of three 2-to-1 multiplexers
in cascaded two stages. The multiplexer at the output stage employs a 5-GHz clock
and generates the full-rate serialized data. The multiplexers at the first stage employ
two quadrature-phase clocks, and operate in 2.5-GHz domain.

All input data are retimed with buffered clock, which aligns to the global clock
P<0>. A DFF implements the 1-cycle delay block, while a DFF with an extra latch
implements the 1.5-cycle delay block. The extra latch retimes the data to the clock
falling edge, so the 1.5-cycle delay is derived.

-68 -



Chapter 5 - A 10-Gb/s Transceiver Test Chip

It is the conventional way to divide the fastest clock by 2 at the beginning and
then generate the lower rate clocks sequentialy. In this work, all the serializer clocks
are developed from the global clocks P<0:7>.

1.5-Cyc
2.5-Gbls D3—*| Delay >
A MUX
1-Cyc 2:1
b2— b " " Mmux
15Cye I | 21 10-Gb/s Do
D1—"| Deay >
7AY MUX
1-Cyc 2:1
DO—> Deay >

2.5-GHz 5-GHz
CKQ CK

.5-GHz
Buffered | — I
Clock ‘ﬁ Kl
% Combinationa
P<0:7> >

Logic

Fig. 5.7:<The 10-Gh/s 4-to-1 Serializer

5.3.3 Output Buffer

Fig. 5.8(a) shows the digital-circuit implementation of the 10-Gb/s output buffer.
It adopts the conventional one-bit delay scheme. The schematic of ‘A cell’ is the same
as the delay cell in Fig. 4.3(a). A cells cascade as tapered buffers, and drive the ‘B
cell’, which isa static CMOS inverter, at the final output stage.

In the bottom of the figure, the delayed-forward loop implements the FIR filter.
The output signal of the forward loop is delayed and with negative polarity to the
main output of B cell.

The “Tri’ block is composed of the binary-controlled tri-state buffers shown in

Fig. 5.8(b), where the ‘c cell’ is half size of the capital ‘C cell’. The amount of the
pre-emphasis is controlled by Ct<0:4>. The more turned-on tri-states buffers
introduce the larger amount of over-shooting to the output signal in time domain.

Besides, two 50-ohm poly resistors (not shown) are in series and connect the
differential output nodes for the impedance matching.
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A 4

\ 4

Ct<0:4>

(@)

m=1 m=1 m=2 m=4 m=8

'”% r 1T 1
-»\?—»%/—»\?—»\C:
CtoY Cit1¥ CiZ¥ Ct3¥ Ct4
Out
(b)

Fig. 5.8: The 10-Gb/s output buffer (a) architecture (b) binary-control tri-state buffers
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Chapter 6

Layout & Post Simulations

6.1 Layout

6.1.1 Layout Guidelinesfor High-Speed Circuits

The layout plan and the block arrangement are critical to the high-speed
operation. Based on the iterative process between the layout and the post ssmulation,
the layout guidelines for high-speed circuits are derived. They are listed in the order
of benefits to the high-speed operation.

1) Source Coupling

It is the most important guideline to the proposed differential large-swing digital
circuits. The sources of differential input transistors should be placed together even at
the lack of current sources. These sources are connected by the diffusion layer, but
contacts sharing are not recommended.

The source coupling layout relates the differential signals. It can be observed in
the post simulation with R-C-CC extraction, even though the phenomenon is not
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modeled by the circuitsin pre-simulation.

i —> f —> ob
(1) (2) A
sl e
ib —>0- —— o

Fig. 6.1: Source-coupling pairsin the delay cell

Fig. 6.1 shows the delay cell of DCDL. Three inverter pairs adopt the source
coupling scheme. It improves the 10-Gb/s differential signaling in the delay cell. For
the 2.5-GHz domain, the differential signaling also benefits from the source coupling
scheme. Fig. 6.2 shows the latch with-3 pairs of NMOS in the source coupling
scheme.

Fig. 6.2: Source-coupling pairsin the latch

2) Reducing Capacitive L oad
The drain area sharing between two transistors reduces the drain-to-bulk

capacitance. Both the drain area sharing and contacts sharing are recommended.

A capacitive load can be partitioned into three components, 1) the area overlap
capacitance C,, 2) the coupling capacitance C_, and 3) the fringing capacitance C; .
In most cases, the area overlap capacitance C, dominates the high-speed
performance.
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Especidly it is observed when the drain’s output in the (N+1)th metal layer runs
across the power line in the Nth metal layer. It is recommended to use the (N+2)th
metal layer and the (N+2)th metal layer for the overlapping.

3) Common-Centroid Geometry

The common-centroid scheme is a general layout guideline. It mainly solves the
process variation across the wafer, but it doesn’'t do favors to the high-speed circuit
operation except that the fully symmetric geometry results in symmetric capacitance,
which helpsthe differential signaling.

For high-speed circuits, the common-centroid guideline is recommended as the
global layout guideline, instead of the local optimization. It is verified that all
transistors of the delay cell apply a common-centroid scheme, instead of the source
coupling scheme, result in a poor performance.

A B A B A A B BI[A
BI[A By | A B BI[A]]|A B
(@ (b) (©)

Fig. 6.3: Common-centroid scheme (@ m=2 (b) m=3(c) m=4

Fig. 6.3 shows the common-centroid scheme for differential signaling. The input
transistors are denoted as A, and the input-bar transistors are denoted as B. Assume the
I/O direction is either top-to-bottom or right-to-left. The input capacitance of A equals
to that of B, and so does the output capacitance.

6.1.2 Grid Design

Fig. 6.4 shows the proposed grid cells for supplies. (@) is the power grid cell. (b)
and (c) are the decoupling capacitors filled in the chip’s blank area. Capl is a stack type
capacitor of 0.17 pF. And Cap2 is afinger type capacitor of 0.7 pF.

The grid design is flexible since al the cells behave like tiles. Metals are
self-connected, so supplies are easily transported through the cascaded cells.
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40 um
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Fig. 6.4: Grid design (@) power grid (b) Capl (c) Cap2

6.1.3 Chip Layout

<« 1683 um .
;;;..i.;.;(};doz Ck_10G Gdoz Ckb_10G GdoZz ' 1
caplx21521112:
e < iaessrt ) 00
Di_10G Do_10G
Gdi Gdo | &
c
3
Dib_10G - Dob_10G
. ¥ipd x S capk x 26 capls 105
Gdi 3 [ ~4.42pF oz, Gdo
caplx 68 | Gde Vdec Gdi3 Vd3 Gdt Vdt Rst Vd@2 Gdi2
~1156pF dinasah
- Leadb Lead Lagb Lag Byp C4 Ct3 C2 Ci1 Ct0 1

Fig. 6.5: Chip Layout

Table 10: Pads and power configurations

Pads Configuration Power Configuration Power vs. M odes
G-S-G-SGProbe 5x3 Vdc, Gdc 60 mW Full 240 mW
Vvdd/ Gnd 4x2 Vdt, Gdt 60 mW Nominal 180 mW
Control 7 Vdt2, Gdt2 60 mwW Bypass 120 mW
2.5Gb/s Output 2x%x2 Vdt2, Gdt2 60 mwW Debug 180 mw

(a) (b) (©)
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Table 11: Block layout area

Area (pm x pm)

Full Chip (pads included) 1683 x 994
Transceiver 700 x 310
Deskew CDR 183 x 149

The G-S-G-S-G probe pads are used for the high-speed 1/0. In Fig. 6.5, there are
3 directions for the 10-G 1/0. The data inputs from the left. The clock inputs from the
top. The data outputs to the right.

Table 10(b) shows power pads and the corresponding power consumption.
Vdt/Gdt power pair is for the seridizer, the clock generator, and DCDL_T. Vdt2/Gdt2
is for the 10-Gb/s output buffer. Vdt3/Gdt3 is for the two 2.5-Gb/s output buffers,
while Vdc/Gdc is for the CDR. Each power pair provides 60 mW to the internal
circuits. The full-chip power consumption.depends on the operation modes, shown in
Table 10(c). Table 11 shows the layout area. The transceiver area includes al circuits
and 3 pairs of 50-ohm termination resistors.

6.1.4 CorelLayout

) 183um -
)\‘ -
(@> DCDL
. Of @
3 FSM PD x 8
S, YO L)
ACCU fdckBufl 1= (b)
Y& 2 DO: @_)(C)
! ENC & COMP 7] X |5
()

(@ (b)
Fig. 6.6: Deskew CDR (a) layout (b) block layout with 1/O ports

Fig. 6.6(a) shows the layout of the CDR. Fig. 6.6(b) shows the block layout and
the signal flow. Table 12 shows the ports information. The global reset at port (d) goes
to the FSM and the accumulator ACCU. After each burst-data recovery, it resets the
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two up-down counters. DCDL isthen re-initialized.

Table 12: The portsinformation of the CDR (@) internal ports (b) external ports

Internal Ports External Ports
(1) DCDL'soutput Do, Dab (& 10-Gb/sInput Data
(2) Recovered data Q<0,2,4,6> (b) Global Clock P<0:7>
(3) PD’soutput Q<0:7> () Recovered Data Do<0:3>
(4) XOR'soutput Lead<0:3>, Lag<0:3> (d) Global Reset

(5) Comparator's output Lead qyp, LaQcoue

(6) Confidence counter's output Lead.., Lag.,

(7) FSM'soutput C<0:7>, F<0:3>

(@ (b)

6.2 Post Simulation
6.2.1 Simulation Setup

R L
" DWW 9o Ot
C::g~ :;~C
Fig. 6.7: The bonding pad model

All the mentioned simulations in this section are post simulations. They all adopt
the bonding pad model in Fig. 6.7, whereR=1mQ, and C = 0.5 pF, and L =2 nH.

For the simulations of DCDL and the CDR, the parasitic extraction method is
R-C-CC. The full-chip simulation uses C-CC instead since the hspice ssimulator fails
to allocate the memory for an extra-large R-C-CC network.

The simulation refers to the typical case by defualt when it is not specified. The
typical case refers to the TT-corner model, at room temperature, and under the typical
1.2-V supply.
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6.2.2 DCDL Simulation

B Phase Resolution & Tuning Range

DCDL Phase Resolution vs. Interval Index Added Delay vs. Code Index
9e-12 1.25e-10
—o— TT
1.00e-10 4 -0 SS
8e-12 4 7.50e-11 -
» 5.00e-11 -
e
fe121 3 250011 -
a 0.00 -
6e-12
8 -2.50e-11 1
3
e TT < -5.00e-11 -
5124 5. ss vz
—v— FF -7.50e-11 1 g
— SF °
4e-12 { —®= FS -1.00e-10 1 o
—— FF(2)
‘ ; ; ; ; : : -1.25e-10 ; ;
5 0 5 10 15 20 25 3( 0 5 10 15 20 25
Interval Index (1 to 27) Code Index (1 to 28)
(@ (b)

Fig. 6.8: DCDL post simulation (a) phase resolution (b) tuning range

Table 13: DCDL phase resolution and tuning range

1T SS FF FH2) SF FS
Avg. Resolution (ps) 5:76 7.25 4.69 5.37 5.79 5.86
Tuning Range (ps) 155.3 1959 126.7 1451 1564 158.3
Idd (mA, rms) 18.14°7 1346 2435 1660 1843 17.61

* FF(2) simulation is under 1-V supply.

Fig. 6.8(a) shows the post simulation result of DCDL phase resolution. The
target average phase resolution is 6 ps. Results of all corner models are given. Fig.
6.8(b) shows the DCDL tuning range. The monotonic tuning behaviors of all corner
models can be observed.

The average phase resolution and the tuning range are given in Table 13. In
FF-corner case, the *126.7-ps tuning range is less than the specification ‘140 ps'. To
extend the tuning range as well asto reduce the power, it is a good way to lower down
the supply voltage. The FF(2) simulation under 1-V supply proves this concept.

B Worst Output Eye

The worst case of the DCDL output eye occurs at the maximum number of
cascaded stages. Fig. 6.9 shows the environment. The longest path is active for the
worst eye measurement. The 10-Gb/s input Di is 0.6V+50mV, and the jitter
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accumulation time is 1200-bit time, or 120 ns.

Only in the SS-corner case, the peak-to-peak jitter of 14.83 ps does not meet the
specification 10 ps, or ‘0.1 UI". In the FF(2) simulation case, the common mode of the
delay cell is self-adjusted, shown in Fig. 6.10(f), because of the CMOS architecture.

I
X

R

dé

d7

Fig. 6.9: DCDL worst-case setup

D Do
Dob

Table 14: DCDL output peakto-peak jitter at the worst-case setup

T FEFFQ S FS
Jo-p(ps) 4.06 -14.83 4.69 3.96 3.88 8.41

* FF(2) simulation is under 1-V-supply-
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Fig. 6.10: DCDL post simulation - worst eye diagrams
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6.2.3 CDR Simulation

B Tracking-to-Locking Simulation

Fig. 6.11 shows the post simulation of the CDR. In Fig. 6.11(a), it demonstrates
the tracking behavior of the ‘25-ps average case. The locking behavior is observed
after t=15ns.

Fig. 6.11(b) shows a timing interval of Fig. 6.11(a). It observes the relationship
between ‘the input Di” and ‘the output Do’ of DCDL. Do is the delayed and amplified
version of Di.
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Fig. 6.11: Deskew CDR post simulation
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B FSM Simulation

Fig. 6.12. follows the simulation in Fig. 6.11(a). The FSM updates the coarse
control C<0:7> and fine control F<0:3> according to Leadb../Lagb.. of the

confidence counter.
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Fig. 6.12: Deskew CDR post simulation — FSM

Full Chip Simulation

B Nominal Operation

Fig. 6.13 shows the full-chip post ssimulation in nominal mode. The tracking-

to-locking behavior of the CDR is observed. Fig. 6.13(b) isazoom-in version of (a).
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Fig. 6.13: Full-chip post simulation
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Fig. 6.14: 10-Gb/s output eyes (a) single-ended To (b) differential-ended To-Tob

Fig. 6.14 shows the output eye diagrams of To of 10-Gb/s output buffer. The

simulation assumes a capacitive load of 1 pF for each probe pad. The eye diagrams

are measured in lock state. Fig. 6.14 (a) shows the single-ended eye of To, and (b)
shows the differential-ended eye diagram. Peak-to-peak jitters are 13.4 ps and 12.8 ps
for case (a) and case (b) respectively.

6.3 Test Environment

Agilent N4901B Serial BERT is responsible for the 10-G I/O. It measures the
BER and data output eyes, and derives the phase resolution of DCDL. Keithley 2400

source meter provides/measures the power. HP DC Supply provides power to the chip,
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of course. It aso provides the AC ground, which is half the Vdd level, to the probe
pads.

In debug mode, Agilent 86100B oscilloscope monitors the 2.5-Gb/s Lead and
Lag of the CDR. It also verifies one of the four recovered output data.

i

Di_10G 5 me - 0 c Q—

Dib_10G fe-Fasn Tob_10G _

M @@ gele

loscope R i i HP E3610A DC Supply

H Keithley 2400 Sour ce M eter

Fig. 6.15: Test environment
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Chapter 7

Conclusion

In this dissertation, we adopt’a data-deskew CDR with advantages of a simple
environment setup, low hardware overhead, and the easy synchronization for
multi-channel timing recovery. Analysis and design of the CDR are presented in both
system and circuit levels. A digital implementation of the 10-Gb/s transceiver is
realized in TSMC 0.13um 1P8M CMOS technol ogy.

In Deskew CDR, the 10-Gb/s input data is modeled as a +50-mV small signal
after the 1-cm channel transmission. The delay cell is not only a deskew buffer but
also a pre-amplifier cell. The full-rate data is amplified and delayed in the DCDL.
Then it enters the quarter-rate APD. The high-gain APD eliminates the need for a
charge pump, while the confidence counter and the FSM serve as a loop filter to the
system. Fast acquisition is achieved by the mgjority-vote scheme in the confidence
counter.

Implementation of the CDR adopts digital circuits. In DCDL, the coarse delay is
tapped from the delay line, while the fine delay is the interpolating result of the coarse
delay. The tuning range of more than 1.4 Ul is achieved, where the 1.4 Ul is divided
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into two parts. The 1-Ul delay is for adjusting the sampling point, while the other
0.4-Ul delay tracks the phase error, which mainly accumulates from the frequency

error, during the 1200-bit recovering process.

In the confidence counter, the counter size N influences the loop bandwidth and
the acquisition time directly. N isfixed as 24 in this preliminary design. But it can be
programmable as N >24. An adaptive loop bandwidth is then introduced. The
minimum N is mainly limited by the loop latency in 0.13um technology, so this
implementation adopts the pseudo-NMOS scheme. As the technology advances,
digital circuits operate fast enough, and static CMOS logic can be back to the field.
The loop latency of the system may no longer dominate the minimum N. Then, a
faster acquisition time of the CDR can be achieved.

The serializer and the output buffer also adopt digital circuits. The 10-Gb/s
4-to-1 serializer consists of two-stage multiplexers. The output buffer employs 1-bit
delay scheme. The amount of pre-emphasis is determined by the digitally controlled
tri-state buffers.

For the consideration -of ..experiments, -the phase resolution and the
DCDL-induced jitter are measured in bypass mode. The loop-back test of the full-chip
transceiver isin nominal mode. Besides, the internal L ead/L ag information and one of
the recovered 2.5-Gb/s data can be observed in'debug mode.

7.1 Specification Table

Table 15 and Table 16 show the specifications of DCDL and the CDR according

to the post simulation results.
Table 15: DCDL Specifications

DCDL Summary

Input Sensitivity 100mVp-p
Power Consumption 21.83 mW
Average Phase Resolution 5.76 ps
Tuning Range 1.55 Ul
Worst Peak-to-Peak Jitter <5ps
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Table 16: Deskew CDR Specifications

Deskew CDR Summary

Technology TSMC 0.13-um
CMOS 1P8M

Input Data Rate 10 Gb/s
Supply Voltage 1.2V
Power Consumption 58.2 mW typ.
Core Area « 1132 E rrnn
Acquisition Time

(1) Average Acquisition Time 11.11 ns

(2) Worst Acquisition Time 22.22 ns
Allowed Jp-p Between TX & RX  0.55 Ul
Counter Size N 24
Frequency Tolerance 1807.9 ppm
L oop Bandwidth 14.39 Mhz

7.2 Comparison

Fig. 7.1 compares the power consumption among several 10-Gb/s CDR systems
in different technologies, where the naming notation follows Table 17.

Comparision of 10-Gb/s CDRs

160
140 Ramezani2003 =
S 120 Byun2006 =
S
= 100 _
2 ® Sav0j2003
£ 80 | .
" Savoj2001 This work
60 - [
m Kaeriyama2003
40 w w w w w w
0.19 0.18 0.17 0.16 0.15 0.14 0.13 0.12

CMOS Technology (um)

Fig. 7.1: Power comparison for 10-Gh/s CDRs
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Deskew CDR uses active loads for the inductive peaking scheme. Although the

power is a trade-off item for the bandwidth, it still operates in the competitive power

consumption of 60 mW.

Table 17: A comparison of multi-gigabit CDR systems

Data

CMOS Power Area

CDR Systems ub. D/P  D/P/A
Rate Tech. (mMW) (mnt\2)
15 1SSC
Ohtomo2006 [9] 12.5Gb/s 013;m 400 > 003 003
x 0.75 JNL
013um 120 1SSC
Byun2006 [8] 106bis © S o NA L L 008
Kreienkamp2005 [16] 10.8Gb/s 011ym 220 025 ISSC 1 505 014
x 1.4 JNL
_ 028 1SSC
Farjad-Rad2004 [30 1 024  3.09
] [30] 8Gb/s 013ym 33 «028 INL
175 ISSC
Sav0j2003 [6 10Gb/s 0184mi1 191 011 004
12003 (6] > «155 INL
012 1SSC
Kaeriyama2003[21]  10Gb/s= 015 m - 50 02 1282
aeriyama2003 [21] 2 %013 CNF | —° =5°°
. 12 ISCAS
Ramezani2003 [31] 10Gbis | 013pm 140 [T "IN 007 005
. 11 ISSC
Sav0j2001 [4] 10Gbis 08um 7204 o N 014 014
. 0134 m 0.18
10Gb/s 60 017 6.17
This Work 1P8M « 0.15
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