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Abstract

How to increase system or service availability and.to reach carrier grade is always a grand
challenge for telecom equipment venders.and service: providers. The thesis adopts Advanced
Telecom Computing Architecture (ATCA) as a hardware platform and Ethernet Passive Optical
Network (EPON) as an example to research how to improve the availability of IGMP proxy
server on an ATCA-based central office access equipment for IPTV application. There are lots of
Ethernet resiliency technologies had been developed, such as Rapid Spanning Tree Protocol
(RSTP) and Resilient Packet Ring (RPR) etc. They still have an over complication and topology
limitation problems for an ATCA-based access equipment.

The thesis proposes using load sharing, fast failover, and seamless resuming mechanisms to
improve the availability of IGMP proxy server. The proposed methods take the characteristics of
ATCA-based topology and multicast traffic to simplify and to speed up the standby
synchronization and traffic redirection. These improvements immediately shorten the failover
time of IGMP Proxy and improve system availability. Finally, the thesis also proposes the
failover time measurement principle and method. The average simulation result is around 45ms. It
is better than 50ms, which is the carrier-grade failover requirement specified by SONET/SDH.

Keyword: carrier-grade, ATCA, failover
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Chapter 1

Introduction

In this chapter, we introduce the concepts and definitions of carrier grade and
availability, and brief the general approaches for availability improvement. We also
point the problem out about IPTV service, and to explain the motivation, goal, and

solutions for our research. The last paragraph shows the organization of this thesis.

1.1 Introduction

Recently, more and more-high-bandwidth services such as high-speed Internet
access, IPTV, and HDTV and so on.are emerging in life of people. IPTV service is
surely the most important of killer application:in the coming tens of years. To provide
a high-availability and carrier-grade end-to-end IPTV service is always the goal for all

IPTV service providers [1].

The term of “high availability” is frequently used when referring to a system
that is capable of providing service most of the time. This is typically quantified in
terms of the number of “9s”. Table 1-1 shows the annual downtime and typical
applications for various classes of systems. A system is classified as “carrier-class” or

“carrier-grade” should exceed “5 nines” availability performance.




Number of 9s

Downtime per Year

Typical Application

3 Nines (99.9%) ~9 hours Typical Desktop or Server
4 Nines (99.99%) ~1 hour Enterprise Server

5 Nines (99.999%) ~5 minutes Carrier Class Server

6 Nines (99.9999%) ~31 seconds Carrier Switch Equipment

Table 1-1 Classes of high availability systems

According to the definition by Service Availability Forum (SAF), the

availability is expressed by the following formula [2]:

Availability =

MITTF

(1-1)

MITF + MITTR

Where the mean time to failure (MT.TF) is the interval in which the system or

element can provide service without failure: Itis represented as a reciprocal of the

statistical mean elapsed time to:its projected-or observed failure. Another attribute

related to reliability is the mean timeto.repair (MTTR). This attribute represents the

interval in time it takes to resume service after-a failure has been experienced.

In general, there are three approaches to improve system availability. The first

one is parallel operation. In Fig. 1-1, it shows two components, part X, operating in

parallel if the combination is considered failed when both parts fail. The combined

system is operational if either is available. The combined availability is shown by the

1-2. Obviously, the parallel operation is an efficient way making a highly reliable

system from low reliability. i.e., all mission critical systems are designed with

redundant components.




Availability A,
{ part X
part X

Fig. 1-1 Parallel operation configuration

, (1-2)
A =1-(1-AY)

The second and third ones are reducing MTTR and increasing MTTF. They are
also very quite obvious form 1-1. However,.to design a system with very high MTTF
is a very expensive approach. It is:often limited.to special industries and applications,
such as avionics, life-support, military, and aerospace programs. In this research, we
adopt parallel operation and reducing-MTTR-approaches to improve system

availability.

In Fig. 1-2, it is the network architecture of IPTV. It can be simply divided into
two sections by which multicast protocol is adopted between customers and
headhends or service providers. One is a multicast routing protocol section, and the

other is Internet Group Management Protocol (IGMP).

In order to improve the availability of end-to end IPTV service, these two
sections should support some self-resilient capabilities by themselves. There are
already lots of researches about the fault-tolerant Multicast Routing algorithms [3-10]
are developed to improve both bandwidth efficient and robust transport. Unfortunately,

there are few researches to address the fault-tolerant problem for the IGMP part.




To go deep into the IGMP section, it is mainly composed of access equipments,
such as Optical Line Terminal (OLT) system at central office side and Optical
Network Unit (ONU) at customer side for FTTx (Fiber To The x) application.
Generally, IGMP proxy function is suitable implemented on OLT system and IGMP

snooping on ONU [11].

In our research, we will adopt Advanced Telecom Computing Architecture
(ATCA) as our hardware platform, and Ethernet Passive Optical Network (EPON)
OLT system as our application. In an ATCA-based EPON OLT system as shown in
Fig. 1-3, IGMP proxy function is mainly realized by the cooperation of IGMP proxy

protocol handler and Ethernet switching fabric on switch blade.

Multicast Routing IGMP
Protocol Scope Scope

Broadeasting
Server Farm

Sc‘r\'cl]:’dgc Router Core Router

Z b 22}

i ? “
Client Effed Rout Lep
| R Fquipment | glif_ i !

with redundant
I pro'c‘un b‘cl-mrl hox

Fig. 1-2 The network architecture of IPTV




Multicast
Router A

ATCA-based EPON OLT System

Multicast
Router B

T EPON OLT
Switch blade A / 4 1
5 [
PrIo(;.-;ol\:Z II:-,|ra:,r:?i{|er " Eth.emet - EPON OLT
(CPU A) »\\ /' Switch A »\/ 2 -
IGMP Proxy \ Ethernet f
Protocol Handler > 5 W] N
(CPUB) |—> Switch B ;\ :
Switch blade B X EPON OLT
#n

<« Activelink A «---» Standby link A
3 Active ink B «---» Standby link B

Fig. 1-3 The architecture of ATCA-based EPON OLT system

The objective of this research is to improve the availability of IGMP proxy

function on an access equipment by using parallel operation and reducing MTTR

approaches. The concrete method is just to-develop a redundant protection mechanism
for IGMP proxy with load sharing, fast fatlover; and seamless resuming capabilities.

The Figs. 1-4 and 1-5 depict the2lGMP Proxy function operational concept for normal

and failover cases, respectively.

Health

Link
IGMP _Check | |GMP
Proxy Proxy

Switch Blade 1 /ﬁ@ Blade 2

OLT: Optical Line Temminal

ONU: Optical Network Unit

Normal Case
OLT
I
ONU IPTV odd channel
/ IPTV even channel

Fig. 1-4 IGMP proxy function operational concept in normal case




IGMP
Proxy

Switch ﬁu\ S

Failover Case
OLT
I
OLT: Optical Line Teminal - IPTV odd channel
ONU: Optical Network Unit
IPTV even channel

Fig. 1-5 IGMP proxy function operational concept in failover case

1.2 Thesis Organization

This thesis comprises five chapters. This first: chapter illustrates the research
motivation and objective. The Chapter 2-describes the background and related works.
We introduce the fundamental concept about - AdvancedTCA, which is the hardware
platform the research adopts, IGMP and IGMP proxy, and Customer-VLAN and
Service-VLAN. In addition, we compare five Ethernet resilience mechanisms in this
chapter.

In Chapter 3, we describe my proposed method, which covers from design
requirements, system architecture, operational scenarios, VLAN design, standby
synchronization, and fast redirection.

In Chapter 4, we describe the key performance index (failover time) of this

research and depict measurement principle, testing environment, and the results.

Finally, Chapter 5 concludes this thesis and discusses the future development.




Chapter 2
Background and Related Works

In this chapter, we introduce the following background technologies for our

research.
B Advanced Telecommunications Computing Architecture (ATCA) platform
B Ethernet resilience mechanism survey
B IGMP, IGMP proxy, and 1IGMP-snooping functions

B Customer-VLAN and-Service-VVLAN-concept

2.1 AdvancedTCA(ATCA)

Advanced Telecommunications Computing Architecture, known as ATCA, is a
new system form factor defined by the PCI Industrial Computers Manufacturers
Group (PICMG) to provide an industry standard platform that enables building
telecommunication grade products in a multi-vendor compatible environment. ATCA
is the first standardized platform for high availability system with redundant power,

cooling, and high-speed interconnections for data and control plane.

The ATCA specification defines two separate interconnect fabrics: the base
interface and fabric interface. The base interface accommodates essential

interoperability over a switched fabric supporting 10/100/1000-Mbit/s Ethernet in a




dual-star configuration. The fabric interface, on the other hand, allows for full mesh
interconnect architectures, high-speed switched fabric architectures, or combinations

of both [12].

Fig. 2-1 illustrates an ATCA backplane implementing the base and fabric
interfaces. Designed for an EIA 19-in. rack, this backplane can support up to 14

ATCA-compliant slots, 2 Switch blades & 12 Applications line cards.

Timing Clocks

Update Ports

Fabric Interface

[Full Mesh]
{8 diff. pairs each)

Base Interface

[Ethermet Dual Star)
(4 diff. pairs each)

IPMBE Star

8 Ring/Test Lines
=48VDC Power

T

Single Blade Cantral Fabric Switch Blades

Fig. 2-1 ATCA backplane

The design choice among available topologies and interconnect protocols is
governed by the targeted applications and their bandwidth requirements, by industry

acceptance of a given interconnect technology, and by overall cost considerations.

In this thesis, the Fabric interface of the platform adopts dual-star topology and
multiple Gigabit Ethernet interconnection technology. The platform architecture is

like a 2-stage Ethernet switches one as Fig. 2-2 shown.




Switch blade

ATCA
Chassis

o T Y 0 . W ol N . . Y B . WL
" T A A A TR K ¥ v ¥ % ¥ ¥ v ¥ X
Line card to users : Base Switch

. Fabric Switch

@

Fig. 2-2 2-stage Ethernet switch architecture

2.2 Ethernet Resilience Mechanisms

Many Ethernet technologies to improve Ethernet reliability have been proposed
and some are now in use. In the standardized technologies of IEEE 802, Spanning
Tree Protocol (STP) [13], Rapid STP(RSTP) [14] , and Resilient Packet Ring (RPR)
[15] are specified in IEEE 802.1D, 1w;and 802.17.Vendors have also proposed
proprietary technologies. Extreme Standby Routing Protocol [16] is a node
redundancy technology for a tree topology network. For ring networks, there is

Extreme Automatic Protection Switching [17].

STP was originally developed to solve the fundamental problem of traffic loops,
I.e. it avoids logical loops in a network by blocking the traffic on some links. STP was
specified in IEEE 802.1D editions prior to 2004. STP is based on time-outs to
discover failures in a network, i.e. to check that special test packets arrive within a
certain amount of time. These time-outs are fairly large and in practice the recovery

time using STP is around 30 seconds.

RSTP is an evolution of STP to increase the performance of network recovery.




RSTP recovery is no longer based on the time-outs found in STP but includes a set of
new features to achieve lower recovery times. In RSTP a failure/recovery detection

mechanism is utilized, a handshaking mechanism to rapidly agree on new ports states
has been included and the edge port concept for the simple case with nodes at the end
of the network has been introduced. These mechanisms result in the recovery speed is

very much faster than in STP.

Resilient Packet Ring (RPR), also known as IEEE 802.17, is a standard designed
for the optimized transport of data traffic over fiber rings. Its design is to provide the
resilience found in SONET/SDH networks (50ms protection) but instead of setting up
circuit oriented connections, providing a packet based transmission. This is to

increase the efficiency of Ethernet and. {P/services.

RPR works on a concept of dual counter rotating rings called ringlets. These
ringlets are set up by creating RPR stations at nodes'where traffic is supposed to drop,
per flow (a flow is the ingress and’egress of data traffic). RPR uses MAC (Media
Access Control protocol) messages to direct the traffic, which traverses both
directions around the ringlet. The nodes also negotiate for bandwidth among
themselves using fairness algorithms, avoiding congestion and failed spans. The
avoidance of failed spans is accomplished by using one of two techniques known as
“steering” and “wrapping”. Under steering if a node or span is broken all nodes are
notified of a topology change and they reroute their traffic. In wrapping the traffic is

looped back at the last node prior to the break and routed to the destination station.

RPR convergence time consists in the change notification which is around one
round trip time plus processing time, and the topology stabilization time (40

milliseconds by default).

10



Table. 2-1 compares the restoration time, topology, Standards, and layer of

resiliency among these five Ethernet Resilience technologies.

Technology | Restoration Time | Topology Standards Laxe rof
resiliency
STP 30 ~ 50 sec [18] mesh IEEE 802.1D 1998 Layer 2
IEEE 802.1w
RSTP 200ms ~ 2 sec [19]] mesh IEEE 802.1D 2004 Layer 2
RPR 40 ms[g?fa“'t) Ring IEEE 802.17 Layer 2
EAPS < 50ms [20] Ring RFC 3619 Layer 2
ESRP 2 ~6sec[21] Dual-star Extreme .Network Layer 2/3
(proprietary)

Table 2-1 Comparison for, Ethernet resilience mechanisms

2.3 IGMP & IGMP Proxy Server
2.3.1 IGMP Overview

The section below gives a brief overview about IGMP fundamental concept
when used in IPTV architecture. Then, introduces the IGMP three different versions

IGMPv1 (RFC 1112) [22], IGMPV2 (RFC 2236) [23] and IGMPv3 (RFC 3376) [24].
Basic IGMP operation involves two devices:

IGMP host (or client), which issues messages to join or leave a multicast group.
The client also responds to queries from the multicast router. A set-top box is an

example of an IGMP host.

B IGMP router (or multicast router), which responds to the join and leave

messages to determine if multicast groups should be forwarded out an

11



interface. Periodic queries are used to recover from error conditions and
verify requests. The IGMP router receives multicast groups either through
the use of a multicast protocol such as PIM or via static flooding. It is the
termination point for IGMP messages, so does not send any IGMP

information to its upstream neighbors.

For this discussion, think of the STB as the IGMP host and the BSR as the

IGMP router. IGMP provides four basic functions for IP multicast networks:

B JOIN: An IGMP host indicates that it wants to receive information from

( “become a member of” ) a multicast group.

B LEAVE: An IGMP host indicates that it no longer wishes to receive

information from a multicast group.

B QUERY: An IGMP router can ask the hosts.which groups they are members
of. This is done to verify a JOIN/LEAVE request or to look for error
conditions. For example, a set-top box may be been unplugged so did not

issue a LEAVE command. Queries may be:

B Specific Query: Asks whether the host is a member of a specified

multicast group.

B General Query: Asks the host to indicate all groups that it belongs to

B MEMBERSHIP REPORT: An IGMP host tells the IGMP host what groups

it belongs to. This report can be either:

B Solicited Membership Report: Sent in response to a QUERY

B Unsolicited Membership Report: Initiated by the client

12



In an IPTV network, each broadcast television channel is an IP multicast group.
The subscriber changes the channel by LEAVE-ing one group and JOIN-ing a

different group.

The following paragraph introduces the major characteristics, enhancements and

differences among the three different IGMP versions.

IGMP version 1 (IGMPv1 - RFC 1112) is not used for IPTV, because it does not

include an explicit “LEAVE” capability. The client will continue to receive all

requested streams until the multicast router query timeout.

IGMP version 2 (IGMPv2 - RFC 2236) and version 3 (IGMPv3 - RFC 3376)
can both be used for IPTV. Like its predecessor, IGMPv2 supports Any Source
Multicast (ASM) networks. In an. ASM network, the IGMP host specifies the
multicast group that it wishes to-join, and receives all-traffic with the specified
multicast address regardless of who is sending the traffic. Most deployed IPTV clients

(set top boxes) support IGMPv2.

The major enhancement in IGMPV3 is support for Source Specific Multicast
(SSM). When using SSM, the host specifies the source address that it will listen to.
This is an important security enhancement since it prevents clients such as a set top
box from receiving traffic generated by other subscribers on the network. IGMPV3 is

backwards-compatible with IGMPv2.

2.3.2 IGMP Proxy Server

IGMP Proxy Server is especially suitable on an edge aggregation box such as a
Digital Subscriber Line Access Multiplexer (DSLAM) with a tree topology which an

edge box has only one connection to the core network side and has many connections

13



to the customer side. The behavior of an IGMP Proxy Server is standardized in RFC

4605. It is described as below.

A device performing IGMP proxy server acts in a dual mode as an IGMP router

and IGMP client as shown in Fig. 2-3.

When the IGMP host issues a join message, the proxy server will receive the
join and add the interface to its outgoing interface list for a specific multicast group. A
General Membership Query timer and state will be used by the proxy server to send
general queries downstream to all multicast enabled interfaces. When a leave is
received, the proxy server will be responsible for issuing a group-specific query and
removing the interface from the outgoing interface list if no hosts respond within the
configured response time interval. WWhen interacting with the IGMP hosts, the proxy

server appears as an IGMP router.

If the proxy server is already. receivinga group from an upstream router it will
not issue a join message upstream. However, if'a downstream host joins a group not
currently received by the proxy server, the proxy server will issue its own join
upstream to the multicast router. When a group is no longer required by downstream
hosts, the proxy server will issue a leave message upstream to stop the flow of packets
destination for that multicast group. The proxy server will also respond to
Membership Queries sent from the multicast router. When interacting with the

multicast router, the proxy server appears as an IGMP client.

14



‘ Downstream Interface

IGMP IGMP
Router

R-GW: Residential Gateway
Qo000 O R-GW DSLAM: Digital Subscriber Line Access Multiplexer
Channel 7 BSR: Broadband Service Router

Fig. 2-3 IGMP proxy server

2.4 Customer VLAN and Service VLAN

There are two fundamental VLANdesign,options:

Customer VLAN: In this model, there ;ifrsr_a“dedi(:ated VLAN for each subscriber.

This is also called the 1:1 model since there is one VELAN per subscriber.

Service VLAN: In this model;‘there isa dedicated VLAN for each service. This

is also called the N:1 model since multiple subscribers share each VLAN.

2.4.1 Customer VLAN

In the Customer VLAN (C-VLAN) model, there is a dedicated VLAN for each
subscriber. The C-VLAN is created between the access elements (e.g. ONT/OLT,
DSLAM) and the BSR, and carries all traffic for all services to and from an individual

subscriber.

Fig. 2-4 shows a typical C-VLAN scenario. The 1:1 mapping of VLANS to
customers enables the edge router to effectively manage the bandwidth for each

subscriber.

15



The drawback to the 1:1 mapping is that C-VLANS are point-to-point paths
which do not natively support distributed multicast replication between C-VLANS. As
illustrated in Fig. 2-4, the edge router would need to create a unique stream for each
user, even those watching the same channel. This requires additional bandwidth
between the DSLAM and the edge router. The DSLAM cannot replicate channels
since it does not realize that the same channel is coming in over multiple virtual

connections.

my

R-GW

Channel 2

y_/ @
C-VLAN=100 (channel 2 Multi i
— R ulticast traffic
C-VLAN=101 (channel 7) (channel 2, 7)
C-VLAN=102 (channel 7)

DSLAM BSR

[ —
' | =il R-GW: Residential Gateway
O coo O R-GW DSLAM:Bigital Subscriber Line Aecess Multiplexer
Channel 7 BSR: Broadband Service Router

Fig. 2-4 Multicasting,with-customer VLAN

2.4.2 Service VLAN

In the Service VLAN model, there is a shared VLAN used to deliver services to
subscribers. A separate VLAN is used for each service. This is depicted in Figs. 2-5

and 2-6.

This architecture is frequently used when IPTV service is introduced onto an
existing broadband network. Putting new services into a different VLAN lowers the

risk of disrupting the existing service. It is especially useful in two situations:

Wholesale networks, where a third party (“wholesaler” or “virtual network
operator”) provides some of the services (such as IPTV). In this case, the VLAN

carrying the wholesaled service can be delivered across the backbone to the
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wholesaler is data center as shown in Fig. 2-5.

Multi-edge networks, where a separate edge router is installed to handle a new

service. In this case, the VLAN for the new service can terminate at a separate edge

router. This is depicted in Fig. 2-6.
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Fig. 2-6 Service VLANs model (Multi-Edge)

2.4.3 Hybrid Model

The hybrid model leverages the strengths of both architectures, creating a single
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policy enforcement point while providing efficient multicast delivery. The hybrid

model leverages multiple VLANS as follows:

A subscriber-dedicated C-VLAN carries unicast traffic such as Internet Access,

Voice over IP and Video on Demand between the access node and the BSR.

A shared Service VLAN carries broadcast television traffic to each DSLAM. In

this special case, this is called the Multicast VLAN (MC-VLAN).

This is depicted in Fig. 2-7.
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Chapter 3

Proposed Method

In this chapter, we introduce our proposed method for the availability

improvement of IGMP proxy server. At the beginning, we state the requirements and

assumptions of this research. Then, we explain our unique methods in details, such as:

System architecture design

Join, general query, leave; failover, and resuming flow design

Fast redirection mechanism

System VLAN design

Fast standby synchronization mechanism

3.1 Requirements

The objective of the work is to design a high-availability IGMP Proxy server,

which is suitable to be embedded in an access equipment, such as Optical Line

Terminal (OLT) or DSLAM. However, the following descriptions about my proposed

method will adopt Ethernet Passive Optical Network (EPON) OLT as an example.

In this work, some requirements as shown below should be specified before

design:

Hardware Platform Requirements
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B High availability hardware platform: Motorola ATCA Chassis and

Switch blade (F101)
B Hardware platform topology: Dual-star
B Functional and Performance Requirements
B Support Simple & Fast Failover and Seamless Resuming
B Support IGMP Proxy Redundancy Scheme: 1+1 (Active-Active)
B Support IGMP Proxy Load Balance

B Support dedicated Service VLAN (S-VLAN) (or Multicast VLAN

(MC-VLAN)) for IPTV Service

3.2 System Architecttire.Design

Based on the above design-requirements,-a-dual-star configuration is adopted as
the topology of the platform architecture.. Dual=star is a centralized-switch
architecture as shown in Fig. 3-1. There are two switch blades as the central role of
the whole ATCA system. These two switch blades are usually also as an interface
with core network for the system. The switch blade is a Layer 2+ switch essentially,
which is responsible to exchange data traffic among FRUs (Field Replaceable Unit)
and uplinks. In other words, all outgoing and incoming data traffic has to through
switch blades. Usually, the switch blades are not only for data plane exchanging, but

also for control plane.

An EPON OLT system is an edge aggregation equipment which is always a tree
topology has only one connection to the core network side and has many connections

to the customer side. As describe in RFC 4605, an IGMP Proxy server is suitable to
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reside at the root of the tree, while it is easily to learn and proxy group membership
information and simply forward multicast packets based upon that information. Based
on the reason, we propose to put IGMP Proxy server function on switch blades of the

ATCA-based EPON OLT system.

For high availability purpose, IGMP Proxy server function resides on both
switch blades, and each switch blade has its individual path connecting to IPTV

network through a dedicated multicast router as shown in Fig. 3-1.

Multicast Router B

IGMP Proxy
for even
channels

Multicast Router A
IGMP Proxy
for odd v
channels I P =

Redundant
pair to be
protected!

Switch blade B
(IGMP Proxy B

IGMP
ONOLT ATC%“ Snooping
...... EPONOLT_| :

line card n

EPON OLT
line card 1

Set-top bax 71 v oystem

(IGMP Host) // \ \\
=L = =1 g="1 = T
a @ E @@

Fig. 3-1 ATCA-based EPON OLT system network architecture for IPTV service

Fig. 3-2 shows the architecture of ATCA-based EPON OLT system in details.
An ATCA-base EPON OLT system can support up to 12 EPON OLT line cards, which
connect with many customers. Each line card has two kinds of channels, Fabric and
Base, to both of switch blades. Generally, Fabric channel is used for data plane, and
Base channel is for control plane. In the work, the IPTV multicast traffic and IGMP

message are through the Fabric channel, and the Health-Link-Check message through
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Base. Due to high availability purpose, each line card should have separate paths to
each switch blade. It guarantees at least one available path for each line card even if

anyone of switch blades is failed at anytime.

Fig. 3-2 also shows the architecture of switch blade in details. The switch blade
is a Layer 2+ switch essentially. It is mainly composed of Fabric interface switch
system, Base interface switch system, RTM, and CPU. The Fabric interface and Base
interface switch systems are isolated in principle. CPU is the only intersection
between these two interfaces and possible to receive all traffic from both with right
policy configuration on both Fabric and Base switch system. RTM, in this work, is

used for the uplink interface to connect to multicast router in core network.

As describe in Chapter 1, IGMP.Proxy server function is implemented on switch
blades of an ATCA-based EPON OLT system. . To say more precisely, the IGMP
proxy server function is implemented on.the CPU' of switch blade. Any Multicast Join
and Leave message from line cards are sent to CRU (IGMP Proxy server) of both
switch blades through Fabric channel. The IGMP Proxy server configures the Fabric
interface switch system with right VLAN, filtering settings and forwarding policies
based on the above multicast membership information. Because of the consideration
of system efficiency, the multicast traffic (e.g. video streaming) from multicast router
will not be forwarded to and processed by CPU. The multicast traffic duplication and

forwarding jobs are done by the Fabric interface switch system of switch blade.

The Base interface switch system is used to maintain health link check
mechanism among two switch blades and all line cards. The healthy information of
switch blade is broadcasted to all line cards though the base channel. The information

is important and used to decide the uplink fabric path for a line card. There is also an
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Update channel which is used for health link check and initial synchronization

between the two switch blades.

Multicast Router A Multicast Router B

ATCA-based EPON OLT system

Switch Blade A Switch Blade B

Base
Switch

— Fabric Channel
—— Base Channel
Update Channel piig PONOLT | e

Fig. 3-2 ATCA-based EPON OLT system architecture

The system model from the view of Availability Management Framework
(AMF) of Application Interface Specification.(AlS).of Service Availability Forum

(SAF) is illustrated in Fig. 3-3.

In my design, there is one service group (SG1), which is distributed between the
two switch blades. SG1 is composed of two IGMP Proxy service units (S1 and S2),
which provide IGMP Proxy service for odd and even channel in normal condition

respectively, and which also reside on the two switch blades respectively.

In each service unit, there are two components (IGMP Proxy protocol service
and Ethernet switch service). As the name of the components shown, IGMP Proxy
protocol service components (C1 and C3) are responsible for handling the service of
IGMP proxy, and the Ethernet switch service (C2 and C4) are for the functionality of
Ethernet switch, which supports Multicast and VLAN especially. The workload of the
both service units are assigned active HA state in a service instance, which is a logical

entity for the aggregation of component service instances. Any failure occurring in
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any component within an active service unit will causes the entire service unit and all

components within the service unit to be withdrawn from service.

( Switch Blade A Y ( Switch Blade B )
( IGMP Proxy Jervide Group (SG1) )
/IGMP Proxy Service Unit\ /IGMP Proxy Service Unit\
(S1) (S2)

HG Al

GMP Proxy Protoco
Service (C1)

GMP Proxy Protoco
Service (C3)

HG A2 Ethernet Switch

Service (C4)

Ethernet Switch
Service (C2)

C CSI Al )
C CSI' A2 )

Service Instance A

Fig. 3-3 Elements of system model of IGMP proxy service

3.3 Operational Scenario

In this chapter, we organize the following five operational scenarios (join,

general query, leave, failover, and resuming) for a Carrier-Grade IGMP Proxy Server.

3.3.1 Join Scenario

The following sequence diagram shows the overall operations about that an

IGMP host indicates that it wants to receive the specific multicast channel traffic
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(odd/even) from ( “become a member of” ) a multicast group.
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Fig. 3-4 Sequence diagram of join scenario

3.3.2 General Query Scenario

The following sequence diagram shows the overall operations about that an
IGMP router (and an IGMP Proxy server) can ask the hosts which groups they are

members of.
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Fig. 3-5 Sequence diagram of general query scenario

3.3.3 Leave Scenario

The following sequence diagram shows the.overall operations about that an
IGMP host indicates that it no lenger wishes to receive the specific multicast channel

traffic from a multicast group.
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Fig. 3-6 Sequence diagram:of leave scenario

3.3.4 Failover Scenario

The following sequence diagram shows the overall operations about while one
of IGMP Proxy server failed, the others immediately take over the job of the failed

one.
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Fig. 3-7 Sequence diagram of failover scenario

3.3.5 Resuming Scenario

The following sequence diagram shows the overall operations about while a new
IGMP Proxy server resuming, the existing one seamlessly release the original job to

the new one.
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Fig. 3-8 Sequence diagram of resuming scenario

3.4 Fast Redirection

In this chapter, we will propose a method to solve the flushing of Forwarding

Database (FDB) at the failover transition.

Fig. 3-9 shows the ideal case of failover transition. For normal operation, “A”
sends a frame to Virtual Router (VR) through the active path (P3 => P1 => Switch A
=> VR) and the standby one is disable by blocking P2 of Ethernet Switch C. If there is
a failure condition on Switch A, the P2 is enabled immediately and the standby path

(P3 => P2 => Switch B => VR) is changed to the active one.

In real case, each Ethernet Switch transmits frames to a learned port recorded on

the FDB. If a Switch transmits frames based on the FDB created before a failure has

29



occurred, the frames cannot reach the destination, because the FDB is not updated
after the failure (Fig. 3-10). Therefore, in all current technologies, when a failure
occurs, the information of the FDB should be flushed. In order to flush the FDB, the
MAC address must be deleted from FDB entries, and re-learned and restored as FDB
entries. If there are many entries in FDB, a flushing takes a longer time. It will result

in a longer failover time.

%\jirtual Routersa

Master N s s ackup Virtual MAC addr.. MAC 1

P1 P2l ~

Etherfet Swifch C

P3
)

1
MAC addr.: MAC2 é‘)

ATCA
Chassis

Forwarding Database (FDB)

Port | MAC Address
= Active path

= = p» Standby path 1 MAC 1
@  rort state: Biocking 3 MAC 2

Fig. 3-9 Ideal case of upstream redirection
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Fig. 3-10 Upstream redirection problem if without flush FDB

| propose a method using portrtrunking or‘aggregation method to eliminate the
flushing of FDB problem at the-failover transition. As:shown in Fig. 3-11, if P1 and
P2 ports of Ethernet Switch C are aggfegéted'as a logic port T1, the entry in FDB will
have no difference before and after a failtre. In other words, we do not need to flush

FDB at the failover transition.

Fig. 3-12 shows a derivative architecture using above port aggregation concept

for Active-Active configuration.
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Fig. 3-12 Architecture using port aggregation method for active-active configuration
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3.5 VLAN Design

In the section, we will explain how to plan the VLAN scheme to achieve load
sharing for IPTV service and to introduce into C-VLAN and MC-VLAN in the

ATCA-based EPON system for IPTV service.
In my research, we adopt VLAN mechanism for the following goals:
B To avoid packet loop: Need no STP
B To support IGMP Proxy Load Balance
B Switch blade A (IGMP Proxy.server A): IPTV odd channels
B Switch blade B (IGMP-Proxy: server B): IPTV even channels.

B The odd and even channels-are.identified according to the LSB of the

multicast IP address.
B To support Multicast VLAN (Shared VLAN) for IPTV Service

B To limit the broadcasting scope of IGMP message and multicast traffic and

to separate the odd- and even- channel IPTV traffic

For load sharing purpose, we proposed to divide the IPTV channels into two
groups (odd and even channels) in Fig. 3-12. In normal case, the switch blade A
(IGMP Proxy server A) is responsible for handling the odd channels, and the switch
blade B (IGMP Proxy server B) for the even channels. The odd and even channels are
identified according to the LSB of the multicast IP address. Assume the IPTV

channels requested to deliver in normal distribution. The grouping proposal is sharing
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the load fairly between the two IGMP Proxy servers.

Due to IGMP message and multicast traffic will broadcast within the switch-

based system, if without right configurations. To separate the odd- and even- channel

IPTV traffic and to limit the broadcasting scope in a system, we adopt VLAN

mechanism. The following table shows the VLAN usage in my design.

VLAN Functions

VLAN X Internal VLAN for IGMP Join/Leave from hosts to both proxies

VLANY Internal VLAN for IGMP Query form even proxy server to
hosts

VLAN Z Internal VLAN for IGMP Query form odd proxy server to hosts

VLAN A External VL AN for Multicast even-channel service (MC-
VLAN)

VLAN B External VLAN Multicast odd-channel service (MC-VLAN)

VLAN P Internal VLAN for Multicast even-channel traffic

VLAN Q Internal VLAN for Multicast odd-channel traffic

Table 3-1 VLAN list

The following sections give explanations in details for normal case (without

failover) about the VLAN design individually.
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3.5.1 Internal VLAN for IGMP Join/Leave from Hosts

to Both Proxies

VLAN X is used to limit the broadcasting scope of IGMP join and leave
message, which is from hosts to both IGMP proxies. An IGMP join or leave message
from a host is duplicated by the switching fabric in the line card and broadcasted to
both IGMP proxies. Both of IGMP proxies will receive the same message at the same
time. This is an important point to realize the synchronization mechanism between

both IGMP proxies.

Besides above, to prevent from a loop on the fabric switch of the switch blade, a
right forwarding rule should be applied, It has to guarantee never to forward packet
from downlink interface to downlink interface:"All multicast traffic with VLAN X

from downlink interface can only be forwarded to the°"CPU attached port.
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Blade Al_CPU_|
{odd +
even) _

[ ] Fabric
Switch

MC-Router  MC-Router

sy | Fabric Switch

e oy i

Fabric Switch
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OLT o7 | | =—— :MWTd;d: OLT | OLT ——— : Active path (odd)
\ e . ) S (odd)
| —— : Active path (even) _.-Mum;-:'m:
= - - - : sty path (even) = - - - : sty path (even)

Fig. 3-13 Internal VLAN for IGMP join/leave from hosts to both proxies
3.5.2 Internal VLAN for IGMP Query form Proxies to

Hosts

VLAN Y and Z are used to limit the broadcasting scope of IGMP query
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message, which is from even- and odd-channel IGMP proxies to all hosts. The even-

and odd-channel IGMP queries are separated.

oT
s
oLT oLT
= [ |

and odd- channel IPTV service individually in my design. In other words, every
join/leave/query message and multicast traffic from/to multicast router on the external

interface is always tagged with the MC-VLAN.

lll-

EPON

T
::‘“
(] [S)
' £ron |[ EPoN
olT || oLt
G

epon T T
i1 | Fabric Switch | |
- (0—0
' £PoN |[ EPoN
oLT || oLt
[=js(==1-
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Fig. 3-15 External VLAN for multicast service
3.5.4 Internal VLAN for Multicast Traffic

VLAN P and Q are used to limit the broadcasting scope of multicast traffic (e.g.
video streaming), which is from the RTM to all subscriber hosts within the system.

The RTM is the port, which connects to external multicast router.

In order to prevent the multicast traffic from being forwarded to CPU and to
follow the design concept of MC-VLAN, a right VLAN-change rule should be
applied on the RTM port of the fabric switch. The rule guarantees to change the VID

from MC-VLAN (VLAN A and B) to VLAN P and Q for all incoming multicast

traffic (UDP).
Switch ———— =T | Swi Switch ——— UpdateCh. [ | Switch
Biade A_CPU | CPU |Bjade B Blade A_CPU_| { CPU | Bjade
(odd) I (even) (odd + | (even)
— _|_._I — EeDI=Na =
RTM
(=<7 8 Fabric Fabric = & =
Swich SR MC-Router  MC-Rauter MC-Router

MC-Router

Fabric Switch

ns
cad |

"
card 1

Fabric Switch .
[ :VLAN P (Multicast even ch. - VLAN P (Multicast oven ch.
- - == traffic for internal Rooding) “ = traffic for internal Aooding)
ATCA @ VAN O Mulicast odd ch. ATCA @ VLN O Mulbcast odd ch.
Chassis — traffic for internal Rooding) assis oo (eson traffic for intamal floading)
EFPON || EPON [ : Port Trunking [—1 : Port Trunking
I oLT | OLT ‘ — | Active path (odd) oLT OLT — Active p:hdlte?:]m
- N JJ| = = = : Standby path jodd) . ) e
[ ] _-;Aniv.pmmru [ ] e - Active path (even)
s | = = = : Standby path (even) |G e e path (even)

Fig. 3-16 Internal VLAN for multicast traffic

3.6 Standby Synchronization

How to synchronize between a redundant pair of IGMP Proxy Servers? The
synchronization mechanism is an important issue, which greatly affects failover

performance, system complexity, and CPU loading. we propose a simple way to use

37



the natural characteristic of multicast to achieve synchronization between a redundant

pair.

The IGMP proxy device has to maintain a database consisting of the merger of
all subscriptions on any downstream interface. The IGMP proxy device sends IGMP
membership reports on the upstream interface when queried and sends unsolicited
reports or leaves when the membership database changes. The membership database
is also used to decide the multicast traffic forwarding policies on the downstream
interface. The content of membership database greatly affects the behavior of IGMP
proxy server obviously. In other words, the same content of membership database of

two IGMP proxies will have the same behavior.

For redundancy to work, the standby unit'needs to be kept synchronized with the
active unit at all times. This is required so-that the standby can quickly take over the
jobs of active unit in case the active one fails. In the work, Switch blade A (or IGMP
proxy server A) serves the odd-channel IPTV service primary, and is a standby unit
for even-channel service. Switch blade B (or IGMP proxy server B) is primary for
even channel, and is standby for odd. To make the membership database of the two
IGMP proxy servers synchronous for each others and for both odd and even IPTV

services will have the best failover performance.

As describe above, the content of membership database is constructed according
to the join and leave behavior on downstream interface. Due to a multicast packet (e.g.
IGMP join or leave message) is naturally broadcast in an Ethernet-based switch
system by default. My proposed method is to use the natural characteristic to achieve
the membership database synchronization between a redundant pair of IGMP Proxy

Servers. In Fig. 3-14, the IGMP join and leave message from the subscriber is
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broadcasted to both IGMP proxy servers by the switching fabric of EPON OLT line
card within VLAN X. The advantage of the method guarantees both IGMP proxy
servers receiving the same IGMP join and leave message at the same time. This is

naturally done the synchronization between the redundancy pair.

Switch Update/Ch. Switch ™\
Blade A| CPU Blade B

(odd) (even)

RTM
.@&g __..@—?@,
MC-Router MC-Router

IGMP join/leave
message
ATCA B VAN XdeMP
Chassis Join/Leave from host)
EPON EPON [ : Port Trunking
DLT OLT = : Active path (odd)
\ = = = : Standby path (odd)
| : Active path (even)
|-I! ..... = = = : Standby path (even)

Fig. 3-17 IGMP join/leave message flow

My proposed method for standby synchronization should also cooperate with

the following mechanisms to perfect the design.

B The switching fabric of both Switch blades should be configured allowing
the IGMP join and leave messages only from downstream interface to
upstream, not from downstream interface to downstream. This configuration
can avoid a multicast storm of the IGMP join and leave message within the

system.

B My proposed method for standby synchronization is like Lockstep
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mechanism. It relied on the redundant pair always receiving the same
message to result in the same content in membership database. The
synchronization mechanism is feasible only when the both IGMP Proxy
Servers of the redundant pair have the same initial state. In fact, both IGMP
proxy servers are usually not startup at the same time. Therefore, an extra
synchronization procedure should be done in the initial state, shown as Fig.
3-15. My proposed method is using the Update channel between both IGMP

Proxy Servers to do this.

If the other
IGMP Proxy
is available?

Initial
state v Yes

Sync IGMP membership
database with the other
IGMP Proxy

v

( Running State )

Fig. 3-18 Flow chart of standby synchronization in initial state
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Chapter 4

Test and Results

Failover time is the key performance index to judge a failover mechanism. In
this chapter, we introduce the principle of failover time measurement, and our

measurement environments and results.

4.1 Principle of Failover Time
Measurement

Failover time is defined the amount of time 1t takes for Failover to successfully
complete by Internet Engineering Task Force (IETF) [25]. It is the key performance
index to judge a failover mechanism. Failover Time can be calculated using the Time-
Based Loss Method (TBLM), Packet-Loss Based Method (PLBM), or Timestamp-

Based Method (TBM). In the thesis, we adopt PLBM to measure the failover time.

Fig. 4-1 shows my measurement concept. First, we generate two identical
testing flows with the same content, speed, and frame length, and with simultaneous
start and stop operations. These two flows are named “odd-channel” and “even-
channel” respectively and served by Switch blade A and B respectively in normal
case. In the case without any failures, Switch blade A and B can serve the same

amount of traffic within a period. If a failure condition occurs on Switch blade B, the
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“even-channel” service will be out of service for a short period, then the service is
resumed after Switch blade A taking it over. However, the “odd-channel” is still
running without any interruptions at that moment. It is clear that the difference of the
amount of packet between “odd-channel” and “even-channel” can be easily

transformed into failover time. The formula is shown as below.

. . _ (RCVpacket,yq - RCVpacket,,., ) x packet_length (byte) x 8 bit
failover time = Data Rate (Mbps) (4-1)

Switch blade A is designated for odd service in normal case, and Switch
blade B is for even.

measurement fault fault measurement
start OCCUITENCE  recovery stop
“odd-channel” _] ! ; [
service , ! : !
“even-channel” | ; ' |
il e

‘ _/ \_ Switch blade A takes over the

‘ Switch blade B is disabled. “even” service of Switch blade B.

[ ] : Switch A in service [l : Switch B in service even-channel” is out of service.

Fig. 4-1 Principle of failover time measurement

4.2 Testing Environment of Failover Time
Measurement

Fig. 4-2 depicts the testing environment of failover time measurement. The
testing environment setup is following EPON network general configuration. we use
Sprient SmartBits to act the both roles of Multicast routers and IGMP clients to

generate and to receive the testing flows.
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Fig. 4-2 The testing environment setup of failover time measurement

As Fig. 4-2 shown, SmartBits:generates testing flow 1 and 2 to Switch blade A,
and 3 and 4 to B. Both of the flow 1.and 3 are.identical and represent the odd-channel
multicast traffic. Both of the flow 2 and’4.are-for the even-channel. Switch blade A
only serves the odd-channel (flow 1) .and.Switch.blade B serves the even-channel
(flow 4) normally. If a failure condition occurs on Switch blade B, the even-channel
service is interrupted for a short period. After that, Switch blade A takes over to serve
the even-channel (flow 2) immediately. The total amount of served even-channel is
the sum of received flow 2 and 4. The formula to calculate failover time is simplified

as below.

(flow 1.- (flow 2 + flow 4)) x 128 byte x 8 bit
50 Mbps (4-2)

fallover time =

Where 128 byte is the packet length; 50Mbps is the data rate
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flow 1: 50Mbps (odd-channel)
flow 2: 50Mbps (even-channel)

flow 3. 50Mbps (odd-channel)
flow 4: 50Mbps (even-channel)

Switch nE
Blade A &

{odd '
service)

Switch
Blade B |
{even

service)

EPON
OLT *flow 1 and 3 are identical for odd service.
Blade *flow 2 and 4 are identical for even service.

Fig. 4-3 The testing environment setup of failover time measurement

4.3 Results of Failover:Time

In this paragraph, it shows-both of the simulation and real results of failover

time following the testing environment setup-described in Chapter 4.2.

The simulation result is shown in‘Fig. 4-4. The average failover time is about
45ms. The performance is better than 50ms, which is the failover requirement

specified by SONET/SDH.

The real result is shown in Fig. 4-5. The average failover time is around 400ms
averagely. The result is much different with the simulation one. To further analyze the
result, we found the failover time is mostly wasted by the VLAN reconfiguration via
the opening SNMP interface on Motorola switch blade. It is an implementation issue

does not be solved in this work.
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Fig. 4-4 The simulation results of failover time
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Fig. 4-5 The real results for failover time
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Chapter 5

Conclusion

In this chapter, we make the conclusions and the future works for this research.

5.1 Conclusion

The objective of this research is to improve the availability of IGMP proxy
function on an access equipment. In order, to achieve the goal, we propose using
redundant design with hot standby, load,sharing, fast failover, and seamless resuming
capabilities to reduce MTTR and to increase availability. In the research, we take the
characteristics of VLAN, ATCA-based topelogy and multicast traffic to simplify the
IGMP Proxy failover mechanism and to‘improve the performance. The following

items are the distinguishing points of my proposed method:
B Simple VLAN configuration to enable active-active redundancy
B Simple standby synchronization mechanism for multicast packets
B Simple and fast redirection method to solve flushing FDB problem
B Simple seamless resuming procedure without interruption for IPTV service

In the thesis, my proposed architecture also supports the other advanced features,

such as Multicast VLAN (Shared VLAN), for real IPTV Service deployment

The average simulation result of failover time can minimize to 45ms, which is
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better than the specifications of SONET/SDH.

5.2 Future Works

In the thesis, my proposed standby synchronization mechanism is suitable for all
multicast packets, not only for IGMP. There are lots of Internet protocol, such as
RIP2 and VRRP, also using multicast address. To apply the mechanism to the other IP

protocols, which use multicast MAC address may be a worthy research.

As the description of Chapter 4.3, the VLAN configuration interface on
Motorola Switch blade is slower. The platform issue results in the overall failover

performance decreasing. To choose a better Switch blade may solve the problem.

In the thesis, we realized the 1GIMP-Proxy following the IGMP protocol v2. It

can be also upgraded to v3.
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