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ABSTRACT

In this thesis, proximity effect of E-beam lithography was investigated, including
proximity effect parametefs: and proximity effect correction. An E-beam
simulation program based on Monte Carlo  method was developed to obtain
proximity effect parameters. Besides; the proximity parameters were extracted
from experiment data of our designed patterns with the double Gaussian
functions model. With these proximity effect parameters and our designed
patterns, corrected E-beam exposure files were generated by the proximity
correction software, PROXECCO. Using the corrected files, proximity effect was
demonstrated to be corrected significantly from the experiment results. Sub 100
nm patterns were printed successfully by using the proximity effect correction
method at variable shape E-beam exposure tool, Leica WePrint 200.



Acknowledgement

[ want to express my gratitude to my advisors, Dr. Yang-Tung Huang and Dr.
Chun-Hung Lin, for their support and guidance on my research. Dr. Cheng-May
Kwei also taught me a lot in her lecture. Their ideas and advices helped me to
correct many errors.

Then, I want to thank all the members of Nanophotonics & Biophotonics
Laboratory and all the persons in National Nano Device Laboratory. They helped
me a lot to finish the work and experiments of the research.

Finally, I would give my greatest appreciation to my family for their
assistance and love.

This work was supported by the National Science Council of the Republic of
China under contract NSC 95-2221-E-492-015.



Contents

CHAPTER 1. INTRODUGCTION ... .ciiiiiiieiie sttt ettt ettt sb e sbe b e se e aae e abe e beabeasbestbenbeenteas 1
CHAPTER 2. ELECTRON INTERACTION OF E-BEAM LITHOGRAPHY .....ccccooiiiiiiiiiieiecnee e, 4
2.1. ELECTRON SCATTERING PROCESSES .....c.eiittitiiuieiteitententetenienteeseeseensetessessesaeeueeseessesesensesaessesseensensenses 4
2.2. PROXIMITY EFFECT ...uveutiuteientinteettetteetetete st ste st ettt esteae st sbesae e s et et esse st e sbesueeveeseesaensesaesbesueeneeneennenne 5
2.3. PROXIMITY EFFECT CORRECTION ......eoutiuiiiintintenieeteententetentestesueeseeseensensestesuesseeseeseennensensessesueeneensensenne 7
2.3.1.  Proximity effeCt PAramMELErS ......civeiie e 7
2.3.1.1. DOUGNNUL TYPE... ettt ettt ettt ettt ettt es e st e bt et e b e e e e e s e eseese et e sae et et eneeneeneeseaneaseanens 7
2.3.1.2. POINE TP ettt ettt b et et h e bt bt e b et ene e b e e bt et e b et et ene et enteneeneeneateaben 8
2.3.1.3. SCELETON ...ttt ettt sttt et sb et s b et sb et s bt et e s bt et e s be et sbee e e ebeeaesae 9

2.4. PROXIMITY EFFECT CORRECTION METHODS ......eoutiuiiuieiieientinieniteiteneentetestesue st eseeseesnennesaesnesaeeneeseensenne 9
A 1o 1L ofo ] -1 o] ST TE TSP 9
2.4.2.  ShaPe COMPENSALION......cuiiiiieiieeteee ettt e et e et e be st e e e eneesee e e eeseestesreanenreeneeneeneenees 10
2.4.3.  Background COrreCtion ... A e et nne s 11
2.4.4.  Top surface image METNOMU. witie. . ... oo ruess e s 2eatosieseeeresseeseeseessessessessessessesesssessessessessessesesensesnses 12
CHAPTER 3. MONTE CARLO SIMULATION FOR E-BEAM LITHOGRAPHY .....ccccociiiniiiiines 14
3.1. MONTE CARLO MODELS......uo0h v Boueifeeanesessessasss oo eesdeiiesuesueesesueensensensessensessesseessensessensessessesseesnensenses 14
3.1.1.  Multiple scattering MOGel.. &, i oo ci i st 14
3.1.2.  Single sCattering MOGEI .........oooit i e e et et nr e e ene e e es 14
T8 0 O o 1Y o ¢ o Iy o [ PSS 15
3.1.4.  Direct SIMUIALION MOGEI .......coiviiiiriece s 15
3.1.5.  Dielectric fuNCtion MOUEN..........ccooi i 15
3.2. ELECTRON INTERACTION WITH ATOM......eotiitiruieiiemtenieientenienueeseestensesessessesueeseeseensessensessessesseeneennensens 15
321, EIESLIC COSION ....viictcicec et 15
3.2.2. INEIASEIC COISION ...vviviececi et 18
3.3. PO SIMULATION ...ttt sttt ettt ettt sttt et b e et aesaeebeeae oo nenaen 18
3.3.1.  DenSity CAICUIALION. .......cveiie et r e e nn 18
3.3.2. COMPONENES ANAIYSIS .. .eviieirieieierieieiertese et se ettt e e e e e e e e aeseestesreaneareeneeneeneenes 19
3.3.3.  Mean free path random NUMDBEE R1L........cccoiviiiieece e 20
3.3.4.  Scattering center atom random NUMDBEE R2.........cc.coeiiiieiiiiinieie et 21
3.3.5.  Angle of scattering random NUMDBEE R3.........cooiiiiiiiiiiire e 21
3.3.6.  Azimuthal angle random NUMDBEE R4 .........oov oo 21
3.3.7.  Trajectory Of SCAEIING ... cccvivii et re e e e e es 22
34. VERIFICATION ....uviiiiieiteitetestiete ettt ettt st ebesae ettt e sae et besueeas et et eaesa e e bt ebeensensesteaesteebeeueennennennen 22
B I (o o] o1 To N 0 1T PSS 23



3.4.2.  Penetration and refleCtioN FatiO ..........coceiiviiiiiie ittt e e sbee s s e e sbee s sreeseree e 24

4.3, ENEIGY PrOfile .. e rn 25
3.5. SIMULATION RESULT ...c.eutiteiieiteitentetenteste sttt et eieetestestesaeeseeseensesseaensesaeebesutessessesaensestessesueeneensensenne 27
3.5.1.  EIeCtron transverse Path .......ccccccviieeieieie e 27
3.5.2.  Energy parameter fittiNg .......ccccoviiieiieiieice e 28
3.6. PROXIMITY EFFECT PARAMETERS OF MONTE CARLO METHOD........cccccuiriiniinieniieiieieienienaeereseeeeenennes 28
CHAPTER 4. EXPERIMENT AND DISCUSSION ......oiiiiiiiiiiiiieieee et 30
4.1. EXPERIMENT PROCESS .....otiitiitieiieuteitetentiete sttt tetes e stestesaeeseeseessesessessesateueestensensensessesaeeneeneennensens 30
4,11, EXPEriment @QUIPMENTS .....ccciviiieeteeeeieseest e e ste e e e e e e e e saesrestestesneeseeneeseesaesestesnesreaneeneeseensees 30
41,2, EXPEIIMENT PrOCESS ..vvevvirietestistesseereeseesteseessestessessesseasseseesessessessessesseesessseseessessessessessesseeseessensenes 30
T T O 1= T I I - Tod Qoo = {1 o S 31
414, E-DBAM EXPOSUIE ....eeevieiiieste sttt ste et ettt et s te e e s e e et sr e st e s seeseeseeneeseesa e eenaeanesreeneeneeneeneees 32
T O 1= Vg I I Vol Qo (=21 o] o] [ T SR 33
416, CD MEASUIEIMENT ....vteiiiieiieiieiie ettt r et r e 33
4.2. TEST PATTERNS ...ttt ettt ettt sttt sttt ettt st e b et eae et e e st et besaeeueeae et e s enaesbesaeebeeneennennens 33
4.3. FITTING ALGORITHM ...ctiuiiiiitiiiiiieiiessstesns et eeeeueestentesaesaeebesueeseessessesesaeesesseessennensesesaeesesueesnennennen 34
4.4. FILM STRUCTURE .....cvteuiinienienrisfinieseennerensenueenesitsifan e eeeesuesseetesueeneessessensesteesesseeunesnensensesseenesueennennennen 35
4.5. EXPERIMENT RESULT ..o fieait e imensbad i b 20ttt s 36
45.1. Proximity effect parameters' of EXp-EXt-W2 method™...........ccccoovvereieiine e 36
4.5.2.  Proximity effect parameters of EXp=Fit-W10'method ..............ccccvvivviriiv i 37
4.5.3. Proximity effect parameters'comparison of different method............ccccceeevvviiiviviisicccec 38
4.5.4.  Proximity correction result of ST SUDSEFALE ...\ ....coovvie e 39
4.5.5.  Proximity correction result of Nitride film .........c.ccovriein i 43
4.5.6.  Proximity correction result of Wet-OxXide film ..........ccoveveiiiinii e 47
4.5.7.  Proximity correction result of Ta film.........ccooiiiiiiiiicc e 51
4.5.8.  Proximity correction result of Copper filmM.......cccoiiviieiii e 55
4.6. DISCUSSION ..ottt sttt sttt sttt sa ettt e b sa e bt ebeeas s et e besaeebeeueennennennen 59
CHAPTERS5. CONCLUSION AND FUTURE WORK .......coiiiiiiieiee e 62
REFERENCE ...ttt sttt ettt st b e sttt ettt be s a e bt et ea et et e b e st e e bt sueeae et et e s et e besaeebeeseennensennen 63



List of tables

Table 3-1 atomic percentage of NEB-A4 photo-resist film derived from ESCA ........ccooiiiiiiiiiiieeee 20
Table 3-2 Atomic weight percentage of elements in photoresist NEB-A4 obtained from EA ............cccccoceinnnnn. 20
Table 3-3 Verification of stopping range of different accelerated voltage of PMMA and silicon ...........ccccceeneee. 23

Table 3-4 Comparison of penetration ratio of 400 nm PMMA on silicon substrate of different acceleration voltage

20KV, TOKV, SKV. oottt ettt sttt sttt b et b e st b et 24
Table 3-5 Comparison of reflection ratio of 400 nm PMMA on silicon substrate of different acceleration voltage

20KV, TOKV, SKV. oottt sttt sttt sttt b sttt be e 25
Table 3-6 Test result of our developed Monte Carlo method for different film structures. ...........ccoevevvieveereenenns 29
Table 4-1 Proximity effect parameters extracted from the measurement data with Exp-Ext-W2 weightings.......... 37

Table 4-2 Proximity effect parameters extracted from the measurement data with Exp-Ext-W10 weightings........ 37



List of Figures

Fig 1-1 Potential lithography solution for next generation lithography from ITRS, Y2005 version [2].2
Fig 1-2 E-beam lithography evOolution [9].......coieiiieieieiiie ettt 3
Fig 2-1 Electrons trajectories schema to show electron scattering path of E-beam lithography. ............ 5
Fig 2-2 Test patterns for proximity effect and simulation result (a)Designed test patterns for
checking proximity effect (b) Simulated result of uncorrected proximity effect exposure [14]. .6
Fig 2-3  Test cell of the Doughnut-method [15]. R1 is variable while R2 is fixed and much larger
than backward SCAttEring TANZE. .........cvuerueruiririetieeieieterteste ettt ete et ete et eseeeestesteseeebesseeaeeneeneenseeens 8
Fig 2-4 Normalized exposure on silicon at 25 KeV by point exposure method [12]. .......cccceeeeieieennee. 9
Fig 2-5 (a) Pattern corrected by PROXECCO with coarse resolution. (b)Simulation exposed result of
PROXECCO with coarse resolution correction [14]. .....c.occeevieiieiieniieiieieeeeeeeere e 10
Fig 2-6  Graphical illustration of IMR (inner maximum rectangular) adjustment and shape correction
at corner and its simulated correction effect [22]. The left part is the modified exposure pattern,
the right part is the simulation result of deposited energy ...........ccooeeeroieieiereneiceeececeeee 11
Fig2-7  Energy distribution of combination of pattern exposure and correction exposure [21]....... 12

Fig 2-8 A bi-layer process using topsutfaceimage of low energy E-beam lithography to alleviate

Proximity effect [33]. .....imuiiii i i s e coaedee sttt ettt st s s e st e enee 13
Fig 3-1 ESCA spectrum for NEB-A4 photo-resist'film; The elements for the analysis are C,O,N and S.
...................................................................................................................................................... 19
Fig 3-2 One step of electron movement in 2Dschematic drawing. .............cccceveeenerieieniesiesesese e 22

Fig 3-3 Constant energy densitycontour of 0.5 wm-line for mask case. The source is Gaussian beam
with 50nm range, at 20 KeV [30].....cu i e e e 26

Fig 3-4 Simulation energy density contour of 0.5 um line of our developed program. The source is
Gaussian beam of range 50nm at 20KEV. .......ooiiiiiiiiiiiiiii e e 26

Fig 3-5 simulated electron path for 400 nm NEB film on Silicon substrate with 40KeV electron beam.

...................................................................................................................................................... 27
Fig 3-6 Gaussian fitting of backscattered energy of 40KV E-beam Exposure for 400nm NEB on
1000nm copper wWith SIlICON SUDSLIALE. ........cvieiicrierieiieiecee sttt b e ebeeeaesaeenees 28
Fig 4-1 wafer process flow for proximity effect extraction with uncorrected design patterns.............. 31
Fig 4-2 wafer process flow for proximity effect correction check with proximity effect correction
PALEEITIS. 1ot eireetieeetteeiteereeetteetteeteeeteeesteeesseeesseeesseeessaesnseeassaeassaeassaessseensseessseeasseeanseensseennsesnsses 31
Fig 4-3 schematic drawing of beam path of Leica WePint 200 [31]. ..ccoooiiiiieieiieiineieeeeeeeee 32
Fig 4-4 schematic drawing of designed patterns to extract proximity effect parameters and to check
proximity effect COrrection TESULL. .........cciiiiiiiiieieee e 34

Fig4-5 Comparison chart of backscattering energy to forward scattering energy ratio for 5 types of

SUDSITALES. ...ttt ettt e e et e e et e e ettt e e e eaa et e seaaeeeeeaaeeeeeaaaeessnaeeeeanaeeeeanaeeeearteeeeeareeeenres 38

Fig 4-6 Comparison chart of backscattered range for 5 types of substrates. ..........cccceceeeereieiierenenenenne 39



Fig 4-7 ADI CD comparison of silicon trench for proximity effect correction parameters from
empirical and Monte Carlo Methods. ..........ccieiiiiiiiiiiiciecececee e 40
Fig 4-8 ADI CD comparison of silicon Isolated lines for proximity effect correction parameters from
empirical and Monte Carlo Methods. ..........cciiiiiiiiiiiiieiiceceeee e 40
Fig 4-9 ADI CD comparison of silicon dense lines for proximity effect correction parameters from
empirical and Monte Carlo Methods. ..........ccoeiiiiiiiiiiiciicececee e 41
Fig 4-10 ADI CD comparison of silicon dense dots for proximity effect correction parameters from
empirical and Monte Carlo Methods. ..........ccoeviiiiiiiiiiciicececeee e 41
Fig 4-11 ADI CD comparison of silicon isolated dots for proximity effect correction parameters from
empirical and Monte Carlo Methods. ..........cceeiiiiiiiiiiiciecececeee et 42
Fig4-12 Proximity correction result of 80 nm silicon isolated line with Exp-Ext-W2 method. The
design CD is 80nm. The measured CD 1S 7INML ....ocuoiuiiiiiiiiiiieieiee et 42
Fig 4-13 Proximity correction result of 80 nm silicon isolated line with Monte Carlo method. The
design CD is 80nm. The measured CD iS 70N ....cc.oiuiiiiiiiiiiieieiee e 43
Fig4-14 Proximity correction result of 80 nm silicon isolated line with Exp-Ext-W10 method. The
design CD is 80nm. The measured CD 1S 7ONIM. .......ccueiiriiiiieieierieiesee ettt 43
Fig 4-15 ADI CD comparison of nitridé trench for proximity effect correction parameters from
empirical and Monte CarlommMethodsS, vue o o iiiliieeieeieiiciicieceeceee e 44
Fig 4-16 ADI CD comparison of nitride'isolated lines for proximity effect correction parameters from
empirical and Monte Carlo Methods ... ... .. i 44
Fig 4-17 ADI CD comparison of nitride dense lines for proximity effect correction parameters from
empirical and Monte Carlomethods. ...t et 45
Fig 4-18 ADI CD comparison of nitride dense dots for proximity effect correction parameters from
empirical and Monte Carlo Methods. ..........ccoeiieiiiiiiiieiececccee e 45
Fig 4-19 Nitride Isolated Dot ADI CD comparison for proximity effect correction parameters from
empirical and Monte Carlo Methods. ..........ccieiieiiiiiiiiciececeeee et 46
Fig 4-20 Proximity correction result of 80 nm nitride isolated line with Exp-Ext-W2 method. The
design CD is 80nm. The measured CD iS 80N .......cceiiiiiiiiiiiieiee et 46
Fig 4-21 Proximity correction result of 80 nm nitride isolated line with Monte Carlo method. The
design CD is 80nm. The measured CD 1S 72N ....ocuiiuiriiiiiiiieieieieie et 47
Fig 4-22 Proximity correction result of 80 nm nitride isolated line with Exp-Ext-W10 method. The
design CD is 80nm. The measured CD iS 8INIM. ....ocuiiiiiiiiiiiiiieieee e 47
Fig 4-23 ADI CD comparison of wet oxide trench for proximity effect correction parameters from
empirical and Monte Carlo Methods. ..........ccoeiiiiiiiiiiiciecececee e 48
Fig 4-24 ADI CD comparison of wet oxide isolated lines for proximity effect correction parameters
from empirical and Monte Carlo methods. ..........c.occviviiiiiiiiiiciice e 48
Fig 4-25 ADI CD comparison of wet oxide dense lines for proximity effect correction parameters

from empirical and Monte Carlo methods. ..........coccviviiiiiiiiiiciice e 49



Fig 4-26 ADI CD comparison of wet oxide dense dots for proximity effect correction parameters from

empirical and Monte Carlo Methods. ..........ccoeiieiiiiiiiiciecececee e 49

Fig 4-27 Wet Oxide Isolated Dot ADI CD comparison for proximity effect correction parameters from

empirical and Monte Carlo Methods. ..........ccoeiiiiiiiiiiiciiceceeee e 50

Fig 4-28 Proximity correction result of 80 nm wet oxide isolated line with Exp-Ext-W2 method. The
design CD is 80nm. The measured CD 1S 7ONIM. ......cceririiirieieieieie et 50

Fig 4-29 Proximity correction result of 80 nm wet oxide isolated line with Monte Carlo method. The

design CD is 80nm. The measured CD 1S 73N ....oouiiuiiiiiiiiiieieieiee et 51

Fig 4-30 Proximity correction result of 80 nm wet oxide isolated line with Exp-Ext-W10 method. The
design CD is 80nm. The measured CD 1S 75N ....oouiiiiiiiiiiiiiieieeeee et 51

Fig 4-31 ADI CD comparison of Ta trench for proximity effect correction parameters from empirical
and Monte Carlo MEhOAS. .....co.eiuiiiiieieee ettt se e 52

Fig 4-32 ADI CD comparison of Ta isolated lines for proximity effect correction parameters from
empirical and Monte Carlo Methods. ..........cceeiiiiiiiiiiieiecececeee e 52

Fig 4-33 ADI CD comparison of Ta dense lines for proximity effect correction parameters from

empirical and Monte Carlo Methods. ..........ccoeiiiiiiiiiiiciececeeee e 53

Fig 4-34 ADI CD comparison of Ta.dense dots for proximity effect correction parameters from

empirical and Monte CarlommMethodsS, vue o oiiiliseeienrieriiciiciececece e 53

Fig 4-35 ADI CD comparison of Ta isolated dots for proximity effect correction parameters from

empirical and Monte Carlo Methods ... ... .. i 54

Fig 4-36 Proximity correction result of 80 nm Ta isolated line with Exp-Ext-W2 method. The design
CD is 80nm. The measurediCD.iS 57N ccitteitenveieuiriiiiinieieereerere ettt ettt e e 54

Fig 4-37 Proximity correction result of 80 nm Ta isolated line with Monte Carlo method. The design

CD is 80nm. The measured CD 1S 73NN .....uvviiiiiiiiiiieie ettt e eae e e e eaeeeseaeeesenes 55

Fig 4-38 Proximity correction result of 80 nm Ta isolated line with Exp-Ext-W10 method. The design
CD is 80nm. The measured CD 1S O1NM. .......ccuiiiiiiiiiiiieiceeeceee ettt 55

Fig 4-39 ADI CD comparison of copper trench for proximity effect correction parameters from
empirical and Monte Carlo Methods. ..........ccoeviiiiiiiiiciiceceee e 56

Fig 4-40 ADI CD comparison of copper isolated lines for proximity effect correction parameters from

empirical and Monte Carlo Methods. ..........ccieviiiiiiiiiiciicecee e 56

Fig 4-41 ADI CD comparison of copper dense lines for proximity effect correction parameters from

empirical and Monte Carlo Methods. ..........ccoeviiiiiiiiiieiececeee e 57

Fig 4-42 ADI CD comparison of copper dense dots for proximity effect correction parameters from

empirical and Monte Carlo Methods. ..........ccoeiiiiiiiiiiiciecececee e 57

Fig 4-43 ADI CD comparison of copper isolated dots for proximity effect correction parameters from

empirical and Monte Carlo Methods. ..........ccoeiiiiiiiiiiiciecececee e 58

Fig 4-44 Proximity correction result of 200 nm Cu isolated line with Exp-Ext-W2 method. The design
CD is 200nm. The measured CD 1S 198NM. .....cccccevuiiiiriniiiniiiencrereeee et 58

Vi



Fig 4-45 Proximity correction result of 280 nm Cu isolated line with Monte Carlo method. The design

CD is 280nm. The measured CD 1S 277N ..c..ccceerueieerieieenieieenieeeieneteie sttt sttt seenens 59
Fig 4-46 Proximity correction result of 200 nm Cu isolated line with Exp-Ext-W10 method. The

design CD is 200nm. The measured CD 18 2030M. ......ocoiiiiiiiieieieieeee e 59
Fig 4-47 PR lifting of isolated line of 260 nm on copper film. ..........ccccoeoieiiiiiiniii e 60
Fig 4-48 cross link density chart of 100 nm isolated line of NEB-A4 photoresist..........cccccccerererenee 61

vii



Chapter 1.

Introduction

Lithography plays an important role in the manufacturing of ICs. In the early days, contact
printing tools were used. The cross contamination between masks and wafers kills the chip
yield of the wafers. The proximity printing tools were introduced to reduce the cross
contamination. Poor resolution limits the wide application of the systems. Projection system
was introduced to overcome above issues. The continuous improving of projection tools
minimized the line width of ICs and made semiconductor industry follow the pace of Moore’s
law.

The resolution of optical projection lithography follows the Rayleigh’s criterion. The

equation of Rayleigh’s criterion is

where R is the resolution limit of the system:-And k1 is usually referred to as k-factor for a
given photo process, A is the illumination wavelength. NA is the numeric aperture of the
projection system. The improvement of projection systems includes enlargement of NA,
shortening of illumination wavelength, reduction of process factor. NA of stepper has
increased from 0.28, the NA of first stepper from GCA, to about 1.3, the NA of water
immersion scanner. Illumination wavelength was shortened from 436 nm, g-line of mercury
lamp, to 193 nm, characteristic wavelength of ArF excimer laser. K1 was reduced from 0.7 to
0.3 through the improvement of photoresist characteristics and the use of RET (resolution
enhancement technology). But the resolution faces the practical physical restriction of current
developed material for future technology node. For example, lens material damage at 126 nm
wavelength is a particular problem. And there are other issues that will more likely prevent the
extension of optical lithography to wavelength smaller than 157 nm. Optical lithography will
face resolution limit to about 30 nm [1].

What will be the dominant lithography technology after optical lithography? From the
roadmap of ITRS (International Technology Roadmap for semiconductor) [2], ML2 (mask-less
lithography), EUVL (Extreme ultraviolet lithography) and NIL (nanometer imprint lithography)
will be the candidates for next generation lithography (NGL). EUVL uses 13 nm illumination

wavelength with all reflection lens system. The stability of the illumination source and the



quality of the masks are the main issues to overcome. NIL uses template to contact print on
wafers. Cross contamination problems still will be a fatal issue. ML2 uses electron beam

system to direct write on wafers.
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Fig 1-1 Potential lithography solution for next generation lithography from ITRS, Y2005 version [2].

Electron beam lithography system is a mature technology and has been used for about 50
years. E-beam system was evolved from SEM (Scanning electron microscope) and SEM was
developed in 1955 [3]. E-Beam Lithography followed soon after the development of SEM and
was one of the earliest processes used for IC fabrication dating back to 1957 [4]. Currently,
E-beam lithography has two kinds of application. The first and the most frequently being used
one is mask-making. The most advanced masks are all produced by E-beam exposure systems.
The other application of E-beam exposure system is used to direct-write patterns on wafers. It
can save cycle time and cost of mask-making, and provide quick delivery of chip making.

However, low throughput limits wide application of E-beam exposure systems. In 1976,
Webber and Moore et al. used variable spot shaping to improve throughput of the system [5].
Many E-beam exposure systems vendors had proposed many methods to improve the
throughput for this forty years. But the throughput still failed to compare to optical lens

projection system. Most efforts of E-beam exposure system vendors still focus on the



throughput improvement. To further improve the throughput of the systems, many new
techniques are under being developed. The new techniques include multi electron-guns system
[6], multi lens system [7] and projection mask-less lithography (PML2) [8] et al. The evolution
of E-beam system is shown at Fig 1-2 [9].
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Besides, there are some annoyiné éf‘f_e_ct'é, ”‘"ilncluding charging effect, heating effect and
proximity effect. The proximity effect is the most serious impact for E-beam exposure
lithography. It makes pattern’s CD (critical dimension) difficult to control and often makes
exposed patterns lose fidelity. When performing e-beam exposure, electrons make interactions
with the atoms of bombardment target and are scattered away by the atoms randomly. The
scattering interactions are characterized as forward and backward scatterings. To quantify the
scattering effects and to make adequate correction are important and necessary to improve
performance of E-beam lithography, especially for nanotechnology. The proximity effect
correction parameters for each structure will be obtained before making corrections.

In chapter 2, electron-slid interaction will be introduced. It will include proximity effect
issues and the correction methods. In chapter 3, our developed Monte Carlo simulation
program will be described. The verification procedure and result will also be provided. And
simulation of different structures will also be included. In chapter 4, proximity effect
parameters extracted from experiment data will be mentioned. The exposure results with
proximity effect correction and discussion will also be provided. We will make our conclusion
in chapter 5. The future work for this study will also be included there.



Chapter 2.
Electron interaction of E-beam

lithography

Electrons interact with the bombarded films or under layer substrate during an E-beam
exposure process. During the process, the photoresist film will be deposited energy from the
dissipation energy of incident electron and form an exposure image. For example, when
exposing a negative resist film, the exposed area of the photoresist film will form an energized
image and will not be developed away and form a photoresist patterns for further process. But
there are some electrons scattered back from the intermedium films or the substrate. The
deposited energy of the backscattered eleetrons:depends on the types of under layer films and
substrate. Besides, it is very strongly depends on the pattern density of nearby exposed area
and it is the so called proximity effect. To know the proximity effect clearly and to correct the
proximity effect adequately are necessary to'get good control of E-beam lithography. Some of
the famous proximity effect parameters extraction methods and proximity effect correction

methods will be reviewed in this chapter.

2.1. Electron scattering processes

The scattering processes can be classified as elastic interactions and inelastic interactions.
When the incoming electron interacts with a nucleus, it will be scattered away with significant
change of direction and negligible energy loss because of the large mass difference between
electron and nucleus. As the incoming electron interacts with the surrounding electrons of atom,
it will cause inelastic interaction. The interaction will cause significant energy loss with
negligible direction change.

In case of E-beam lithography exposure process, the top film will be the photoresist film.
There is always an intermedium film between the top film and the bottom bulk. And silicon
crystal substrates are the most often used substrates for semiconductor manufacturing. As the
energized electron impinges on the photoresist film, it will penetrate the photoresist film and be
scattered by the atoms of the film and undergoes a complicated scattering process. The electron

trajectories can be approximated by a classical zigzag path. Most electrons will penetrate to the



bulk and stop there like path 1 in Fig 2-1.Some of the penetrated electrons will be scattered
backward to the photoresist film like path 2 in Fig 2-1. The electron will lose energy during the

traveling path and finally stopped when it lose all of its kinetic energy.

Electron heam

Photaresist film

Intermedinm film

Substrate

Fig 2-1 Electrons trajectories ‘* C] cattering path of E-beam lithography.

2.2. Proximity effect

As electrons bombarded photo-resist film, there will be many scattering events before the
electrons enter the substrate. This type of scattering is characterized as forward scattering. And
the deposited energy in photoresist is known as forward scattered energy. We can model this
deposited energy by a normal distribution function. Most of the electrons will penetrate the
photo-resist film and enter the substrate. The incident electron will lose most energy during the
path of the substrate. Some of the penetrating electrons will scattered backward to the
photoresist film. The backscattered electron also gives energy to the photoresist film. And the
energy was called backward scattering energy. The exposure intensity distribution of point

exposure is often expressed as the double Gaussian functions:
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where r is the distance to the E-beam exposure point. mg is the ratio of backscattered energy
to forward scattering and a is the distribution range of forward scattering range and J is the
distribution range of backward scattering. The double Gaussian functions were first proposed
by T.H.P Chang to describe the distribution of deposited energy of E-beam exposure in 1975
[10].

In 1987, S.J. Wind et al. introduced triple Gaussian functions to describe the distribution
for sub-100 nm features [11]. It can better fit the deposited energy distribution. Some other
kinds of triple functions were also proposed [12, 13]. But currently commercial proximity
effect correction software packages, for example PROXECCO and CAPROX, mostly use
double Gaussian functions parameters to correct the proximity effect. So we chose to use
double Gaussian proximity effect functions through the thesis.

As two E-beam exposed patterns are too close to each other, the backscattered energy
will be added to each other respectively. This unwanted and annoying effect is so called
proximity effect and it always makes the E-beam exposure difficult to control. The
backscattered range depends on the structure of the bombarded target and it is about 1 to 10 pum.
For sub um patterns, the proximity effect is one of the most serious problems for E-beam
lithography. From Fig 2-2 (b), we can clearly see the troublesome proximity effect. Originally,
there are 2 sets of two coarse and'mearby.lines and three fine and sparse lines of designed
patterns as shown in Fig 2-2 (a). The simulated exposed result without proximity effect
correction at Fig 2-2 (b) shows that there are unwanted-bridges between the coarse lines due to
the proximity effect. And the sparse lines were wrongly opened at the center of the lines for not

enough deposited energy. This explains.the basic phenomenon of proximity effect.
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Fig 2-2 Test patterns for proximity effect and simulation result (a)Designed test patterns for checking proximity

effect (b) Simulated result of uncorrected proximity effect exposure [14].



2.3. Proximity effect correction

In most cases, proximity effect is corrected by dosage correction of the exposed patterns.
Proximity effect parameters and patterns’ file are inputted into proximity correction software
and a corrected exposure file was generated. The corrected exposure file will be read by the
E-beam exposure tool to expose the wafers. To prepare adequate proximity effect parameters
for every exposed structure in advanced is necessary to correct the proximity effect for dosage

correction method.

2.3.1. Proximity effect parameters

There are various methods to obtain the proximity effect parameters including empirical
methods and PC simulation methods. Famous empirical methods are doughnut type and point
type etc. After measurement of the developed wafers, proximity effect parameters could be
extracted or fitted from the experiment datal They also could be obtained from PC simulation.
Monte Carlo simulation method is the most.often used one. Besides, N. Glezos and I. Raptis et
al, developed a simulator based on the Boltzmann. transport equation to obtain the proximity

effect parameters [17, 18].

2.3.1.1. Doughnut Type

This method uses a test pattern consisting of a set of rings (doughnuts) with variable inner
radius and large but constant outer radius. The evaluation of the exposure after development
can easily be done by optical microscope [15]. A test cell of the exposure pattern is shown at
Fig 2-3. R1 is the radius of inner circle and is variable. R2 is the radius of outer circle and is
kept constant and much larger than the backscattered range. At the center of the inner circle,

point P, the effective dose is

Q, = QI:Z 27rf (r)dr = D,

=22 fexp(— () + exp(~(2))]
+n o ﬁ

(2.2)

where f(r) is the proximity effect function. Dy is the threshold energy, Q is the exposed dosage,



a, B and n are proximity effect parameters of the proximity effect function. After E-beam
exposure and development of this matrix, the evaluation procedure consists of the
identification for each dose which inner circle was just cleared out (in case of a positive resist).
The proximity effect parameters can be extracted hereafter. The advantage of this method is
that no SEM measurement was needed. The main disadvantage of the method is that exposed
patterns are seldom designed like a plate or ring in IC layout. It can’t adequately reflect the true

phenomenon of E-beam exposure.

Fig 2-3  Test cell of the Doughnut-method [15]. R1 is variable while R2 is fixed and much larger than backward

scattering range.

2.3.1.2. Point Type

Sequences of single point exposure are made for pint type method to extract proximity effect
parameters [12]. Each point receives about 20% more exposure dosage than the preceding one.
The sharply defined clearing threshold is obtained at a different radius in each of the point
exposure. The radii are easily measured by scanning electron microscope. The normalized
distribution is thus obtained and shown at Fig 2-4. The proximity effect parameters could be
fitted from the normalized distribution. The main advantage of the method is that it can reflect
the deposited energy on photoresist film after E-beam exposure of point pattern. The main
disadvantage of the method is that exposed patterns are seldom designed this type, too. The
fitted proximity effect parameters of double Gaussian functions can not exactly correct the

proximity effect error.
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Fig 2-4 Normalized exposure on silicon at 25 KeV by point exposure method [12].

2.3.1.3. SCELETON

Sceleton is a commercial Mont& Carlo simulator. It performs a Monte Carlo simulation of
electron trajectories in arbitrarily eompleximaterial stacks. The calculated radial energy density
distribution (point spread) can be used:directly as input for the proximity correction program
PROXECCO, resist profile simulation tools. Monte Carlo simulation is carried out using a
single scattering model, where the electron trajectory is followed through a series of scattering
events in the resist/substrate stack. Elastic scattering events are described using the screened
Rutherford formula. Energy dissipation due to inelastic scattering is modeled by Bethe's energy
loss formula in the continuously slowing down approximation (CSDA). Currently, Sceleton

needs to perform at work station platform and it does not provide PC version yet [16].

2.4. Proximity effect correction methods

2.4.1. Dose correction

CAPROX (computer aided proximity correction) makes local corrections to structure or
variants of structures [19]. The locality to which the correction is applied may be any structure.

Parikh’s self consistent solution [20] was adopted. A fracturing is performed prior to solving



the set of integral equations.

PROXECCO (Proximity effect correction by convolution) is used to correct proximity
effect. It separates the calculation into correction-related and pattern-related steps [14]. The
resolution of the correction does not depend on pattern dimension. Coarse grids are sufficient.
The time needed for transformation turns out to be comparable to the time needed for data
treatment [14]. PROXECCO were used for the proximity effect correction for our study. The
following figures show the corrected patterns and simulation result with this correction method.
At Fig 2-5 (a), the different gray levels indicate different dosage needed for E-beam exposure.
At Fig 2-5 (b) shows the simulation deposited energy of the corrected exposure.

Fig 2-5 (a) Pattern corrected by PROXECCO with coarse resolution. (b)Simulation exposed result of
PROXECCO with coarse resolution correction [14].

2.4.2. Shape compensation

Shapes of the intended exposed patterns are modified in this method and the dosage for each
exposed point is kept constant. An example of a shape modification method is shown at Fig 2-6
and it is a correction scheme in PYRAMID [22]. The pattern is adjusted via pre-calculated rule
tables. The major disadvantage is that experiment data is needed to obtain the necessary rule

tables. And the throughput will be impacted due to more fractures or small pixel of E-beam.
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Fig 2-6 Graphical illustration of IMR (inner maximum rectangular) adjustment and shape correction at corner
and its simulated correction effect [22]. The left part is the modified exposure pattern, the right part is the

simulation result of deposited energy .
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second exposure which is the inverse of the mtended image and the electron beam is defocused.

Fig 2-7 shows the working principle of this method. The scheme works by equaling the
background electron energy dose received by all points within the pattern [21]. The major
advantage is that this method works without proximity effect correction. The main problem is
that the correction exposure can not exactly mimic the inverse of the intended image. And the

loss of throughput due to double exposure is another drawback.
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Fig2-7  Energy distribution of combination of pattern exposure and correction exposure [21].

2.4.4. Top surface image method

The Bethe range of an electron is the totalTlength of path one energized electron can travel
before it stopped or reach cut off energy. The Bethe range of polymer material is short for low
accelerated voltage electron. For example, the range for PMMA of 5KeV electron is only 0.64
um [23]. If the thickness of photoresist is larger than half of the electron range, the
backscattered electron from substrate will not reach top surface of the photoresist film. The
similar phenomena will happen for multi-layer resist structure. For this reason, top surface
image technique of high thickness resist or multi-layers resist will be a good solution for low
energy E-beam exposure lithography [24, 33]. The major advantage is that no proximity effect
correction is necessary. The disadvantage is the increased process complexity. Fig 2-8 shows a

typical patterning process of the top surface image technique.
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Fig 2-8 A bi-layer process using top surface image of low energy E-beam lithography to alleviate proximity effect

[33].
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Chapter 3.
Monte Carlo simulation for E-beam

lithography

In this chapter, Monte Carlo method will be mentioned. It includes various Monte Carlo
models and a simulation program which was developed based on the single scattering model.
The verification of the simulation program was also included. And the proximity effect

parameters for the test structures were also obtained by the developed simulation program.

3.1. Monte Carlo Models

There are various models of Monte Carlo.simulation for electron interactions, including
multiple scattering model, single scattering-model,.hybrid model, direct simulation model and

dielectric function model [25].

3.1.1. Multiple scattering model

Multiple scattering model was initiated by Berger (1963) for practical Monte Carlo calculations
of penetrated of charged particles in matter [25]. It was based on the use of Bethe’s stopping
power equation describing energy loss and angular distribution for electron scattering from

transport equation.

3.1.2. Single scattering model

Single scattering model adopts the screened Rutherford scattering cross section in place of the
angular distribution [25]. The energy loss is given by Bethe’s stopping power equation as in the
multiple scattering model. It is widely used and suitable for energy dissipation of E-beam

lithography.

14



3.1.3. Hybrid model

Hybrid model initially was proposed by Schneider and Cormack (1959) for the discrete and
continuous energy loss processes [25]. It has done much to extend Monte Carlo calculations to

alloys and compound materials including secondary electron generation.

3.1.4. Direct simulation model

Direct simulation model is probably the most basic approach leading to a more comprehensive
understanding of the various excitations associated with electron penetration [25]. However, it
requires exact knowledge of individual inelastic scattering, and this is available for only a few

materials.

3.1.5. Dielectric function model

Dielectric function model is based on use of|the Mott scattering cross-section and the dielectric
function describing elastic and inelastic process, respectively [25]. It is applicable to low
energy electron as to high-energy electrons: The disadvantage is that the multiple-variable

excitation function requires a large amount of memory for a practical computer simulation.

3.2. Electron interaction with atom

The accelerated electrons impacting on the target surface suffer elastic and inelastic collisions
with the atoms of the impacted film via Coulomb forces. Elastic collision deflects the
direction of the incident electron and happens when the electron collides with the nuclei of the
atoms. On the other way, inelastic collision mainly causes loss of the kinetic energy of the
incident electron when the incident electron interacts with the surrounding electrons of the

atoms.

3.2.1. Elastic collision

As one electron interacting with the nucleus of an atom, the incident electron will be scattered

with direction change and negligible energy loss. The angle of scattering can be calculated by

15



differential scattering cross section and Monte Carlo simulation. First, the differential
scattering cross section should be analyzed. The calculation of differential scattering cross
section was based on Born approximation and shielded Coulomb potential method. The

shielded Coulomb potential and corrected screened length are given as

2

Ze r
V(r)= —— 3.1
()4goexp(d) 3.1
where
d- 0.8856110 32)
1122/

and Z is the atomic number of the target atom., e is the electric charge of an electron, ay is the

Bohr radius, and d is the corrected length [26]. And the standard form of Born approximation is

f(0)=2 ;T( [“arey (r)sin kr (3.3)
where
#9
K =2k s1n(5) (3.4)

and k is the wave factor of the incident electron, 0 is the angle change of the electron after

scattering. Substituting the shielded Coulomb potential into the standard Born potential gives

2mze’ =
f(@)=———| exp(-r/d)sinKrdr
= K Jy eridy
(3.5)
_ 2mze? 1
drgi® K> +(1/d)°
The corresponding differential scattering cross section is
do
—=[f(O)[
dQ (3.6)
_ (mZe?)’ 1 '

Qe i) [K2+(1/d)°T
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where o is the scattering cross section and € is the solid angle of the scattering. Substitution of

equation (3.4) into (3.6) ,we get

do  (mzZe?)’ 1
dQ  (27g,h*) 2
(27e) [(2ksin6)2 +12}
2 d
(mze*)’ 1
" (dre,1K2) 1T G7
0 [1—cos¢9+22}
2d7k
_ Z* ( e’ y 1
wk> ., drne 1 T
22 N 2 0 _ o
( o ) [1 c056+2d2k2}
The kinetic energy of electron is
21,2
E= h2rl:1 (3.8)
Using equation (3.8) in (3.7), we get
do 25,6 1
= (= 3.9
dQ (ZE) (47&90) 1 T (3-9)
l-cosO@+_——
2d°k
The total elastic cross section can be obtained by integration as
2z 2 1 .
= — singdad 3.10
I IO (2E) ( (1 cos:9+2,u) ¢ (3.10)
where
1
1= e (3.11)

and p represents the effective screening parameter of the electron cloud. The equation

becomes
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)2 1 :
— odo
J‘O (2E) ( (1 cos9+2,u) -

B ze* Vs
_(872'80E) (,u(,u—i-l))

(3.12)

To take into account of inelastic scattering, Z* is replaced by Z(Z+1) [27]. The total scattering

cross section becomes

e L Z(Z+)r
0—(8”80E) ( D) ) (3.13)

3.2.2. Inelastic collision

Between elastic scattering events with nuclei, the incident electron is assumed to interact with
the surrounding electrons of the nearby atoms. And it will lose kinetic energy during the
traveling path. This energy loss is usually ‘modeled by the Bethe continuous slowing down

approximation [23] as

dE e* ,NZ

= =)

l 3.14
ds 47z, ( G149

where N is the atoms number density of the target, y=1.1658 is a constant, and J represents the

mean excitation energy in the solid.

3.3. PC simulation

The simulation program was implemented with VC++ and run in Pentium-4 personal computer.
The random numbers files were downloaded from random organization [28] instead of pseudo
random numbers to get adequate randomness. Several thousands random numbers were served

for one incident electron of 40 KeV.

3.3.1. Density calculation

The density of the photoresist is necessary for the simulation of electron bombardment. We
used electronic balance, AG285, to measure masses of 3 pieces of 6 inches wafers before

coating. Then measure the same 3 wafers after spin coating with NEB-A4 photoresist.
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The photoresist thickness was measured at n&k tool, NKT-1500. The edge bead removal
width of spin coating is 2 mm. The cover area per wafer can be calculated. The density of the

coated photoresist can be obtained by following equation as

M. —-M
d — af:;er>< AX:efore (315)

where d is the density of the photoresist film to be calculated, A is the calculated photoresist
covered area of one coated wafer, t is the averaged measured thickness of the photoresist film,
Mager and Myerore are the measured masses of the wafers after and before spin-coating

respectively.

3.3.2. Components analysis

It is important to know the composition of the photoresist film before simulation. ESCA
(electron spectroscopy for chemical _analysis). was used to analyze the photoresist film
components. ESCA can’t analyze hydrogen..So we used EA (Elemental Analyzer) for hydrogen
ratio analysis. The ESCA result is shown at Fig 3-1 and Table 3-1. The EA result is shown at
Table 3-2.
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Fig 3-1 ESCA spectrum for NEB-A4 photo-resist film. The elements for the analysis are C,O,N and S.
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Table 3-1 atomic percentage of NEB-A4 photo-resist film derived from ESCA.

Element AT%
O 11.886
C 1.862
N 85.903
S 0.349

Table 3-2 Atomic weight percentage of elements in photoresist NEB-A4 obtained from EA.

N % C% H %

Exp-1 2.55 71.66 7.03
Exp-2 2.50 71.50 7.22
Average 2.52 71.58 7.17

3.3.3. Mean free path randem number R1

The mean free path between collisions could be obtained as [23]

A =(Z no,)’ (3.16)

where o; is the total scattering cross section of i species and is given at equation (3.17). Using

a random number, the distance s an electron travels between the collisions is

s=-AlnR, (3.18)

where R is a random number read from random number file.
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3.3.4. Scattering center atom random number R2

The probability of scattering of an atom of the it species is [23]

P= (noy) (3.19)

where n;is the atom number density of it species and oj is the total scattering cross section of

it species. The scattering center is chosen to be n® species when the following equation is met.

ZP <R,<> P, (3.20)

n=i+l

3.3.5. Angle of scattering random.number R3

The probability of scattering angle is lied between 0 and n. And it can be obtained from

I—sin&d@
_[ —smé’d@ (3.21)
1—cosd
(u )(l—cosé?+2,u

where 0 is the calculated change of angle of the scattered electron. From (3.22), we can get

2uR,

cosf=1—-———
1+ u—-R,

(3.23)

, and the scattering angle could be obtained from this equation.

3.3.6. Azimuthal angle random number R4

The azimuthal angle @ is equally spanned between 0 and 2xn. It can be easily obtained from
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random number as [23]

® =27R, (3.24)

3.3.7. Trajectory of scattering

As mean free path, ith species scattering center, 0 and @ are decided, one can calculate the next
position and direction of the impinged electron. And the electron will lose kinetic energy
during the path. It will repeat and repeat until the electron lost enough energy to reach cut off

energy [23]. One step of the electron trajectory is shown at Fig 3-2.

Original scattering center

/

Original coordinate

“«—— New coordinate

New scattering center

Fig 3-2 One step of electron movement in 2D schematic drawing.

3.4. \erification

To verify correctness of the simulation program, comparison of stopping power, penetration
ratio, reflection ratio and energy profile will be done. PMMA (polymethyl methacrylate,
CsHgO;) film on silicon substrate was mostly frequently used for simulation, test, and
comparison. For energy profile, PMMA film on blank mask plate was used for simulation and

comparison.
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3.4.1. Stopping power

The incident energized electron will lose power when inelastic interaction occurs during the
bombardment process. Continuous slowing down approximation formula is used to calculate
the lost power. Stopping power is the lost power per unit length of the incident electron. It
depends on the electron energy and the film that the electron traveling.

Stopping power of the films could be verified by the stopping range, Bethe electron range,
of the energized electron. Stopping range is the length of path one energized electron could
travel before it reached cut off energy. The cut off energy was assumed 500 V during the test
[23]. Stopping range depends on the material of the bombarded target and the energy of the
incident electron. Higher energized electrons get longer stopping range. Film of low atomic
number elements or lower density gets longer stopping range. The result was compared with

the reference paper [23], and listed at Table 3-3.

Table 3-3 Verification of stopping range of different accelerated voltage of PMMA and silicon.

i Bethe. ' electron | Bethe electron | Deviation
. Accelerating
material Range Range percentage
Voltage
Calculated (nm) | Compared [24] (%)
PMMA 5KeV 0.64 0.65 1.5
PMMA 10KeV 2.18 2.18 0
PMMA 20KeV 7.58 7.55 1
Si 5KeV 0.48 0.48 0
Si 10KeV 1.52 1.52 0
Si 20KeV 5.07 5.08 0.2

From Table 3-3, the result shows good consistency with the result from the reference

paper [23]. The stopping power formula of our program was checked and verified to be correct.
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3.4.2. Penetration and reflection ratio

For E-beam lithography, the incident electrons will first traveling at the top resist film. Almost
all of them will penetrate to the under layer film or substrate. Some of the penetrating electron
will be scattered back to the resist film by elastic collisions with the atoms of the substrate or
intermedium film.

400 nm thickness of PMMA film on silicon substrate was used for simulation. 10000
counts of electrons were used for bombardment in the simulation. The penetration ratio is
defined as the ratio of the number of electrons, entering under layer film or substrate at least
once, to the total number of the incident electrons [23]. And the reflection ratio is defined as
the ratio of the number of back-scattered electrons, entering resist film again from under layer
film or substrate at least once, to the total number of incident electrons [23]. And the results are
listed at Table 3-4 and Table 3-5.

Table 3-4 Comparison of penetration ratio of 400 nm PMMA on silicon substrate of different acceleration voltage

20KV, 10KV, 5KV.

Penetration Reference Penetration o
Energy ! _ Deviation
Ratio Ratio [23]
(KeV) Percentage (%)
(70) (o)
20 99.4 99.5 0.10
10 96.3 95.9 0.42
5 45.2 43.9 2.96

From Table 3-4 and Table 3-5 , the penetration ratios and reflection ratios result shows
consistent with the reference. The total elastic cross section formula and random variable of

our simulation program are verified to be consistent with the reference.
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Table 3-5 Comparison of reflection ratio of 400 nm PMMA on silicon substrate of different acceleration voltage

20KV, 10KV, 5KV.

Reflection Reflection Deviation
Energy . .
Ratio Ratio [23] Percentage
(KeV)
(%) (%) (%)
20 18.3 18.2 0.5
10 23.2 24.2 4.1
5 29.1 30.1 33

3.4.3. Energy profile

Finally, constant energy contour was checked for the verification. In this test, 500 nm of
PMMA resist film on 0.08 um Cr film onra thick.bulk SiO, substrate was used for simulation.
500 nm isolated line pattern were-used. The incident electron energy for the test is 20 KeV and
the dosage is 80 uc/cm?”. The patterns are simulated in terms of Gaussian sources at a density of
8 lines/pm (s=0.125 pm) and with.a standard deviation 6=0.05 um. This density was chosen
that a 0.5 um line would contain four beam positions. The constant energy contours of
reference paper are dash lines shown at Fig 3-3. Due to symmetry to the line center, only the
right half energy profile of the line is shown [30]. Constant energy contours of same energy of

our developed program were shown at Fig 3-4.
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Fig 3-3 Constant energy density contour of 0.5

range, at 20 KeV [30].
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Fig 3-4 Simulation energy density contour of 0.5 pm line of our developed program. The source is Gaussian

beam of range 50nm at 20KeV.
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Three contours of constant energy, 1200, 800 and 325 J/cm®, were compared between the
reference paper and our simulation program. In Fig 3-4, the brighter region indicates higher
energy density and vice versa. The test condition of the simulation follows the reference.
Similar constant energy profiles were obtained as the reference. Thus we make sure that the
deposition of energy of our simulation can successfully indicate the energy deposition for

E-beam lithography.

3.5.  Simulation result

3.5.1. Electron transverse path

The electron beam accelerating voltage of Leica WePrint-200 is 40KV. For example, when
bombarding on a 400nm thickness of NEB photo-resist coating at silicon substrate, the

electrons traverse path is simulated and shownsas Fig 3-5.

pepth Cum)

Fig 3-5 simulated electron path for 400 nm NEB film on Silicon substrate with 40KeV electron beam.
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3.5.2. Energy parameter fitting

The forward and backward deposited energies were saved separately. The deposition energy of
the bottom 50 nm region of photoresist film was used for further calculation [23]. The energy

reflection ratio could be calculated as

n. = sum of backward energy of bottom 50 nm (3.25)
® sum of forward energy of bottom 50 nm '

The distribution range of forward energy and backward energy can be obtained using curve
fitting tool of Matlab. For example, a backward energy fitting result of coating wafer on

1000nm copper with silicon substrate is shown at Fig 3-6.

+ +  Reflection energy NEBA4/Cu1000

2500 b’ Baussian function fit I

2000

1500

1000

Deposited energy(e%/nm)

00

| | | | | | | | | | |
0 1000 2000 3000 4000 5000  GOOD 7000 8000 9000 10000
Lateral distance {nmj

Fig 3-6 Gaussian fitting of backscattered energy of 40KV E-beam Exposure for 400nm NEB on 1000nm copper

with silicon substrate.

3.6. Proximity effect parameters of Monte Carlo method

The proximity effect parameters, the reflection ratios and penetration ratios derived from the
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Monte Carlo method are listed at Table 3-6. The forward scattering range is small compared to
experiment fitting method. The backscattering ranges of the first 3 films are almost the same
due to similar film averaged atoms mass and similar averaged atom number.

For same incident electron energy, from equation (3.13), the total cross section of an atom
is nearly proportional to Z*?, where Z is the atomic number of scattering target. So the total
cross section of Ta is the largest and the mean free path is the shortest. The backscattering

range for Ta film is the smallest and the energy reflection ratio is the largest due to the largest

atom number and the highest weight density.

Table 3-6 Test result of our developed Monte Carlo method for different film structures.

Si-Substrate | Si02 200nm | Si3N4 200nm | Ta300nm Cu200nm
Average atomic
14 10 10 73 29
number
Average atomic
_ 28.09 20.03 20.04 180.9 63.55
weight
Weight density
3 2.33 2.32 3.1 16.65 8.93
(g/em?)
Atom density
3 4.98E22 6.95E22 9.28E22 5.52E22 8.43E22
(1/ecm’)
Reflection 16168/ 16279/ 16250/ 37056/ 17924/
Ratio 100000 10000 100000 100000 100000
Penetration 99952/ 99954/ 99954/ 99939/ 99967/
Ratio 100000 100000 100000 100000 100000
Energy
Reflection
, 0.552 0.579 0.568 1.023 0.574
Ratio (150nm~
199nm)
0}
1.14 1.15 1.14 1.15 1.15
(nm)
P 6.630 6.646 6.657 0.5001 5.016
(nm)
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Chapter 4.

Experiment and discussion

In this chapter, experiment process for 5 types of film structure will be studied. After
measurement of the experiment data, proximity effect parameters were extracted with the
double Gaussian model. The extracted parameters of proximity effect and GDS (graphic data
system) file of designed patterns were inputted to PROXECCO, the proximity effect correction
tool which is running at Sun work station, to generate proximity effect corrected file for Leica
E-beam exposure system. The corrected exposure results were measured by SEM to check the

capability of proximity effect correction.

4.1. EXperiment process

4.1.1. Experiment equipments

1. Photo-resist coating and developing: Clean MK=8; TEL.

2. Exposure system : WePrint 200, Leica.

3. CD measurement: S6280, Hitachi.

4. Thickness measurement: n&k analyzer, model: NKT 1500.
5. Electronic balance: model: AG285, Mettler.

6. ESCA: model : Microlab 310F, VG Scientific.

7. EA: model: CHN-O-RAPID, Foss Heracus.

4.1.2. Experiment process

The wafers were done film processing first. Then coating, exposure and developing processes
were done. Measurement and inspection of the wafers followed. Proximity effect parameters
were extracted from the measurement data. The procedure is depicted at Fig 4-1. Fig 4-2 shows

the procedure for proximity effect correction check.

30



Film processing Film processing
Coating Coating
E-beam exposure with E-beam exposure with
uncorrected design file proximity effect corrected
file
A 4
Developing
A 4
Developing
A 4

CD measurement

A

CD measurement

A 4
Proximity effect
parameters Extraction

Fig 4-1 wafer process flow for proximity effect Fig 4-2 wafer process flow for proximity effect
extraction with uncorrected design patterns. correction check with proximity effect correction
patterns.

4.1.3. Clean Track coating

The wafers were primed with HMDS vapor to improve photoresist adhesion in AD-unit at TEL
(Tokyo electric limited) Clean track first. After HMDS priming, the wafers were cooled by
temperature control cool plate. After cooling, they were spin-coated with NEB-A2 photo-resist
at coating module by dipping photoresist manually. Soft bake followed to evaporate most

solvent at 110°C for 2 minutes.
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4.1.4. E-beam exposure

The designed patterns were exposed by Leica WePrint-200.The exposure dosage were
spanned from 1.1 to 8.0 uC/cm” with 0.1 uC/cm?” step, 8.2 to 9.0 with 0.2 uC/cm?” step, 9.5 to
15 with 0.5 uC/cm? step, and 16 to 20 with 1.0 uC/cm? step.

Leica WePrint-200 is a variable shape beam system. There are two diaphragms in the
e-beam path. Each aperture has at least 4 square holes [31]. As the E-beam emit from the e-gun,
the first deflection lens system will select one square of the first diaphragm for e-beam to pass.
Then the second deflection lens system will select one square of the second diaphragm to pass
and decide how much overlap with the input beam from the first diaphragm. A non-rotated hole

could be combined with a rotated one to produce triangular shapes [31].

selection deflector

12t multiple baam-shaping diaphragm

shape defllactor
2nd multiple beam-shaping diaphragm

imagiing scale lans

distoruon correchon shgmator
powhon deflactor

Tmrget lewel

Fig 4-3 schematic drawing of beam path of Leica WePint 200 [31].

The maximum of the exposed area is 4x4 um square. The smallest exposed square is
20x20 nm square. The stage use continuous moving method, write-on-the-fly technology.
The scanning mode is vector scanning method. All of the above features improve the
throughput of the system.
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4.1.5. Clean Track developing

The exposed wafers were processed with PEB (post exposure bake) at 105°C for 2
minutes .Then they were developed with AD-10 developer at develop module. Finally, hard
bake process at 110°C for 2 minutes dried the wafers and solidified the photo resist patterns at

dehydration hot plate.

4.1.6. CD measurement

All of the wafers were measured and inspected by in-line SEM, Hitachi S6280. The maximum
power of the SEM is 150K X. The accelerated voltage for the measurement is 700 V. The
current is from 8.0 to 10.0pA. The system uses secondary electrons as signal source. Linear

approximation algorithm for CD measurement was,used through the experiment.

4.2. Test patterns

For the experiment, we used negative tone E-bcéam resist. Isolated lines, dense lines and
trenches are common semiconductor circuit layout. Isolated dots and dense dots have two
dimensional symmetries and thus are usually used for test patterns. So these 5 types of patterns
of different sizes were used to evaluate proximity effect. The test patterns were drawn at Fig
4-4.
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|Iso-Dot Dense Dot Iso-Line

Dense lines Trench

Fig 4-4 schematic drawing of designed patterns to extract proximity effect parameters and to check proximity

effect correction result.

For dense lines, there are 5 duty ratios, 2/3,1/2,1/2.5,1/3 and 1/4. For Isolated-line, Dense
line and Dense dot, 22 sizes of dimensions (40nm, 60nm, 80nm, 100nm, 120nm, 140nm,
160nm, 180, 200nm, 220nm, 240nm, 260nm, 280nm, 300nm, 350nm, 400nm, 500nm, 600nm,
800nm, lpum, 2um, 4pum) were designed. For Isolated-dot, 128 um square was added. For
trench type, all dimensions were times by 10 except the largest trench patterns. Thus the
dimensions are from 400 nm to 20 um.

The exposure area for all patterns except the largest isolated dots is 30X30 um>. The

exposure area for the largest isolated dots is 128X 128 pum>.

4.3. Fitting algorithm

Proximity effect parameters were extracted with the double Gaussian model. The energy

profile was obtained by convolution of equation (2.1), the double Gaussian functions of point

34



exposure, with the surface of test patterns as
E(X, y)=dose-”S f(x=x,y—y)dxdy, 4.1)

where x and y are the coordinate for the point for calculation. x’ and y’ are the coordinate of
exposed pattern and are used for convolution with the exposure intensity distribution equation.
For example, a rectangular pattern of CDx width and CDy height exposed by a dosage d, the

energy profile can be obtained as the following equations.

Dy D
E(x,y)=d-jéj'é f (X=X, y—y )Xy

cq XY +(y-y) cq w

iy +E I %, 7 ddy] (4.2)

ﬂ(l+77) ofj 2l &
X+CD,/2 x—CD, /2 y+ CD /2 y—CD,/2

d [erf (. )—erf( Nerf ay )—erf( ay )]
447 ; x+CDX/2 > x—CDX/2 L y¥CD/2 y-CD,/2
+[e(,b,)e(ﬂ)][e(Ib,)e(ﬁ,)]

Here constant threshold energy modelTwastused to simulate the developed resist profile.
Constant threshold model uses a Constant threshold energy, Dth, for determination of the
developed profile. For negative resist, the photoresist will be developed away if the deposited
energy is less than the threshold energy and vice versa. We extracted the parameters Dth, a, B
and ng by minimized of CD error percentage. We also gave different weightings to lines
patterns (isolated-lines and dense-lines). For the first method, the weightings of lines, isolated
lines and dense lines are 2 and the others are 1. Because the isolated lines pattern are the most
important feature for circuit, especially for transistor gate length. Dense lines patterns are also
important to do high pattern density circuit, like SRAM. We will call this method Exp-Ext-W2
hereafter. For the other method, the weightings of wider lines (0.3~4 um) are 10 and the other
weightings are the same as the first method. It will minimize the error induced by measurement

of patterns with small dimension. And we name the method Exp-Ext-W10.

4.4. Film structure

We used 6 inches silicon wafers. All wafers except silicon-substrate-only have one

intermedium layer. The top of all wafers were coating with NEB-A2 photoresist. We used
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negative tone E-Beam resist, NEB-A2, through the experiment. As for sub-100 nm need, we
chose NEB-A2 to prevent PR collapse for sub-100 nm features. The photoresist thickness is
200 nm.

There are five types of exposed structure in this test. The simplest case of the exposed
structure is coating the photoresist 200 nm film on 6 inches silicon substrate. It is the most
often used one for test and monitor.

200 nm of copper film was deposited on the silicon wafers with ULVAC Sputter
SBH-3308RDE of NDL. Then the wafers were coated with 200 nm photo-resist film before
E-beam exposure.

300 nm of Tantalum film was deposited on the silicon wafers with ULVAC Sputter
SBH-3308RDE of NDL. Then the wafers were coated with 200 nm photo-resist film before
E-beam exposure.

200 nm of silicon dioxide film was grown at horizontal furnace (ASM/LB45 Furnace
system) of NDL. Then the wafers were coated with 200 nm photo-resist film before E-beam
exposure.

200 nm of silicon nitride film was deposited at horizontal furnace (ASM/LB45 Furnace
system) of NDL. Then the wafers were coated: with 200 nm photo-resist film before E-beam

exposure.

4.5. Experiment result

The developed wafers were inspected by optical microscope after development in track. The
clear exposure dosage was identified by 128 um square which has the least dosage and has
photo-resist residue. The dimensions of exposed patterns with exposure of 2 and 3 times clear
exposure dosage were measured. Then the proximity effect parameters were extracted by
non-linear least fitting of the measured data. The proximity effect parameters extracted from

different methods for different structures of film will be listed and compared.

4.5.1. Proximity effect parameters of Exp-Ext-W2 method

Proximity effect parameters of Exp-Ext-W2 were extracted from the experiment measurement
data and are listed at Table 4-1. The forward scattering ranges of different structures are small
and almost the same. It is consistent that the forward scattering depends on the top photo-resist
thickness, the characteristic of the photo-resist and the E-beam accelerating voltage. And it
does not depend on the film structure. The backward scattering range of Ta is very different

from other films. The density and atomic number of Ta is large compared to other films, so the
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backscattering effect is serious from the Ta Film and the range is small compared to other films.

The energy reflection ratio of Ta is the largest as expected.

Table 4-1 Proximity effect parameters extracted from the measurement data with Exp-Ext-W2 weightings.

o B
Dth MNe
(nm) (um)
Si 2.5 69 9.944 0.658
Cu 3 61 12.887 0.822
Oxide 2.8 58 6.381 0.698
SN 29 61 7.599 0.645
Ta 2.2 51 1.285 1.013

4.5.2. Proximity effect parameters of Exp-Fit-W10 method

The proximity effect parameters of Exp-Ext-Wl0-arealsorobtained and listed at
Table 4-2. The forward scattering ranges also show the same behavior as the previous method.
The backward scattering ranges of all films ‘except Ta show a little larger than the previous

method. The energy reflection ratio shows consistent with the previous method.

Table 4-2 Proximity effect parameters extracted from the measurement data with Exp-Ext-W10 weightings.

o p
Dth NE
(nm) (um)
Si 2.4 67 14.415 0.815
Cu 3.1 58 12.214 0.808
Oxide 2.84 58 7.33 0.677
SN 3 56 9.14 0.668
Ta 2.3 51 1.147 0.999
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4.5.3. Proximity effect parameters comparison of different

method

The energy reflection ratios of backscattering to the forward scattering will be compared first.
Ta film got the highest backscattering effect for both the empirical method and Mont Carlo
method due to large atomic number and the highest density. Except silicon-substrate process,
the energy reflection ratios from two empirical methods are about the same. The reflection
ratios of all films, except Ta, are larger than the Monte Carlo method. For nitride and oxide
layer, this phenomenon may come from charging effect due to low conductivity of the films.
The measurement data of copper process were not enough to do correct extraction due to

serious pattern lifting.

1.05 o Comarison of Reflection ratio

1.00 °

0.95 o

0.90 o
% 0.85 - m Exp-Fit-wW 2
€ 580 ] e - ® Exp-Fit-W 10
s i Monte Carlo
5 0.75 o
2 -
@ 0.70 o -
@ L b ®

0.65 — - -

0.60 —

0.55 —

0.50 . . . . . . . . .

Si Cu O xide SN Ta
Film Type

Fig4-5 Comparison chart of backscattering energy to forward scattering energy ratio for 5 types of substrates.

The backscattering distribution chart is shown at Fig 4-6. For Ta film, backscattering ranges are
very similar for all three methods and they got the smallest backscattering ranges as expected.
The backscattering ranges of oxide and nitride shows very similar for all three methods. Except
silicon process, the backscattering range shows consistent between two extraction methods of
different weightings. The differences of backscattering range of copper maybe come from not
enough data for extracting because all of the small patterns on copper film lift away due to

poor adhesion. The fitting will be difficult to get the correct parameters.
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Backscattering range comparison
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Fig 4-6 Comparison chart of backscattered range for 5 types of substrates.

From simulation, the forward scattering range, a, is about 1 nm. From experiment fitting, it is
about 50 nm. It is due to the diffusion_effect of the photoresist, NEB. The diffuse effect could
be check by the cross link density: method. [32]. The silicon-substrate got large difference
between the 2 extracting methods-of different-weight. It may come from the measurement error
of some data. Thus the 2 extractifig methods'may confirm the correctness of the experiment. If

it exist large difference, there must be someerror during the experiment.

4.5.4. Proximity correction result of Si substrate

Measurement result of the silicon process will be shown from Fig 4-7 to Fig 4-11. It is clear
that the proximity effect was corrected adequately from the ADI CD comparison chart of
trenches, Fig 4-7. All of the 3 sets of proximity effect parameters work well. For isolated lines
patterns, the uncorrected ones show good performance because the backscattering effect is very
little for small dimension isolated lines. 80 nm isolated lines of design were printed
successfully for all fitting parameters. From Fig 4-9, the deviation of dense lines patterns’ CD
was reduced a lot. But it still can not meet requirement, within 10 percent. All of the deviation
shows that the patterns were over exposed due to strong proximity effect. From Fig 4-10, it
also shows that the dense dots were over exposed, too. From Fig 4-11, the isolated dots were
under exposed. All corrected patterns show the similar results. Fig 4-12 to Fig 4-14 show the

SEM images of isolated line with various proximity effect correction methods.
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Fig 4-7 ADI CD comparison of silicon trench for proximity effect correction parameters from empirical and

Monte Carlo methods.
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Fig 4-8 ADI CD comparison of silicon Isolated lines for proximity effect correction parameters from empirical

and Monte Carlo methods.
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Fig 4-9 ADI CD comparison of silicon dense lines for proximity effect correction parameters from empirical and

Monte Carlo methods.
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Fig 4-10 ADI CD comparison of silicon dense dots for proximity effect correction parameters from empirical and

Monte Carlo methods.

41



Silso Dot
ADICD comparison

o
OB NONMOO®

—m—EXxp-Ext-W 2
i —@®— Monte Carlo
16 — & Exp-Ext-w10
-18 —w—Uncorrected

Deviation (%)
o
N O
Y
~

T T T T T T T 1
0.0 0.2 0.4 0.6 0.8 1.0

Design CD (um)

Fig 4-11 ADI CD comparison of silicon isolated dots for proximity effect correction parameters from empirical

and Monte Carlo methods.

Fig4-12 Proximity correction result of 80 nm silicon isolated line with Exp-Ext-W2 method. The

design CD is 80nm. The measured CD is 79nm.
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Fig4-13 Proximity correction result of 80 nm silicon isolated line with Monte Carlo method.

The design CD is 80nm. The measured CD is T70nm.

Fig 4-14 Proximity correction result of 80 nm silicon isolated line with Exp-Ext-W10 method.

The design CD is 80nm. The measured CD is 76nm.

4.5.5. Proximity correction result of Nitride film

Measurement result of the nitride process will be shown from Fig 4-15 to Fig 4-19. From Fig
4-15, it is clear that the proximity effect was corrected adequately. All of the 3 sets of
proximity effect parameters work well. From Fig 4-16, 80 nm isolated lines were printed
successfully for all corrected methods. From Fig 4-17, the deviation of dense lines patterns’ CD
was reduced not much. All of the deviation shows that the patterns were over exposed. From
Fig 4-18, Exp-Ext-W10 and Monte Carlo method work well. From Fig 4-19, the isolated dots

were under exposed for small features. Most of the corrected patterns show better results. Fig
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4-20 to Fig 4-22 show the SEM images of isolated line with various proximity effect correction

methods.
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Fig 4-15 ADI CD comparison of nitride trench for proximity effect correction parameters from empirical and

Monte Carlo methods.
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Fig 4-16 ADI CD comparison of nitride isolated lines for proximity effect correction parameters from empirical

and Monte Carlo methods.
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Fig 4-17 ADI CD comparison of nitride dense lines for proximity effect correction parameters from empirical and

Monte Carlo methods.
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Fig 4-18 ADI CD comparison of nitride dense dots for proximity effect correction parameters from empirical and

Monte Carlo methods.
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Fig 4-19 Nitride Isolated Dot ADI CD comparison for proximity effect correction parameters from empirical and

Monte Carlo methods.

Fig 4-20 Proximity correction result of 80 nm nitride isolated line with Exp-Ext-W2 method. The

design CD is 80nm. The measured CD is 80nm.
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Fig 4-21 Proximity correction result of 80 nm nitride isolated line with Monte Carlo method.

The design CD is 80nm. The measured CD is 72nm.

Fig 4-22 Proximity correction result of 80 nm nitride isolated line with Exp-Ext-W10 method.
The design CD is 80nm. The measured CD is 81nm.

4.5.6. Proximity correction result of Wet-Oxide film

Measurement result of the wet-oxide process will be shown from Fig 4-23 to Fig 4-27. From
Fig 4-23, it shows that the proximity effect was corrected adequately. All of the 3 sets of
proximity effect parameters work well. 80 nm isolated lines were printed successfully for all
corrected methods at next figure. From Fig 4-25, the deviation of dense lines patterns’ CD was
reduced a little. All of the deviation shows that the patterns were over exposed. From Fig 4-26,
All of the corrected dense dot are over exposed. From Fig 4-27, the isolated dots were under

exposed for small features. Most of the corrected patterns show better and consistent results.
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Fig 4-28 to Fig 4-30 show the SEM images of isolated line with various proximity effect
correction methods.
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Fig 4-23 ADI CD comparison of wet oxide trench for proximity effect correction parameters from empirical and

Monte Carlo methods.
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empirical and Monte Carlo methods.
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Fig 4-25 ADI CD comparison of wet oxide dense lines for proximity effect correction parameters from empirical

and Monte Carlo methods.
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Fig 4-26 ADI CD comparison of wet oxide dense dots for proximity effect correction parameters from empirical

and Monte Carlo methods.
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Fig 4-27 Wet Oxide Isolated Dot ADI CD comparison for proximity effect correction parameters from empirical

and Monte Carlo methods.

Fig 4-28 Proximity correction result of 80 nm wet oxide isolated line with Exp-Ext-W2 method.

The design CD is 80nm. The measured CD is 76nm.
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Fig 4-29 Proximity correction result of 80 nm wet oxide isolated line with Monte Carlo method.

The design CD is 80nm. The measured CD is 73nm.

Fig 4-30 Proximity correction result of 80 nm wet oxide isolated line with Exp-Ext-W10 method.

The design CD is 80nm. The measured CD is 7bnm.

4.5.7. Proximity correction result of Ta film

Measurement result of the Ta process will be shown from Fig 4-31 to Fig 4-35. From Fig
4-31,it is clear that the proximity effect was corrected well. All of deviation the 3 compensation
methods is less than 10 percent. Although the backward to forward energy ratio of Ta is the
largest, the proximity effect of trench is not serious as other films due to small backscattering
range. The backscattering range is only about 1 um for Ta film. If the distance between
adjacent patterns is larger than 1 pum, the proximity effect will not be serious. 80 nm isolated

lines were a little under exposed at next figure. From Fig 4-33, all of the deviation shows that
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the patterns were over exposed. The data of proximity effect parameters of Monte Carlo

show the worst results because the wrong selected energy. We can see from all figures that it

got over exposed. From Fig 4-34, The proximity effect parameters extracted from experiment

methods work well.

From Fig 4-35, the isolated dots were under exposed for small features.

Most of the corrected patterns show better and consistent results. Fig 4-36 to Fig 4-38 show the
SEM images of isolated line with various proximity effect correction methods.
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Fig 4-31 ADI CD comparison of Ta trench for proximity effect correction parameters from empirical and Monte

Carlo methods.
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Monte Carlo methods.
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Fig 4-35 ADI CD comparison of Ta isolated dots for proximity effect correction parameters from empirical and

Monte Carlo methods.

Fig 4-36 Proximity correction result of 80 nm Ta isolated line with Exp-Ext-W2 method. The design
CD is 80nm. The measured CD is 57nm.
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Fig 4-37 Proximity correction result of 80 nm Ta isolated line with Monte Carlo method. The design

CD is 80nm. The measured CD is 73nm.

Fig 4-38 Proximity correction result of 80 nm Ta isolated line with Exp-Ext-W10 method. The design

CD is 80nm. The measured CD is 61nm.

4.5.8. Proximity correction result of Copper film

Measurement result of the copper process will be shown from Fig 4-39 to Fig 4-43. From Fig
4-39.it is clear that the proximity effect was corrected well. All of the 3 sets of proximity effect
parameters work adequately. From Fig 4-40, all of the small features, less than 200 nm, can’t
be measured due to serious photoresist lifting problem. From Fig 4-41, all of the deviation
shows that the patterns were over exposed. The deviation trend charts of corrected and
uncorrected patterns are almost the same. From Fig 4-42, The proximity effect parameters

extracted from experiment methods are a little over exposed. From Fig 4-43, the proximity
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effect parameters extracted from the experiment methods work well. Most of the corrected
patterns show better and consistent results. Fig 4-44 to Fig 4-46 show the SEM images of
isolated line with various proximity effect correction methods. The small dimension patterns
were all lifted away due to poor photoresist adhesion.
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Fig 4-39 ADI CD comparison of copper;trench for proximity effect correction parameters from empirical and

Monte Carlo methods.
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and Monte Carlo methods.
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Fig 4-43 ADI CD comparison of copper isolated dots for proximity effect correction parameters from empirical

and Monte Carlo methods.

Fig 4-44 Proximity correction result of 200 nm Cu isolated line with Exp-Ext-W2 method. The design
CD is 200nm. The measured CD is 198nm.
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Fig 4-45 Proximity correction result of 280 nm Cu isolated line with Monte Carlo method. The

design CD is 280nm. The measured CD is 277nm.

Fig 4-46 Proximity correction result of 200 nm Cu isolated line with Exp-Ext-W10 method. The
design CD is 200nm. The measured CD is 203nm.

4.6. Discussion

Originally the measured dimension error of trench pattern is the largest due to large area
exposure. From ADI CD comparison chart of trench patterns, Fig 4-7,Fig 4-15,Fig 4-23,Fig
4-31 and Fig 4-39, the deviation induced by proximity effect is greatly reduced after proximity
correction. All of the proposed proximity effect parameters improve the performance of
E-beam trench print capability.

For isolated lines, the features are the most important for MOS gates pattern. From ADI
CD comparison chart, Fig 4-8,Fig 4-16 ,Fig 4-24 , Fig 4-32 and Fig 4-40, CD error induced by
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proximity effect is also reduced after proximity correction. Sub-100 nm features were printed
for all proximity correction exposed wafers except copper film. The poor photo-resist adhesion
of copper film makes small pattern feature lifting seriously. The lifting of 260 nm isolated line

of copper process was shown at Fig 4-47.

obtained by using higher accelerating voltage, such as 100KV. And the backscattering range

will be large. Thus the proximity effect could be alleviated by averaging effect. On the other
way, low accelerating voltage (1~ 2 KV) systems were also used to do nanolithography. To
prevent the proximity effect, a thick buffer layer was used under the photo-resist coating. The
advantage of this process is that no proximity effect correction is needed [33].

For isolated dots patterns, the measured CDs of small dots (<150 nm) are smaller than the
designed CD. This is due to the acid diffusion effect of the photoresist. The photo-resist, NEB,
is a chemically amplified resist. The acid will diffuse during post exposure bake. The diffuse
phenomenon effect could be check by cross link density [32]. The cross link density of
NEB-A4 of 100 nm isolated line of the process is shown at Fig 4-48. The X coordinate is the
print bias of the exposed pattern, and the cross link density is normalized to 1 for zero bias. For
Fig 4-48, we could see that cross link density of 50 nm bias is about 0.6, so the exposure is the
reciprocal of 0.6 and it is about 1.67 times of zero bias exposure. The diffusion phenomena

could be check by the slope of cross link density of isolated lines.
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Fig 4-48 cross link density chart of 100 nm isolated line of NEB-A4 photoresist.

For dense dots, the proximityis not.so.serious. 100 nm dots could be printed both for
corrected or non-corrected exposure methods. This-is due to the counteraction result of
diffusion effect and backscattering effect. The diffuse effect tends to reduce the exposure
intensity of the pattern while the backscatteting effect tends to increase the exposure intensity
from adjacent patterns. 100 nm dense dots patterns could be obtained both for corrected and

uncorrected exposure.
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Chapter 5.

Conclusion and future work

Experimental fitting methods and Monte Carlo simulation method were developed to derive
the proximity effects parameters. The parameters derived here can be combined with design
patterns to obtain modified exposure data by PROXECCO. The proximity effects will be
alleviated.

For Isolated-lines, 80 nm features were successfully exposed at Leica We-Print 200 after

the proximity correction for all processes except copper’s. For small features of copper process,
the poor photo-resist adhesion made photo-resist patterns lift.
From the result of proximity effect parameters, the forward and backward scattering ranges and
the energy ratio between backward and forward scattering from experiment fittings are larger
than those from Monte Carlo method. This'is'due to diffusion effect of chemically amplified
photo-resist.

The Monte Carlo simulation can make'a ‘quick: solution for proximity correction. The
result shows comparable with experiment fitting. It can-serve for most experiment need.

In the future, wafers with different material film;such-as high k, will be developed and tested.
And wafers of multiple layer films,:like ONO.*(Oxide-Nitride-Oxide) structure, will be
developed and tested. The resist profile simulator and post exposure effect of chemically

amplified resist will be developed.
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