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Compensation Technique for Min-Sum Shuffled

LDPC decoding algorithm

Student : Mei-Yu Chen Advisor : Dr. Chih-Wei Liu
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Electrical and Computer Engineering College
National Chiao Tung University

ABSTRACT

Shuffled belief propagation (BP) algorithm for the decoding of low-density
parity-check (LDPC) codes achieves a remarkable error performance and fast
convergence. Nevertheless, it seems to be too complex for hardware implementation.
The shuffled BP algorithm can be simplified by using the min-sum approximation,
namely the min-sum shuffled BP algorithm; however, the min-sum shuffled BP
algorithm suffers from remarkable performance degradation. In this thesis, to solve this
problem, we explore some compensation techniques for the min-sum shuffled BP
algorithm, including 1D-, 2D-normalization/-offset static schemes and the dynamic
scaling approach. Simulations show that the compensated min-sum shuffled BP
algorithm achieves the performance very close to that of the original shuffled BP

algorithm in IEEE 802.11n system.

ii



=S

ABRIXAFAER > BAABRMF I T2 — 2 ER LG - BRI KRR
PR > R ARIAR LS TRFBGES  EROFART QR ¢ RELH
Zbftas s REGRPEETEBREBRER - £842 > AR FRH L -

HR o BRHZ4KLHE - TEURR—RBERHRALM EROAXRRREES
BEREIRFRNP -  BARHORZE LG KT L6 FHBLGOHE

BRI AEEYTHRTE

loE
B}
o

KB BHNRHBRAOEE BB FTTUARBNITFAAREE - 8T &
AP Loy XA BB 0 PR RIEBAT R EREE o Sk 0 REBEBF KRB XBRETA

Blo@mEemagA -

PR&F

N WA

2008 # JuA

iii



B &

BT LDPC COAES 1B cueeeerereernerneraessessessessessssssessessessessessessesssssasssssass 3
2.1 LDPC BEHE A B oot 4
2,11 BB AT HE oo 4
212 AL FTIRB IIAE I oo 5

2.2 BAEIR 4 AEAE(Quasi-cyclic structured) A . ......ooeveeieiiieieieeeeeeeeie 7
2.3 FBAE ettt ettt sttt 10
2.3.1 BP deCOdINg .....cooueiiiiiiiiiiiieniieiiie ettt 12
2.3.1-1 ZFAER] BPAecoding........c.covvveveeereiiiiieieeeeeeeeeee e 13
23.1-1-1  H3uA& R R BPdecoding ARXIEF oo, 17
2.3.1-2  tanh JA B BP decoding.......cccoeeiuieeiieiieeiieiieeeeeieeee e 23
2.3.2 min-sum (MS) deCOdINg .......c.eeevuiiiniiiiiiiieiieeeieeeee et 25
2.3.3 compensated min-sum (MS) decoding ...........ccecveeviieiniiieiniieennieennne. 26
2.33-1 AEMEABIE T s 27
2.3.3-2  1D-normalized MS decoding ........c.cccecveeeriieeiieeniieeeiie e 31
2.3.3-3  1D-offset MS decoding .........cccceeevueeenieeniiieeniieeeiieeeee e 32
2.3.3-4  2D-normalized MS decoding ..........cceecueeeiieiiiieeniieeniieeniee e 32
2.3.3-5 2D-offset MS decoding ........cccceeeviiieniieeiiieeiee e 33
2.3.4 shuffled BP decoding.......c.cccovieiiiiiiiiiieeiieeieeeeeeeeee e 34

v



2.3.4-1 shuffled BP decoding #1 BP decoding 89 EL#L ....ocvveveeevecveeieennee. 38

% =% compensated min-sum (MS) shuffled decoding ..........ccceerveneene 42
3.1 min-um (MS) shuffled decoding............ccocceeeviiiiniiiiniiiiiieeee e, 42

3.2 compensated MS shuffled decoding ..........ccooueevieniiiniiniiiiniiniieeeeeeee, 42
3.2.1 1D-normalized MS shuffled decoding...........ccccooueeiiiiniiriinnicnncnnen. 42

3.2.2 1D-offset MS shuffled decoding.........ccocveeviieiniieiniiieiniieiiee e 43

3.2.3 2D-offset MS shuffled decoding.........ccocveeviieiniiiiniiieiniieiiee e 43

3.2.4 2D-normalized MS shuffled decoding............cccoooueriiieniiniinniicnncnnnen. 44

3.2.5 static compensated MS shuffled decoding #2 dynamic compensated

MS shufffled deCOiNG............vorveerrerrrereereeeeeeeises e 44
B UFE  BIBEE R ircennsssessssssssesstessssssesssssssesessssssasessssssssesesssess 45
4.1 FFREAEBIREIREE B o 45
42 FNREAEIE BIREIRAE B o 49
421 B BARBEABZARBIIE DI oo, 53
4.3 £ REARIE 918y REAR K 09 BB RS LE R v, 55
44 FEIE BRI oo s 59
I T SUNINATY c.eeceeeeereeenereressesesessssssesessssssesessssssessssssesessssssesssssssnssessss 62
B SR ceevencnnesnnnnnsssnsnnsnsssnssnssssnssssasnssssssssnssssssssnssssssasnssssasssnsassasassssssasns 63
A1  802.11n X Parity Check MatriX......ccccceeeecnccnnccncssasesascsascsanens 66



K

Eis

Eis

B

e

& B &

codeword=648 > code rate=1/2 ~ 2/3 ~ 3/4 ~ 5/6 t4%53 FEFEAEALEL o, 60
codeword=1296 > code rate=1/2 ~ 2/3 ~ 3/4 ~ 5/6 4% FEAEIE AL oo 60

codeword=648 > code rate=1/2 ~ 2/3 ~ 3/4 ~ 5/6 &4 &) FE A1 B A% B ......... 61

codeword=1296 > code rate=1/2 ~ 2/3 ~ 3/4 ~ 5/6 4By REAHIE 1A 8L ........... 61
codeword=1944 > code rate=1/2 ~ 2/3 ~ 3/4 ~ 5/6 B4 By REAHIE 1A 8L ........... 61

Vi



10

11

12

13

14

15

16

17

18

[ B &

LDPC @3 £ SRR HEE oottt 4
BPSK 24 ittt 5
B BT R AR R B BB s 6
BEAE IR EEABAC A B AL BB E[8] et 8
802.16e 2 LDPC # &3 &AL 485 5 H B [T].ovvoerrrecieean, 10
BIALHR B HE T .ottt ettt ettt ettt ettt ettt be bt ne et ens 11
TaNNET GIaAPh oot e e e e e e e aaeee s 12
BP decoding Stepl.1 Z bit node F4EAL ...covoviiiiiiice 16
BP decoding Step1.2 % check node update ..........c.ccoeeerienniiniiienieniiiecnee 16
BP decoding Step1.3 2 Zn bit node update..........ccoceervieenieeiieinienieenieeeene 16
BP decoding Step1.3 2 Zmn bit node update...........ccooeerieeiieniennienieeeene 17
B 3% —18 check nod 3£ H: 2] % 4B DIt NOAE ...vvvveeeeeeeeeeeeeeeeeeeeeeeeeeeeee, 20
258 — 18 bitnode 33 2] % 18 check NOAE .oveeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeen 20
Y=W(X) B BLR [12] e 26
shuffled BP decoding £2 BP decoding 9 EE X ...coovievviiiiieieeieeeeeeeee, 37
Tanner graph # it shuffled BP decoding A#ABHIBAZ ...ccvevveevieeeieeeeeeeeeee 38
shuffled BP decoding #1 BP decding 2 £ E ....ccooviviieiieieieieeeeeeeeee 39
shuffled BP decoding #2 BP decoding Z A4 R ..coovviiiieiieeeeeee 40

vii



19

20

21

22

23

shuffled BP decoding #2 BP decoding 245 JE18 R B 2 A H & K., 41

compensated MS shuffled decoding ..........cooceeeriiiiiiiniiiiiiiece, 45
codeword=648 % static compensated MS shuffled decoding A #t 4 % ........ 47
codeword=1296 % static compensated MS shuffled decoding 44 & %......48

codeword=648 % dynamic compensated MS shuffled decoding 4% #t 4 % ..50

24 codeword=1296 % dynamic compensated MS shuffled decoding #£#¢ 4 & ...51

25 codeword=1944 % dynamic compensated MS shuffled decoding #% #% & % ...52

26

27

28

29

30

31

32

codeword=648 2 &) & 44 15 14 28 SNR 2 BB oo, 53
codeword=1296 2 ) AEFH 15 1% 2 92 SNR 2 BAAAE ooveeeeeeeeeeeeeeeeeeeeen 54
codeword=1944 2 &y A& 4 15 4 392 SNR Z BIAAE oo 54
codeword=648 > coderate=1/2 ~ 2/3 % compensated MS shuffled decoding 1%

BB TR e 56

codeword=648 > coderate=3/4 ~ 5/6 Z compensated MS shuffled decoding 4%

codeword=1296 > coderate=1/2 ~ 2/3 % compensated MS shuffled decoding #%

BB TR e s 58

codeword=1296 > coderate=3/4 ~ 5/6 % compensated MS shuffled decoding #%

viii



2—F i

LDPC(Low Density Parity Check) codes & —#E 45 2k 69 421 & 3045 > > E 12 A
B B 84 B) L & 4B [ (parity check matrix ) » {8 43 4 45 HL #2555+ B 48 5k 43 LA T
& o fLAR#5 2[4y > 3 & bit node ¥ check node W #& 8 25 » iR 48 1% sum-product 3t
B 6438 38 18 ¥ Ltk 48 (log-likelihood ratio » f§#% LLR) » 4T3 E T EE R4 >
{# PR % 38 (iteration) J& 32 7 X R &L Ht B4R R > 4% 2 BP decoding (Belief Propagation
Algorithm) ° i3 #% ¥£ 38 j% 32 (Iteration Process) * B 84 3T LML LR FF * £ B 448K 5
$E 09 LI AR LA 0 AT DAE HE MR B MO B R 4R 0 B4 SR LB 0 @R AR AR 5 EAE
##w) » i LDPC %7 fg 42 5 A% &) JE 7 b 55 F
BP decoding #| A % & -F47 TAlag  RATR @ ARE > 3 RE D AR
e REREER T ZREHBRARY(IO] - Ao AR EELMEARSHTHE -
RIEHE RAE W LA 0 FRBET AN KR #E[21] o AT LUK UK £ 40 BP #2
#5 (shuffled BP decoding)[19] 4 #& B BP decoding #9422k » 4458 52 B VE 3R B 80 26
Wey X 0 BATH FMLe) BARIE o AWML AL AR D R AR B > e
FRERE IR > X T LRV R EREeE R o
{8 & > shuffled BP decoding ¥ BP decoding 48 [5] » £ 3t & check node update &% »
F) AR d BR AR A 69 JR R MEEH Inltanh(x) | @ ¥ RAR BRI+ 08k 0 PTIL 0 R
#% Min Sum decoding [914£ A % /]N 38 4 31 JF 450E & 3¢ Inltanh(x)I3t 984 JE A 3
shuffled BP decoding > & 7 H1&#4 &, > # % min-dum shuffled decoding(f§#% MS

shuffled decoding) - & # MS shuffled decoding 2 A $|tb & 35 L huik 55 > KA fRILAR



B e AR SR X o e BBk 4 E 44 3R AE /) (error performance) 1K » 48 & 453 5 o

A7 MS shuffled decoding ¥ iE 44324 T FEF ey B2 - &5 4& BP ¥
min-sum decoding 1% Fi 4% 18 14 8BRS F [ 69 AR 25 34 E 09 1 7% < 1% BP a9 As A4 K
[9] [14][15][16][17] > e A £ MS shuffled decoding ¥ - % compensated min-sum
shuffled decoding(f§ #% compensated MS shuffled decoding) -

WX TR 0 LA 802, 11n puist & ey 2245 > & SoqE A shuffled BP decoding
Ry EEAREN R B 0 2 E BP decoding AR S 0B REG I S BER
MS shuffled decoding % 4 4& shuffled BP decoding &4 78 8% 78 5 i » 2 4% » 15 @45 #% »
BB E 130 3 B & BURMS E MS shuffled decoding i i, #845 #] 44 24 s 04 38
Ko EPIRRRGHAE 0 ARAS 4 E 44 3R AL X AE YL shuffled BP &9 B #9 -

WX P T 0 F =FH LDPC BEmE ey 48 » SRS & ey i
e BGHEHIIMBHFRLE  HAAEHHRE - F=FN &L MS shuffled
decoding z 415 472 3.1 & /-4 MS shuffled decoding’ & 4 Fl MS shuffled decoding
& #5416 Shuffled BP decoding #9742 8% > 3.2 & B|4 A Compensated MS Shuffled
decoding A 3% # error performance » % w9 E A B H 4 F 0 KMVEFRAIE Y MS
Shuffled decoding ¥4 18 7% &9 Compensated MS Shuffled decoding ¥4 & Shuffled BP
decoding = #% A2 75 % B 7k ki #t 0 LA & compensated MS shuffled decoding #9485 1%
MFE o R ey & £ 88~ compensated MS shuffled decoding &4 error
performance JF % 4 31 shuffled BP decoding @ 8 7818 2L F 1+ » B 4F - 3.4 & A #E

HIE - F A F R A A X ) summary °



# =% LDPC codes 1+&
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SR M Rh B 32 T2 R by & RS 203% (Gallager) 7 1962 SE4%  — B 42 3% 15 £ 45 - 4%
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4 75 (iteration decoding) & 47 » A RAFEI 488 5 - M EHITH BRI > AR E
IEZEAR BT R — 5 R 89 4 o 2 i 7 F B AR KAV A8 38 (VLST) & 28 407 ) R Ak
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LDPC codes # Rtk E4EH > £ —EHBM —TER > Mm—IZPIFETE
WEHRBAHLT—FNIHE —TXFIFENETNEBBALT —THTHE
EH—F T ESATH E 5 54—k 0 Al b4 LDPC & EEHM 49 LDPC - R % >
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Je 4525 3 5 PLAR RS T AR AR S B R BRAT PR — AR R A R -

2.1 LDPC ¥# 4 &

211 BEASLT AR

2 3t 24 IEEE Standard 802.11n [Fg 4+ 1] LDPC codes f4 % 454 & 49 224

2B 1 Aror o
u=(ul,..,uk) w=(wl,..,wn) m=(m1,..,mn)

uasi-cyclic
Qstmcttilycred BPSK modulatio!

encoding

Compensated
Min-Sum Shuffled demodulation
decoding
o 2r; i L
W= (ORI k) F,=LLRr)=— P(ri)=P(mi)+P(ni)
0'2 ,i=l~n
i=l~n

1 LDPC i@ 4 #ii it 2 E

AT U &3 LDPC #4758 » m A F we B&d BPSK 384 s hodkdiid
EHEAE AT [1] 5 33 BN B S H7 7 3R 358 09 38 B (AWGN channel) © Hefioss 2R

A AR T r IR B(EERARRRE T B AR UM T A HS -



MR HMOBELRABRETRERE) -1 R IREBAREZ > AHEBMMLLE
(log-likelihood ratio fi#% LLR)R &>~ > R EHF w HIR 0 s9 F o 13 1 094k

Z B A RHE b A decoding B9 Eh A 0 A% A 3 X & R (soft decision) &y ¥y

A softin ; 4 i#% decoding > ﬁél}ﬁi&%#ﬁé@&%?vﬁ» °
212 A%FREAE R

BRNB%AE > KEE A e A G 3R & 4 1L % 45 (Quasi-cyclic structured
encoding) > Kk E A k ) TN EMT v BB R —EEESL n BT
(codeword)w ° 2B F ik » 5 H 22 8 °

B T 3G SRIUEE M RAE S 0 A5 A5F4F BPSK A% - BPSK A% 45 w 45 0
R I AG A1 ALRHBTUAm Rom o KREA 1] FETHEE EM -
R Eazik 0 EAALLAE £ 180 F &R > BEANEE > W 2 A7 0 () &R A

BT m o (b)E A omAEF LR L8 £ 180 Ay iKE - ABE EEE -

Binary 1 0 L 0 1 L o
sequence
m{t)
(;“ I I I = Tirme
-1 —] T -
(=)
s (&)
A ' " k
BPSK LAMTAAMANTAAAAANARS
signal o PR IRV EVE SESRETATATA RVRVE (TR THT Rk
(k)

2 BPSK ¥ %

2(a)#2(b) &9 B4 =T LA A (2-1) R & 7w

s(t) = Am(r).cos2nfct ; 0<t<T (2-1)



Q-DX#y A FmFH AGBRY mOB 1 K1 fc ZRRAEGIAF T BEFR
s 3B ©

B¥ o AGARME mOEARNEEL o RAVER ThoRtie g & %580
(additive white Gaussian noise * AWGN) » s fi % #1184 i@ 3 3830 ° £ AWGN &
¥R A > B 2% AWGN 87T ho e bt > #6385 ) BB MR EF R AT UHE
By IE AR e o BRAE T EE[] - B 3 AT SR REFTE LY - 0’ HEHY

A SR -

Al

0.4 X2
1 - 2o<
03 y - 0;21 E
0.2
0.1
40 -3 Bl -1a [i] +u +20 +30 +4a —_— X

3 HWREAAR R E A B

S M FEE R RBA p(x) = ARIR T SR AT ARG

exp

1
\27mo?
n A SE I AFUAIE m &% AWGN @8 g9 M E B E 4

1 —(n, +m,)’
p(r;) = py— exp y= ;o mp==1 or 1 (2-2)
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- 2172 exp[( 2 )’]

LLR(n)zlnp(r"lm"_H):ln (27o™) 20 _ =2L2
s A P
o = 1 . R= u(k éits messago : E:IOO'ISNR
2R-( E, ) n(n bits cordword) N,
(2-3)
HEt > Eb Afrtie® - No ZfA) FIRLER

Btk 0 IR ATARAS o MAE R WA BRABA  CEEAEBAS Y

By i 9% LLR 2 » b8 B[] - 8BS - 155 — 18 U hY AR5 1E w o
KB A ko A## 4 #48 Fl Compensated MS shuffled decoding # #2485 » ¥ 3 % =&

143

2.2 E 3 & H#1E(Quasi-cyclic structured) 4575

B # LDPC & — 84 M B34S » A7 LA LA 3R A & & (message vector) e b 4
AR 4E 2 (generator matrix,G)&) 4 KX, * 2k & 4 #5 5 %) & (codeword vector)[1] - 2% &
BB anERS B E REL - B3R BFE R %R R
Bk e

A 24 T.J.Richardson $2 M.A.Shokrollahi % 2% 7 2001 F4# & 7 —# A 8y
%iE[6] 0 HBHMIM O RMREERE H BTSN 25 JIBITHHMLE
# H R T = AR (lower triangular)ey A A& » H AL &3 A 0 AR

st - sLAB@AZ A A preproocess 5 i R 32 @ (preprocessing) &) H 2 i 6 18R 48 &



ABCDTE - o8] 4 757 » P 5 AR 69 RAE 18 - #1245 5 (codeword) B & - B4k dE R A&
AOERRBRSERMEENIERNERL > A BEIEREFZHARER
IR EHH R n+27 0 A %R % - TJRichardson # %% > tb 2 4 4 4542 5k B IR 1K
% o AT E H 0z A 0 SIS SE AR o AT AH B BLARBR 4B [ B ATAT P R
Wk fE 2 BEDRE-TFRBEEIE GG - B 4 8 HE a9 K
[6] °

oo BT HABAERBEEF LY R BE N 0 BRI ELER S R
B LA ZE 2y BAw ey NIy 1 o A8 ZE Ty R R ZE B AR M B AL A SR R
sbAE Bl A B 48 [ A8 A 28 48 3R AR AL &Y B A4 & 48 1 (Quasi-cyclic structured parity
check matrix) o

o8 4 im0  HIR T 41 21 ik 6 {842 ABTCDE 2 4k - B4 t1 %) s T18 Zf
fr A B o7 LA 4B M b g4t 4 ko 2F BAu ke 48 B A5 4% 1 894 B - 42 Standard
802.11n BB EBILHFMRELER T FNRFTCELERMAF D > K& Zf Bk
BayffsE o M T REZIMBERATER -

24 column

?2—.-?(2 "‘\\ \' \\'
= B
2T LN
o0 ik
= K K B 9
A N
] = =]
x \\ b \\ -
N, b
C ) D E

7Z-factor=2f Code rate: 3/4

4 BAEIR RS R i B4 (8]



[ 5 7 Standard 802.16e &y LDPC & 38 4 451b %48 % 3 B (7] & £k
WATHAH AKX T > BRAHKB SR -

T & RIEIR AL hAE e A K I E[T]

u REREAM T KE A K pl £ p2 X & B34 (parity part) > pl K& Az
p2 KE %A mz > m R & Tk (parity)fr Lk B © A0-K) 5 v KT 4B T HT
(codeword) * kK E A n- EF@BEWTF -

HF Vv AT U TUARKL T pl ¥ p2 A ©

v=[u p p] (2-4)

Flfiin £ 415l ABCD RJEME - BEBETFT v AR » UEETEARE -

Hy' =0
u
A BT 0
c b E]|"|”
P> (2-5)
Au" +B.p] +T.pl =0 (2-6)
Cu" +D.p] +E.pl =0 (2-7)

d K (2-13)T K¢ P

py =T"'(Au" +B.p/) (2-8)
# R (2-15)RA(2-14)4F 2] (2-16)

Cu" +D.p/ + ET'(Au"+B.p/)=0 (2-9)
(2-16)%& B4R » 452](2-17)

(ET' A+C)u" +(ET"'.B+D).p] =0 (2-10)



XHO=(ET'B+D) > ¢=1
R A R 0 PR E (2-17) 7T ;AT pf
pl =(ET"A+C)u" @2-11)
FAVEHe T d oy A KR4 F 8 555 B
RVEIR SR G IF B -
1. 3+ Au",Cu”
2. 3t EET ' (Au")
3. :E pl o #dp =(ET"A+C)u’”

T
4. 3tE P> > e T.pl =Au” +B.p/

L o

[y v={u gy paf

—T" 2 — i "_\‘J_. . i

z Pl &
F Y F

Ll

5 802.16e = LDPC # 7 32 & 451t 445 & 7 R El[7]

23 B

1981 £ R.M.Tanner % £ > 32 & B Tanner B A& &9 % K &k % 5= LDPC codes °
4% 3% Mackay ¥ Neal % A & #7151 %[3]° 4% Tanner B & F 4£ 18 12 A2 45 )% & /& (iterative
decoding algorithm) b » 3 3589 T LDPC codes ¥ &k E & k845 > £ F BP @45
6945 3% B IE AE A7 JF F 430 3B 4R IR (Shannon limit)[4] -

f£97# BP decoding Z A7 » &M AN BRI E4EME He B 6 K&k —EHK

(codeword length)% 6 fL7C » A ALKES 3> MEAMKRERE A 3 WRELKRE

10



5 (H) - Rtk & 48 494 — 7] (row) X & — 18 cheek node * B M ¢ H—A4T
(column)4X, % —1& bitnode » B E R b FTLA > B T &9 cl ~ ¢2 ~ c3 & check nodel
check node 2 ~ check node3 ; 3 bl ~ b2...b6 X, bit nodel ~ bit node2 ~ ... ~ bit node
6 o

bl b2 b3 b4 b5 b6
cadll 00 1 0 1
H=21 1 0 0 1 0
<o 110 0 1

B 6 Ritikbimm

bit node X #& A#4% R AT M byl > RAGBEB(LEE > BEMABEH ) &
# LDPC code & — %M & 3145 » A7 LA check node 6914 % bit node ¥1 H /g 5 > B H
B2 w3 B R he R check node &9 /82 % » X & bit node 844 2 i 69 45 5
ERBE > REMZRNYBT -

check node ¥2 bit node &4 Bf #4540 (2-12) R A7 4 it -

Hb" =0
5T
bz
L oo 10 1] ¢,
1 1001 Of b3 =lc, |=0
01 1 00 1| %] |c
bS
_b6 i

c,=b +b,+b, =0
¢, =b +b,+b;,=0

¢c;=b,+b;+b, =0 (2-12)

% T 1% #44#% BP #24%5 ¥ bit node $2 check node 1% 3£ 3 & &9 45 47 » &AVE B4

11



MBS Tanner B8 F X R &-~[5] - R4k L4 H ¥ & 2| Tanner Graph
B FELE H2 P kA1 853475 check node #13% 4T bit node € 48324 > 4o [& 7 A7

;& » A+ m X % check node 181 # » n 4%, % bit node 1B % -

Check Node (m)

Bit Node (n)

7 Tanner Graph

2.3.1 BPdecoding

BP decoding % — #& ¥ 1@ #245[2][4] - BP decoding 1k B /A XA H X o4 R F) >
AR & B 7k B BP decoding(Belief Propagation Based on the Gallager’s Approach)[9]
#2 tanh 7% 8] BP decoding(BP Based on the tanh rule)[9] - % $ 4 7% B BP decoding =T
A E ¥ min-sum decoding > # tanh /% A] BP decoding T sAd ¥ 4 shuffled BP
decoding °

BP decoding » 4k A #k R, 1 1@ A2 55 (soft iterative decoding) - & g5 bit node ¥ check
node WA 2 © R B ZAB{H IR 8 MAEW{E Fn 49 ¥ 340 Lk {5 (log-likelihood
ratio > f§#% LLR) > #4 Sum Product 3 & & #7245 o prl g 4 | 12 4R35 245 (belief
propagation decoding) | » 2 | 3 8 1% 3£ A2 4% (message passing decoding) | ° B EH
75 P 45 B Ao’ (Sum Product)i® & - B B4 b3k #54F Ao & Bk A2 45 (Sum Product

algorithm > SPA)[8] °

12



RS P pr 2k 6 LLR & — B3t > BAREANES O sy B ¥ 8 4
1 ey Z eyt B A RHE - ALl a5 & R > 4o R bitnode 49 LLR X# 0 >
METHEAOEERKR > FFAKIRAZL 0 5 LLR/NH 0 AR AME S 1

HFEBRA TR A R 1 i 44 4 a2 X 2 R (hard decision)[19] »

2.3.1-1 ZR#ER] BP decoding

4o [F] 2.3.1 giprit » & 457k A] BP decoding #2 tanh 7% R BP decoding %F & BP
decoding[9] - i& W & % B 7k b £ 5] 4% 42 % check node update > X, 89 L f§ R B M & ©

L BRRAGE IR AT RAVAH R S — AR BRI B8R ] BP
decoding ™R Fr F 2| &4 4 3#) 0y & £[18] -

BR#% A F w=(w,,...w,) A BPSK(binary phase shift keying)f 4 > H A% &8 8 5k
AT ok ey & &, 5 B 5 3R (additive white Gaussian noise * AWGN) » 2k 3169 4 & ¢
(variance) & N /2 ° Br=(1,...,r,) HBE WAL © 2 Fn BALT n 1274
KA LLR i F, =(4/N)r, e BAE, " R4 % i Rit@#EEE > check node
#%|bitnode gyfr tney LLR: M Z, O 8 &k & 3@ AR5 5> bit node i% 2] check node
#fr 7t n gy LLR o Z“ X &4 7t n 49 F4% LLR(posterior LLR) » & A4 7T n # 454
#) LLR -

H=[H, 1%~ »H&—18 mxn ) —#44E% > ¥ A m {8 check node > n 18 bit
nodee N(m)={n:H,, =1} X% Tanner & P> #1 % m 18 check node 48 i& 4 &) bit node
B Mm)={m:H, =1} B & X % Tanner B ¥ % % n 18 bit node 481 #: &9 check

node &4 -

13



Step 1 : 43 7t & 25 (bit node) 144 & & Bk (check node) &) & H7

1.1 43 7T & Bk 47 %446 (bit node initialized)
3% 1 A ¥&38 Rk #(iteration) » I, A K iteration °

0) _
Zmn - EI (2_13)

1.2 #x % # 25 £ #7(check node update)

E® . = Signx Magnitude ={ []sen(z, ")ty 1 Dwiz )i

nveN(m)\n nveN(m)\n
n € N(m)\n X% #2 check node" m 48 3% 4 &9 bit node % 4~ 3u4 bit node’ n -

e +1
elxl _1

I
l//(lxl):lnltanh%hlne !

Ixl

wi(xl)= ln{tanh_l(%)} =In
if Z >0, Sign=1 else Sign=-1 (2-14)

1.3 43 7¢ & Bs(bit node update)

mn

Zm=F+ JE": ZUV=F+ YE{
m'eM (n)\m meM (n) (2-15)
Step 2 : A R, 2 R #2143k B3R
2.1 A8 K 2% (hard decision)
A LLR "Zn > @@ XAR » A4 admi -

if 250 then wa=0 ; if z,<0 then w,=1

2.2 43 bR AR

N

Qo BTUHE w H =0 (eFRARTHRAEDMERII > BT

DA Ok U 18 A 25 o

Step 3 : #h 4R i 40 45 F

14



N

W Bp By AP AR % 1 R¥EQ (iteration) S Y 28 F o
friE AR 0 4% 1% Tanner B R #2%2 BP decoding - 3F & B 8~F 11 -

f& Stepl.1 ¥ » & 2% > bitnode A Fn i@ 8 {E ¥ 8 Tt 461t - 24 bit node 1%
% 38 38 18 Fn( 3k 4245 25 3089 codeword & LLR)#A check node-Step1.2 ¥ > check node
#% bit node 1% % &4 & k48 18 check node update &893t E - jods B T 891 2 4% > #% check
node update sz, Emn(1) > check node %1% Emn(1)#4 bit node » Stepl.3 ¥ - bit node #%
check node 1% 4 44 & 4+ Emn(1)$21% 5 {& Fn #Av4a - 43 3| #7844 bit node update &
Zn(l) > LB T — REE S > 2 1% 4% bit node Zn(1)#9 LLR 44 24 hard decision
F R EILRR =AML 4o Step2.1 Ao B HABR o 4B LR A 04 % bit node
B H) code word > Z RN B 00 AR K ARAH453% 0 A BT T —RB{E A >
4o Step2.2 Ao °

B F —Ri¥EEAFHS 0 bit node Jodt B T &9 R A Zmn(2) © 1545 check node * 4w
Stepl.3 Fi>~° & & Stepl.2>check node 45 2| bit node 3% 2k &) Zmn(2) 48 1% check node
update 3t H B o2 B T 891 4% check node update sz, Emn(2) » it 1% % bit node - &
7 Stepl.3-bit node #% A7 Ji 2] 49 check node {14 Emn(2)¥1 Fn #4/m4845 3] 5 2 k=@
& bit node update {8 Zn(2)> sb & 7 & % —=Rk £ 18 #E4E - & & Step2.1- 4% bit bode Zn(2)
Bip AR EEAHAER > FERTA 0 AABETT —RBEGHE > o
dhiR B MR AR > A B AR d E#E codeword R EER R ARBEBRE AL 0 REH

NS ARG F# 4y 0 4w Step3 o

15



Step 1.1 Initial ( Bit node send Fn to check node)

Check Node (m)

Bit Node (n)

8 BPdecoding Stepl.1 % bit node #7451t

Step 1.2 Check node update , then send to bit node

Check Node (m)

Bit Node (n)

9 BP decoding Stepl.2 % check node update

Step 1.3 Bit node Zn update

Check Node (m)

F1 F2 F3 F4 F5 F6

Bit Node (n)

10 BP decoding Stepl.3 % Zn bit node update

16



Step 1.3 Bit node Zmn update , then send to check node

Check Node (m)

Z1

Bit Node (n)

11  BP decoding Stepl.3 % Zmn bit node update
2.3.1-1-1 ZE R A&ER BPdecoding X 3 H

BPdecoding A~ X > A F 2-16 X P a5 w a9 LLR 14 -

pOw; =0lr; ,S))

LLR posterior (
pw; =1lr,.S )

w.)=In

J

s J=I~n

(2-16)

LLR™ (w)> 0 » K& pw,=01r,.8 ) > pw,=117,.5)) » b ABF w, %

0 G EARM | ahE » A UFIBTw, =01 K2 > % LLR™ (w)<0 » &%

pov,=017,,8 )< pw,=117,.8 ) e EHBF w, & | 6% AR O a5 » 7 12

A
RHw, =1

3% » #54 7t(code bit) & Z A8 15 3L &y 5 & B #7 € 2 (Bayes rule)5 2| F14 4% £ (a

posterior probability > APP) % (2-17)=, -

p(w, :b‘rj,Sj):K'p(rj w; =b)'p(Sj‘wj =b,r;)

(2-17)

L£XFQ2-17) bk 150 Sj %5~ Tanner B F » 74 49 check node & #: 3|

% j {8 bit node %R 4 7% & B 4L #x & (parity check) © B & b & = fx LA AE » AFOA K %

BT LA BoEE o

17



AV (2-16) X A (2-17) K oy APP BB - 4721 (2-18) K -

p(wj =0 r,sj)

LLR(w;)=1In
pw; =1lr,s;)

w; =0,r)

p(riw; =0)  p(s;
=In ‘ ! +In—-
p(r‘wj =1) p(sj‘wj =1,r)

Q-18) R WA - M4 B BEME -
B et T

p(rjw; =0)
In——

p(rlw; =1)
1 (r, +(=1)°)?

2

1 exXp
(21‘[0-2)4 20
1 (r; +(=D")?

2

=In

- €Xp
(21‘[02)4 20

p(sj‘wj =0,r)
(2-18)% 38 In

p(sj‘wj =1r)

7% % )443 738 (parity bit term) ©

(2-18)

(2-19)

S, ={Sy;+8,;+-S;;}; Smj 4%, % Tanner B F % m 8 check node i # %] % j 18 bit

LA E A R, 2-20 ©

p(Sj
= Hp(Smj‘Wj =b,1;)

meM (j)

18

W =b,1) = PS8, s Sylw 1)

node > R B E o B E T UM 2-12 X EftkE H 42X $2E 8 & Tanner
[ 32 A% > A7 A bit node i% 2| 5] —1& check node #9 LLR > Au48 B 2 ah4h (@ 2 >
module 2)3k @ A& Rk 4482 0 7Ll Sj 49 % 4 %>~ Tanner B ¥+ #2 % j 18 bit node 48

B HGYPTA check node #F At 7% & Bl A An & 89 & A AT L B 443 7438 (parity bit term)

(2-20)



(2-20)X 5B > & b=0 " T LAF ik 2-21 R, 5 § b=1> TAE R 2-22 R, °

parity bit term /=, :

P(SI‘W/‘ =0,r;)= HP(SW"W/‘ =0.7;)

meM (j)

=11 %(H | § (CEI))

meM (j) ne N (m)\j (2-21)

p(S;w; =Lr)= T]pS,,w; =1r)

meM (j)
1
} melﬂ](j)g(l—%g)gflin _q}]nn ) (2-22)

Bl ffr usg 2-21 Kt 2-22 X AKX EFoTF - B xi & 1 a9k E % pi-
BO MRS qi-

pi=p(x=D 3 g =pkx=0)=1-p,

AlAREAR T x] o x2HAEE 2 ®ER0R1 - EN0H > 44 223 Xeys
RoEN T A% 224 KX -

p(x, ®x,=0)=1-2p,).(1-2p,) (2-23)

p(x, ®x, =1)=—(1-2p,).(1-2p,) (2-24)

Bk L+1 B84 7o it & Bl i & 69 R4 o ZL X % L+1 18 bit node i# 3% 44 check
node > R 2-25 &7~ > ZL & O ey dF 5+ K 2-26 Rl &~ » ZL & 1 8584157 -

2, =% Dx,..0x, =0 ; z, ,=x,®x,..Dx,_,

L 2-25
2p(z, =0)-1=[ [ (¢, ~ p) 22
2p(z, :1)_1:_1_1(% -Pp) (2-26)

19



2-27 K &~ ¥ B 1% — 18 check node £ 3 2] % 18 bit node &9 15 474w B 12 AT o

1
p(Smj‘wj =0,r;) :5(1+ H(qgm —q,l,m)j

ne N(m)\j

1
p(Sm‘,»‘W‘,» =Lr) =§(1— H((]Sm —q}nnJ

neN(m)\j

(2-27)

O

12 ¥4 —18 check nod &4 %] % 18 bit node

2-28 A & 5~ ¥ 5 — 18 bit node i& 3% 2] % 18 check node #9547 4o @ 13 A~ e

p(S;lw, =0,r)= [ p(S,yw, =0.7)

meM ()
1
=[] za+ [l -4,
meM (j) 2 neN(m)\j
p(S,w; =1r)= []pS,w, =1m)
meM (j)
1
= 1 za- ]« —4..»
med () 2 neN(m)\j (2-28)

Co

13 #45—1& bit node i£ 3 2| % 18 check node

A 2-28 AR 2-18 KX > 152 Fd@eg 2-29 K »

20



1+ [,

p(wj =0] r,sj) B 2rj

LLR(wW") =In =7 In—"=X (2-29)
! pw,=1lr;s) o’ me;(j) 1- H&[W
ne N(m)\j
Hai = (Hsgn(ai ))*exp(Zln la; ).
i i i (2-30)
ARIE 2-30 K e93E %% 0 2-29 K T 2afbmg 2-31 K
1+ sgn .ex Inl I
LLR(w) _2, > Inl "ENr“!” - p("e”%” e |
. S S H sgn(dy,,).exp( Y Inldg,, )
ne N (m)\j ne N (m)\j (2_31)
0 1 0 qr(:m LLR(W}(')nn)
{Fi?;r’}; mn = qmn _qmn ; LLR(Wmn) = lnT 5 &Imn = tanh(—)
(2-32)
# 2-32 KegfEzx 0 2-31 X T bk 2-33 &,
2r, 145 ™
LIRwW)=—++ Y Inl—2—— (2-33)

meM () l—smje i

[Tsen(@,,) = []senlLLR(w,,)]

neN(m)\j neN(m)\j

Sy = | [senlLLR(wy,)]

mj
ne N (m)\ j

LLR(w, )
A,;= > nl zanhT = D W(LLR(w,,))
neN(m)\j neN (m)\j
LLR(w})
s e™ +1
= ChannelValue + Z In Ime |
meM (j) Smj.e Y —1

% Smj=1 $1-1 8% > [) 44 705 (parity bit term) =] 224k 8 &, 2-34 &,
If Smij=1

21



Amj A ‘
1< e s, Inltanh (22
e —1 2
If Smj=-1
— i A .
1= Fhos Initanh (22
—e™ 21 / 2
LLR(w))
s e’ +1
= ChannelValue + Z lnl””'fl
mj
me M (j) 8, € -1

2r,

meM (j) ne N(m)\j
2-35 X T/L i & 2-36 =

LLR(w})

2r,
= b+ TS, C T,

meM (j) ne N(m)\j

S, = | [senlLLR(w,,)]

neN(m)\ j

A, = D W(LLRW))

neN(m)\j
w(x)=Inltanh > = 1n1 &L
2 e’ +1
w () =InTtanh = =101 €
2 e’ —1

B%Z, =LLR(W.)

2-37 KT A A 2-38 AR &

Spi = Hsgn(Zmn‘) Amj = Zl/IIZW, I

neN(m)\j n'eN(m)\j

22
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(2-35)

(2-36)

(2-37)
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) 44 7t 78 (check node update) ¥ A A 2-39 K %5~ ° bit node update =T A 2-40

P eA 0 ¥ 38 check node update 2> RX,(2-39)#2 bit node update 2~ X, (2-40) -

Check node update :
E® = Signx Magnitude ={ []sen(z, ")y 1 Dwiz DI
n‘eN(m)\n neN(m)\n
(2-39)
Bit node update :
Z =F + E
mn n m'eMZ(n)\mmn (2'40)
2.3.1-2 tanh 7:R| BP decoding
Check node update # H 4o F :
tanh 7%} BP decoding #% X, F 2-41 KA K 2-42 F » 153 X 2-43 -
LLR(W!
&, = tanh(ZEROVm)
2 (2-41)
2 1 + I_I @mn
r. .
LLR(W®) =—L + In— =y
! 62 me;(j) 1 - H &mn
ne N(m)\j (2_42)
LLR(W'
, 1+ I] tanh(ZER )
r. .
LLRW)=—%+ > In—"=""% T
meM (j) 1— H tanh( (Wmn))
neN(m)\j 2 (2_43)

2rj

w7 LLRw))=Z, B LLRw,)=Z,, * F,=— » XHEIUEX
o

zZ .
T, = Htanh(%) o B LA 0 2-43 X, T AL R 2-44 R, o

n‘eN(m)\n

23



1+7T

Z,=F,+ > In

meM (j) _Tmn

1+7,
-7

(@)

mn

=In

tanh /% B] BP decoding #94%& & # 2 ¥ #7(check node update)4n F :

7 .(H)
mn

2

T”(ljl) = Htanh( )

n‘eN(m)\n

1+7,
1-T (i)

()

mn

=In

%

Ew"=2tanh™ (T, ")

24
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2.3.2 min-sum (MS) decoding

BP decoding /X, F &) check node update 2f 45 ( R, 2-14 X) > B % A %] Inltanh(x)I
A IIntanh™ ()| & K, > RF R RF+ o BEE HTHRRREYERE

M.P.C.Fossorier > M.Mihaljevic % £ &7 1999 542 % [9] > £ check node update ¥ -

{# A bit node &5 ME( m1n {1Z . 1})&RE44 check node update &9 magnitude {&

HE mn

(WO D WwIZ DI)iprsk e g @ RAER T th#k % i Aoik % @ B Inltanh(x)|

n'EN(m)\n

SR I ntanh™ (0| & X 69 E A - ERBET R AL RABTEEL XS
min-sum decoding( #§ # MS decoding) 2 uniformly most powerful( #j #& UMP)
BP-based decoding[10] -

2 T A F min-sum decoding > &M EHEZATR BB w(x]) &K -

& > y=w(lxl)= ln(tanhl—;l) B y=yllx)= ln(tanh%)_I » Min-sum
decoding Z PR LA LA 34690 00% > A A w(l x|) & X &9 HAE4FPE[10][11] -

— B F IXHEAR ] > HBAIYHEAAKR > R > B 2-20 2 dh 4R 8 -
FomEEEEY(Ix) Ry (x) ZAREHK AT 2-46 KR 3L[10]

v ' (wdxh=lxI (2-46)

SREX (XN FE—EHME > The DyIZ HEERRRNYIZ 6

ne N(m)\n

A MEAGYIZ IR Z PR E[10] SR T SRR TR

dDwlZ 1= max wlZ l=y{ min 1Z |}
n‘eN(m)\n nEN(m)\ neN(m)\n (2_47)
B & &KX x) e F A BV 2-56 KRAVI{ DwIZ T

n‘eN(m)\n

it A 2 2-57 =,

25



v DwlZ 1}

neN(m)\n (2_57)
~y'ly{ min |Z |}l= min 1Z .
neN(m)\n mn neN(m)\n mn

Ff 2A > Min Sum decoding - ¥ $A4w & #4574 B] BP decoding #) check node
update 2-20 &, > fLff A% 2-58 &, °

E,={ [[sen(z )H}{ min 1Z 1} (2-58)

nleN(m)\n neN (m)\n

Min Sum decoding &9 check node update 4w 7F:

E,={ [[sen(z, )} min 1Z .1}

n‘eN(m)\n neN(m)\n

F(x)

Bl

14 y=y() 2%E[12]

2.3.3 compensated min-sum (MS) decoding

min-sum decoding {# A # -]» T8 1 4L BP decoding &) Inltanh(x)| » % 2K 3% 2| F& K58
REAR B L AP 38 AR AR AR 2 AE B £ o AR T B AEZLAE T F 0 7T BA4E A # min-sum decoding
&4 check node 1 FA 4% 1 1% # (iF.#2.1t normalization 316 #% & offset 12 &)a9 F X, > &
BE[14] - BT H@ » KB XAEEFEMHE F kA compensated min-sum decoding(f§

26



#% % compensated MS decoding) °

7R 49 LDPC 25 30 7 3 & B R R p 5 2414 R & — B4 18 % (1D
Compensation factor) R 15 it check node > # 7 bA4R 431 BP decoding &34k 4t ° 12 &
R % RRR 69 LDPC #5238 > A A — #1514 3L R #4949 » #2 BP decoding 48
bbo A AR @ AR K S92 AER & © AT EA 0 J.Zhang © M. Fossorier % £ 7 2005 4
32 4 4# A 18 4% 15 14 2(2D compensation factor)4- %] ¥} check node #2 bit node #4#
15+ RARFEEPARIS1T] - #7 R A1 69 LDPC 45 - 3545 A F B4 15 s - a5
3, &9 check node #2 bit node #4975 15 1432 48 7] 849[16] -

BRI 14 B8 R F) 0 AT LA compensated min-sum (MS) decoding X % %
1D-normalized min-sum (MS) decoding ~ 1D-offset min-sum (MS) decoding -

2D-normalized min-sum (MS) decoding ~ 2D-offset min-sum (MS) decoding v94& -

2331 #MmRAuEY

#1477 2L 1D-normalized MS decoding %1z] > B density evolution 7 X [14]3# &
ID-normalized #4515 14 #¢ -

% T 748 # % iE 34544 $ (normalization factor) » #1152t BPSK f&3% % BP
decoding &4 check node update 25 > AR XA RF X > Lo FATF °

BkeaET A 08 A A-1> BT A 185 AGA 1 &% AWGN @i 5 47
By, =s,+v, v, AMKEEETHEA O FEHAN,/2 - Fn A8 SHEK
MLt n &g LLR (R FEBEME) -

BP decoding &9 check node update :
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T H 1- exp(Zmn, )
" n'eN(m)\n 1+ eXp(an, )

(2-59)
1-T,

mn = ln =
14T, (2-60)

W

if z,>0 then w,=1 ; if z,<0 then w,=0

fix 3% BP decoding check node update & E,, ° MS decoding check node update %

E_ °2-59 X BP decoding #&j check node updaet F > 3% z = zZ T L3 3] 2-61

mn
A

l—exp(Z .) _1-¢f
n‘eN(m)\n 1 + eXp(an‘ ) 1 - ez

(2-61)
AE, Hzl 3 1E, = min |Z .|
neN(m)\n mn
1-¢€° - eXp(nEgvl}B)\n Z’”"' )
I+e* |1+exp( min Z .
neN(m)\n (2-62)
|l—e"' | |l—ex2|
o< - & | <|x,|
|1+e |1+e | (2-63)
#2-63 X > T BT 4 7]< I}l;]l(ln)\ Z | PR ﬁﬁﬁ“id‘Em' > |Em,, » bk & MS

&) check node #9 magnitude {8 X# BP #) check node &) magnitude > Beta % iE#1b
143 > /X % BP decoding check node X -]sF341& #F MS decoding #) check node A /]~
T3 LEfE -

E(|Emn )
E@M)

Beta = 0 < Beta <1 (2-64)
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1D-normalized factor &4 3% 34 #[10][13] :
HIIFE — R BEEAFE > RRIFERILE S RATCHEEROEHNBER
j: o

BTEARR ZRMA(X, =12, W}={Z neNm\n} W=A-1>ARK
#4518 check node #2 bit node #8289 E 3 > Xi L AR Ly FEHE BN 1h 5 Xi 8y
% F B Rk #(pdf) 2 SNR & LA & 4 %5 (code rate) A Bf] » A » MS decoding #4745

b H&AMMRZF Zmn=4/No -

T 1—exp<Xi)‘

E(|Emn )= E| [In i;/l 1+exp(X,)
+H1—exp(Xi)‘
izt 1+exp(X;) (2-65)
EQEmn' ): E(min(X || X, }..| X ) (2-66)
£ KB EE,,| . EE,, |5 &A2-64 XETUKH Beta -

o &Y, =|X [i=12,..,W ; prik > Yi &) pdf % 2-67

ko BN EEE,,

Kt -
Fo )=y, )+ Fo, o) =2+ f (u(y) 067
£ 2-67 X b 0 fy, & Xi 8 pdf o u(y) y 609 By i 3 -

Pr(E, | > y)=Pr(min¥,.Y,,....Y,,) > y)

= PI‘{Yl > y,Y2 > y,-"aYW > y}
=[Pr(Y, > )" (2-68)
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#|E,, | >0 T#s] 274 K -
E(‘Em' )= [PR(E . 1> y)dy
0 (2-69)
PR OA > B4 2-68 1 2-69 X, 0 &4
E(E,, D= [[Pr(Y, > y)]"d
0
=f ffyl(yl)dyl} dy
0l y
ul" _ + w
= [1i-e=H+o y)} dy
oL o o
+j[Q(y H+ 0" d
(2-70)
4 8 4
Hebou= »o’=— @OLLRY(Z, )——yn) O(x) = de’EK
w7, Al
2-70 6 % =SB AR/ 0 PRUATT A4k 28 > HATHF 2-70 X AL iF45 2]
E,=[1-0 = +od " g
0 o a 2-71)
BTRBEIE, ) » &ME &
w
o= l—Il+e i
(2-72)
FIA B EFKX > THAF
3 5
=% _ @+ % %y
I+a 3 5 (2-73)

H¥o a0’ .0, AREEIE A R(sign) > 4§ 2-65 KX 2-73 X ey B KR A > T
433 2-74 R, o
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I 2k-1
E(E,)) =Eﬂ J ZEM' )
k= 2-74)
Sm, =E(lal’) » £¥ (X, ) ARSI KT ARG
Ly ‘
e = {Ii_l[1+ex’ J
x, k v
:!E{l_e)(l J:|
1+e”
= [Etanha x, 1/2)5)]"
= [Ectanh(y, 12)%)]" (2-75)
4 275 KA 274 K, > T U425
E(E, D)=2(m+m,;/3+mg/5+...) (2-76)

KB AET » 276 XA % BRAARE E(E,, ) « Rtk » &I 271 X
i RAFE(E,, |) #2276 X84 E(E,, ) RN 2-64 &, » 7T 2443 3| E M 1L 1h 3 Beta ©
B8 R SR E AL A B B4 0 BRIBBRA F —ReBEITE ey ERE
T8 © R TR ) ) AL RS R F 0@ e RBRTEE
AL 2R BT 5] 6 ESRACAA SO RIS A A L B B R K o
3 E 1D-normalized #4142 A8 F) » 4T 4% B K density evolution 344

&9 7 &3 E H 1D-offset » 2D-normalized > 2D-offset 1% 1% 2£[14] -

2.3.3-2 1D-normalized MS decoding

&7 1D-normalized MS decoding > ;& ¥t MS decoding #) check node F + —18 it
HALta B [ [14] » A — A 15 4315 E MS decoding » A7 LA 1D-normalized MS

decoding &9 check node update 14 &4o 2-77 =&, » bit node update &5 #1 MS decoding
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A E[14][17] -

(@) (i-1) . (i1
E," =[ []sen(z,,“")Mmin{z, [ B}
n'EN(m)\n nveN(m)\n
i : ; ; (2-77)
Zm"() :F”+ ZlEmn l(l) ’ Zn() :Fn + ZEmn()
meM (n)\m meM (n)

2.3.3-3 1D-offset MS decoding

B 7 1D-offset MS decoding > & ¥ MS decoding #) check node &% — 818 #51&
a[13] » B — 183515 14315 £ MS decoding » A7 24 1D-offset MS decoding &) check

node update & 2r4e 2-78 R » bit node update ¥} 45 #2 MS decoding 48 F][13] °

0) (i-1) : (=D
E " =[ Hsgn(Zmn" )].[mln{‘Zmn,‘ —a}]
nveN(m)\n n'eN(m)\n
@ _ i . ) ()
Z, =F,+ DIE. 19 ZY=F+ YE,
m'eM (n)\m meM (n) (2-78)

2.3.3-4 2D-normalized MS decoding

2D-normalized MS decoding & #% MS decoding &) chcek node 3 —18 ,31 B9 1
#4143 > ¥ MS decoding &) bit node & £ 5 —18 S, 89 E R AL A F18#H1E 14
B 5 H)4% iE check node #2 bit node[16][17]> A7 LA 2D-normalized MS decoding 4 check

node update ¥ bit node update 4w 2-79 K A R[16][17] -

i i— . (i-1
E," =l [[senz,, " lmin{z [ B}
n'eN(m)\n neN(m\n
Z,"=F+ SUE 198 2,"=F+ YE,"
m'EM(n)\m meM (n) (2_79)
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2.3.3-5 2D-offset MS decoding

2D-offset MS decoding & #t MS decoding &) chcek node &% — 18 o, 891845 14
2> # MS decoding &) bit node &k * — 18 o, 891642 > A RERS GESHEE
check node #1 bit node[16] » A LA 2D-offset MS decoding &) check node update £2 bit

node update 4o 2-80 R, FF-<[16] °

; i . (i-1)
E " =[ Hsgn(Zmn-( ”)].[rmn{‘Zmn-‘ -y}
n‘eN(m)\n n‘eN(m)\n
2, =F,+ Y(E 1V-a); 2" =F+ YE,"
m'eM (n)\m meM (n) (2-80)
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2.3.4 shuffled BP decoding

BP decoding 4% i node 754864 X 4T > AR R S R QAR Y > EH
EERREHDEN  RAEZSHABOERGRBN  EARBARERZ2]] -
B TRV B AR - fAILAREE 9353t > J.Zhang 2 T 4% node 44 ATARAE
[19]  sAiki@ R B D » & Z B F[20] > EAEHRA & 469 #2557 X > # 4 shuffled
BP decoding[18][19] °

oy XA RAE(SI21] » —# 2 H Bl A &4 [ 24 3 & ) 7% 4 4 (vertical
partitioning) > % — #& & 4% F] LMk & 48 [ LA K F- 7 7% 4 48 (horizontal partitioning)
[21] o A& 77 iR AR ek IR 3@ R BUR D » ARAS 04 84 3R B ERLAE L AB[S](21] » F2 4k
BATRFEH @ H AR ETHR > LA E H 5 @)% 7545 shuffled BP decoding -

B4 0 &AM A48 shuffled BP decoding 89 /A &, » Z 4% A LA H #1 Tanner [ % 42
ARG B A o

B3% B F K E % N g N 18 bit node 4 s, G 42> A7 LA — 4K N 18 bit nodese
N;=N/G (A NmodG=0) -

Step 1 : bit node update and check node update
1.1 bit node initialized
3% i A% 32 R H(iteration) > [ % K iteration  bit node & % 0 R i@ 8F -

AL B (2-81) 5, -

F,=—1_ O _
02 : Zmn _Fn (2—81)
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1.2 Horizontal step : check node update

For 1<g<G > me M(n)

(l) Z(l 1)

Tn(l;) = H tanh( mn ) H tanh(—*—)
n:eN(m)\n 2 neN(m)\n
n<(g-1).Ng n>(g-1).Ng (2_82)
; 1+7
E," =ln—"
-7,

(2-84)

(2-82) K, % 7~ check node update & » &R B 48 %] 09 R ] » AR AL R B R>G) &
E—R(@{-1)eg bit node {5 - £ B TE—AZAH n <(g-D.N; > £ F—Rik@
()89 bitnode HEH Z,) - LB TE@ZHE M0 >(g—D.N,; > A E—RE@(-1)
49 bitnode % BEH#Z0D » R ETY -

1.3 Vertical step : bit node update

me M (n)

@ _ (i) () _ (i)
Z" =F + 'ZEm,n zZ"=F,+ Y E{
meM (n)\m meM (n) (2—85)

Step 2 : A8 X, R R L2 E B3
2.1 KX k& % (hard decision)
# sk X8 LLR '—ZIIJ’ BBRARR EA MW -

if z,>0 then wn=O ; if z,<0 then w,=1

22 fFibEE AR

N

WRERTUHE w H =0 REFHAREHRABLABERK, - AT

LA4% Ok YR 18 AR 2 o

Step 3 : #h 4R i 40 45 F
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NG,
w Bp A KA 1 R¥EE (iteration) 42 H 89 25 F o

LA k3% shuffled BP decoding &, » Z4E 47 LA AT @ 89(6,3)code &) B ALk &
B A5 0 LAE 15 $28 16 k3798 shuffled BP decoding i@ 42 -

shuffled BP decoding 4% H # £ # 448> LA 4518 bit node % — #1.> & 5 A& codeword
EREt s fdbh 64 0 o 15 Ao o

¥ & F HAEK & £ 48 #4T node update B 8 8 > 4 &, JE 42 4E4X & bitnode £ 5 i
RF@ERAFH G 0 ME B JE %A & bitnode £ 5 -1 RIE DB EME -

Shuffled BP decoding A — 48 i 4T %, check node update $2 bit node update % 1% -
4T T — 4889 check node update ¥ bit node update &g ¥ X, & A2 45 o

W 7 £ — 48 49 bit node update 7T 89 # B > 7T LA A T — 48 check node update
&4 bit node #y AAA > AT UAKE 2 & % %48 %% bit node ¥ check node # # #7 > A2 @mey 4
#4231 & check node update 8 > 3t T A 22| £ % A7 i 41 8L PA7 & 4 89 bit node #71E -
4o 8 15 Fro~ 0 AU AT @ &) 48 83t & check node update » & 2 2| tb# % i-1 RED AR5
&) bit node #{A(E & & SAE) RMHE > s R > A% @y > 3+ E check node
update B > T AR A % 1 RIE@AHEEY bit node A (4 & & HAE) RMTE - A7
g # A % 4 804k update - B a) AT A MR o & B gt shuffled BP decoding =T 2L
RE b et @R e > Al BT -

i BP decoding LAFF A &4 bit node & — M) R b H R, > BATHEAE - LIBE
3| P A &9 check node #f update 7% ° 7 #E i 4T bit node update > A7 LA check node R #E
A ERED Q-1 #5695 bit node R (B EELHR) > AR EMIZ » FTUAR
tb shuffled BP decoding # % #3830 -k # A 4E A E AR 25 F o
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Shuffled BP

s

e T T 5 i ‘/'/ '\\.. )
® 4 Jﬁ jf = b[sl ! ©) 76T o] 1)
¢ | H= |1 @f]“’@’[d
H =% n, . o
0.1..1.0:0 L&
sllolit 1,001 2, :
(“k'“" \ ® OO0 S
@ 0 0010 H=11110 0 1 (],
o - :: : (}' = _@ o _[l@@ﬂﬂ'@‘
"(-!- -_{)-_[J-Q ...................................
- i1
.............. Tomm T BP b 4
3 L 0o/ 0 1 r—— e =
H=[110/0 1 ol. | Tt T
0. 00 [ BT 61 |
. . H = ||QUZ6 6% 0|
@ @ﬂ—ﬂ@w@ Lo -0 |
]’! - 1 1 0: 0 |] '” _____ P, S S | o .
01 1.0 IE 1] Emn, Zmn is saved at One position in H

15 shuffled BP decoding #1 BP decoding & Lt &

B 16 A Tanner graph & ## il shuffled BP decoding &) A #5842 - $2[8 154 A H
H ik AR eE B2 ) 0 A F — % check node update #1 bit node update * BT
— #4844 check node update #2 bit node update > A %] 6 M T AL » THE TR —K
R - B &5 SR FARMAR K -1 RIEWE bitnode B{E > 4 & JE 424K % 1 RIEE bit

node #7184 > M4 A &, 349 node % 5~ E4£ update &) node °
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(2) ) g\check node update
"‘,..-" \.R . ¥ Cm c 411(2)
i ﬁ &5
5] 1
A % bit node update
2y m@ b
i3] [ 2
3]
(3) @ check node update

_@\check node update

: @ &
A . ¢, eMQ3) :
S 3 &5

L bit node update - bit node update
’ ) 6/&( B B b,

©® ?\lr WCheck node update
c, €M(5) 55/5;4/@ N ¢, € M(6)

w5 M

c, EM(4)

bit node update

16 Tanner graph #£2 i shuffled BP decoding ## %5 % 2

2.3.4-1 shuffled BP decoding 52 BP decoding &9 kb 3%

{238 — 8 0 471 £ 245 31 shuffled BP decoding ¥ BP decoding w48 % B ik a4 £
B0 HMARBARERAEREEL LML w8 17577 5 %> &M
N AR E B RO b B e AR AR AR R B B AR A R IR IE AR AR R B o ] 18 ~
19 PR

17 % shuffled BP decoding #2 BP decoding &) ## #5842 - &1 84 R 251842 48
F) » % %] 4% check node update T, " &7 ) - BP decoding & check node update 4

4% B AT — %k ¥E3@ 84 bit node /& Z!"" & 3+ & » Shuffled BP decoding 8] & 4k B3 48 $%
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89 R[] » & Z A% B AT — 2 bit node 15 Z"" 2,38 — %k &y bit node /& Z") » & 3+ & check

node update °

. Channel Value
Zmn(i-1) Initial Soft in

(GaY)

BP : TV = H tanh%)

. neN(m)\n
i++
Zmn(i) update ‘ ® ih
ShiffledBP : Ty =[] tanh(L) I tanh(—)
neN(m)\n 2 neN(m)\n
n<n n>n

Zn(i) update

»Emn : Check Node
Hard decisi »>Zmn : Bit Node
CLEC L >Zn : Last Bit Node LLR

Binary out

If fail If correct
Output "w”

17 shuffled BP decoding # BP decding % % &

18 X %% & 2 648 » code rate & 1/2~2/3~3/4~5/6 HZRFEWBRE AL 15
= &4 shuffled BP decoding #2 BP decoding #4 #% 45 % JF 4% 3% 6 2L AE L8 ) -

#E 18 F > XA LLF i » shufled BP decoding #F tb BP decoding & % 55 44 3%
1\ kR A ey shuffled BP decding #% F th R 44844 BP decoding @ #2745 4%

3% 3% fE (error performance) 2R 4% 4
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Errar p_qrfnrmance for BP and Shuffled BP of codeword=648,code rate=1/2 2/3,3/4 56 Imax=15
10 T

o BP =12
—&— SF BP,=1/2
-0} BP =273
—&— SF BP,=2/3
BP,=3/4
SF BP,=3/4

BER

SR

18 shuffled BP decoding 2 BP decoding % ##t 4 £

19 X %35 & & 648 code rate & 1/2~2/3~3/4~5/6 & X #3245 ¥% 1@ =k #x (Imax)
% 15 > shuffled BP decoding #2 BP decoding £ 7~ 5] SNR #% ## 4% i 18 (iteration) 2k ¢
PR -

#E 19 H£4F %] 0 ££48F) &) SNR {2 F > shuffled BP decoding & #2451 1@
(iteration) R # %Rtk BP #97) > MG ELERGE - BRB&H > BMFEBHKA
648 > code rate & 1/2 ~ 2/3 ~ 3/4 ~ 5/6 &) shuffled BP decoding 34 i 3@ % 25 =k ¥ %
BP decoding 34 ¥ 32 A3 45 -k # &y 57%~89% -

shoh 0 EiBE 19 0 FH A4 2 B shuffled BP decoding £& code rate & /6% » 3
8 255 %k 3tk BP decoding T 4% % - & % code rate #4938 ho » 5 A2 45 b4 1k 18 AR 25

REGEHHIL -
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Ayarage number of iterations for BFP and Shufiled BF
of codeword=6548 code rate=1,/2

Herations

Ayerage Nurnber of

W & hh @ ~ @

—e— B
—»— Shuffled BP

—_—s— B _

1 ief—

@
h
T

s
[}
T

Average Number of terations

- Shuffled BF

-5 4
=1 i}

Average number of iterations for BP and Shuffled BFP of codeword=648 .code rate=3/4

-\‘\&_r
14 | W B

12
.
:
S
510—
=
=
el
E=
=
=
B of
=
=
4 F
2>k

T T T ™ T ™ T T T

— BF =
+— - Shufled BF

— =

-
35 4
SMR

Average numberrof iterations for BF and Shuffled BF of codeword=648 , codr rate=5/% Imax=15

14 |

12

10 |-

Average Number of terations

& 19

SMNR

shuffled BP decoding #2 BP decoding #% 4% 38 -k $t 2 B #t 48 £
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# =% compensated min-sum (MS) shuffled decoding

3.1 min-um (MS) shuffled decoding

# MS decoding 48 5] » 3+ & check node update 85 > MS Shuffled decoding 4%
B bit node #4 & ]N A R #1422 shuffled BP decoding #9 K /Js(magnitude) 34y » {2 5% L
MS decoding R ] &) 4.7 & » MS shuffled decoding 4 :t & check node update 8% > Ff
A & bit node {8 & #MAEE(Z" ,Z"V)2 4 > @ MS decoding > 3+ # check node
update A &9 %% T E — R ¥£32 69 % bit node & Z:j;” o

3 3-1 & MS shuffled decoding #&j check node update > F& 7 check node update
2 4h > FARIR47 48 2 shuffled BP decoding 48 ]

(i) _ (ior(i-1) : (or(i-1)
Ef) =] []senz": ML min {1Z 0 1}

n'eN(m)\n (3_1)

3.2 compensated MS shuffled decoding

#1 compensated MS decodin 48 5] » compensated MS shuffled decoding = XA 4~ k.
ID-normalized MS shuffled decoding ~ 1D-offset MS shuffled decoding -

2D-normalized MS shuffled decoding ~ 2D-offset MS shuffled decoding °

3.2.1 1D-normalized MS shuffled decoding

1D-normalized MS shuffled decoding #& #% MS shuffled decoding &4 chcek node
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T b — 1B ERALAARE B RIS IE > A — 1B 1E 425 E MS shuffled decoding >
ID-normalized MS shuffled decoding #9 check node update 15 2 s X, 3-2 > M bit node

update B 4 R4 o

(i)or(i—1)

£," =0 []senz,, " )imin(z,, | .4}

n'eN(m)\n neN(m)\n

Z,"=F+ YAE 1"} 2 =F+ YE,"
meM (n)\m meM (n) (3-2)

3.2.2 1D-offset MS shuffled decoding

1D-offset MS shuffled decoding * & # MS shuffled decoding #) check node &%
— BB E a » A — 185515 14315 £ MS shuffled decoding » A 2A & &9 check node

update 15 24n 3-3 R, » bit node update ¥4y 4 5 R 4 o

(1) (Hor(i-1) : (i)or(i-1)
E, " =I Hsgn(Zmn, )].[mm{‘Zmn,‘ -]
neN(m)\n nveN(m)\n
@ _ (O @@ _ ()
Z, ' =F,+ DIE 1" 2"=F+ YE,
mveM(n)\m meM (n) (3_3)

3.2.3 2D-offset MS shuffled decoding

2D-offset MS shuffled decoding » & #+ MS shuffled decoding &4 chcek node & &
— 18 o, 15 #% 1% 2 > ¥ MS shuffled decoding &9 bit node &2 — 18 o, #5142 > AW

1B 18 #% 14 2L %1% i check node #1 bit node * 3# & 3-4 &, °

(i)or(i—1)

@) (Dor(i-1) .
Emn i = Hsgn(zmn' iYor(i )][mln{‘zmn - al}]
n'eN(m)\n n'e N(m)\n
(i _ (i) . (0 _ ®
Z,"=F+ Y{E. 1"-a} ;2" =F,+ YE,
meM (n)\m meM (n) (3_4)
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3.24 2D-normalized MS shuffled decoding

2D-normalized MS shuffled decoding & # MS shuffled decoding &4y chcek node
e b —1BERACth 3 S, 0 # MS shuffled decoding #% bit node 5 E % —18 S, E#At

148 0 B 1B 18 14 2 2145 B check node ¥1 bitnode > 34 3-5 X, °

(Dor(i—1)

E," =1 [Tsenz,, " Umin(z,, [ A
neN (m)\n neN(m)\n
z,"=F+ YAE 1"p):2"=F+ YE,"
meM (n)\m meM (n) (3_5)

3.2.5 static compensated MS shuffled decoding $ dynamic

compensated MS shufffled decoding

AL 7 B X A AR A Bl T AR 1 Bah 9 R AR 1R 2145 R B A 13 1 B hy By RS A
1] -

B REMIE > AMEREHE S R > F— L H MS shuffled decoding #9 check
node update %/ 8RN IAMAEIE[23] > B =4 A H R F 49 SNR & F R R A#H 15 14
oo RN B AT X d) BAHE -

FTEA » 3.2.1~3.2.4 HipriR | ey wafEAR R H ok (LA AF R MR 1480 > A static
compensated MS shuffled decoding 1% Fi %4 A& #4518 1% %> B #% & dynamic compensated

MS shuffled decoding o
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FwmE BEgELER

#4142 A Standard 802.11n &4 B) i &4 2 (ho 4 1) > 4 %] ¥ codeword & B
2 648 ~ 1296 ~ 1944 > code rate & 1/2 ~ 2/3 ~ 3/4 ~ 5/6 #) compensated MS shuffled
decoding ~ MS shuffled decoding #2 shuffled BP decoding =#& ;% B ik #4i$ - B 20
% compensated MS shuffled decoding &4 7% 1% 1% % K 7% -

4 AR 0 #& compensated MS shuffled decoding &4 A% 45 24 48 & & AE IR I+ 2]
31 shuffled BP decoding - 4% #% 4 £ 45 38, #}# Standard 802.11n LDPC code 3R,
K345 89 compensated MS shuffled decoding &) BER-SNR ¢ 4¢ + 4 #:31 shuffled

BP decoding 45 BER-SNR e 4 » #8418 09 sE 4 4B RAF 69 25 R -

SB(Shuffled BP) MF(Min-Sum Shuffled)
Emn, Zmn Emn,Zmn

! J

A1 =SB_Emn - MF_Emn
A2 = SB_Zmn - MF_Zmn
B1=SB_Emn/MF_Emn
B2 =SB_Zmn /MF_Zmn

JL

1D-normalized Min Sum Shuffled decoding : 1D-offset Min Sum Shuffled decoding :
i Yor(i-] . (i)or(i-1) i iYor(i— . (Hor(i-1)
E,” =l [[senz,, ™ ")min{z, """ B} E," = [Tsen,, " ")Hming |z, ["" " -4}
n'eN@m\n neN(@m\n neN(m\n neN(m\n
z,”=F+ S{E, "} :z"=F+ YE," 2,9=F+ YIE. 1”; 2,°=F+ YE,"”
meM (m)\m me M (n) Mo M)
2D-normalized Min Sum Shuffled decoding : 2D-offset Min Sum Shuffled decoding :
. Hor(iz . (i)or(i-1) ) o i)or(i-]
E, 0= | [Tsencz,, ™ 1))]{mm{‘zmn.‘ B E," = [[senz _(x)u,(,-n)]{min{‘z “() 4
neN(m\n n'eN(m\n neN(m)\n " ":l"‘eN(m)\n
i i i 6} . . . ;
z,"=F+ YAE, "B} ; 2"=F+ YE,"” 7z 0-p+ Y(UE. 9-A}; 2,°=F,+ YE,"
meM (n)\m meM (n) M om mn meM (n)

20 compensated MS shuffled decoding

41 HEHEKHBRBER
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% T f1en 47 #419# MS shuffled decoding 1% M #% A& 4 14 t4 A8 1% - B 21
22 RoEEFRE 5 A 648 #1296 > coderate & 1/2 ~2/3 ~3/4~5/6 > £ B &
W18 14 3 8y static 1D- normalized MS shuffled decoding - static 1D-offset MS shuffled
decoding - static 2D-normalized MS shuffled decoding - static 2D-offset MS shuffled
decoding ~ MS Shufled decoding A & shuffled BP decoding &) #2544 323 4k - B T &
1R B AR R AR ML B AT 2R 0 AR IR LL 0 LK AR AR A 89 B) AR AR 1A BB AR T
FE ] P aY AR o

AR Bt 45 B AP 7T LAA ) o static compensated MS shuffled decoding &) BER Ltk
MS shuffled decoding /]N B % > M B K SR 4 & 4 3% & < static compensated MS shuffled
decoding &y BER-SNR #h 4% 1% #: 3 shuffled BP decoding &5 BER-SNR #h4¢ » X &
AR+ 5 RAF -

IR Rk Z Y » A codeword % 648 5 code rate & 2/3 ikt 0 HE
21 - static 2D-normalizrd MS shuffled decoding # % ¥ shuffled BP decoding &
BER-SNR #h4p 464 —#A - £:i88 K » K4 static compensated MS shuffled
decoding © 4 3| 3% 69 AR BH L AE R F © R Z 4o F - static 2D-normalized > static
2D-offset > static 1D-offset > static 1D-normalized °

{2 & 4 47 » 4B 21 » codeword=648 » code rate % 5/6 8% » compensated MS
shuffled decoding 7 % i AR &4 18 14 BUR AL > MABERILETR S > B0HE » T
#H 1D-offset KU - BB E - AT RATTARE AR BT REE

EEULRCE et
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iR

Error performance of Static 1DM.20DM,1D0 200 RS Shuflled; Shuflled BP and
PMinSurm Shuffled for codeword=648 code rate=1/2;Imax=8

- —=&— 1D-normalized B=0.7 3
e 1D-offset A=04 E
—— —&— 2D-normalized B1=0.85,82=0.9 | ]
% —— 2D-offset A1=0.5 42=0.05 4
-z = rin-Surm Shuffled

105 —&— Shufiled BP E
107 L e
0™ E

1 D's 'l L L 1 L L 1 Il L

2 2.2 2.4 26 28 3
SNR
Static 2D-normalized = Static 1D-offset= Static 2D-offset > Static 1 D-normalized
Error performance of Static 10D 20D 100 200 MS Shuffled, Shuffled BF and
FrMinSwurm Shuffled for codeword=6548 code rate=2/3lmax=&

10

I —e—— | D-nonmalized [B=0.55 1
10 1 D-offset S=0_5

F — S 2D-normaized B1=0.7 82=0.95

o —— 2D offset &1 =0_4 A2=0.05 1

I ——e—— Pin-Sum Shufed 1

I — a8 Shufiled BF 1
105 - L a I

1 1.5 = 2.5 = 3.5

SR

Static 2D-normalized = Static 2D-offset =Static 1D-offset>= Static 1 D-normalized

Error performance of Static 1DMNM 20 1D0 200 PMS Shuffled, Shuffled BF and
PAINSurm Shuffled for codeword=643 ,code rate=3 4 max—

||nu/ul Lol ol 1)

Ll

——S—— 1 D-normalized . B=0.6
- 1 D-offset A—0.35
—e—— ZD-normalized B1=0.75 ,B2=0.9
——— 2D offset A1 = _a2=
= Plin-Surmnm Shuflled
— e Shuffled BP

Lyl

Ll

10 . . M . . . .
1.6 1.5 =2 2.2 2.4 2.6 2.8 = 3.2
SR
Static 2D-normalized > Static 1D-offset > Static 2D-offset = Static 1 D-normalized
Eoor performance of Static 10D 20D 100 200 MSE Shuffled . Shoffled BF and
_y MinSurm Shuffled for codeword=548.code rate=5S/B; Imax=0
10 s

1o 5 ——e—— ] D-normalize d B=0. 65
E 1 D-offs et A=0. 4
r —e—— 20D-normalized B1=0.7 B2=0.8
107 [ ———— 2D offs et ] =03 A= 05
E — Min-Surm Shuffled
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21 codeword=648 . static compensated MS shuffled decoding 4% % & &
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Error performance of Static 1DMN_2DMN.1D0 200 MS Shuffled; Shufled BFP and
MinSum Shuffled for codeword=1296 .code rate=1+2 Imax=8
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FAiNSurm Shuffled for codeword=1296 code rate=243 Imax=3
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1 1.5 2 2.5 <

SMR

W
0

Static 2D-normalized=Static 2D-offset > Static 1D-offset > Static 1D-normalized

Ermmor performance of Static 1DN2DMN.1DO0O . 2D0 MS Shuflled; Shuffled BFP and
MinSum Shuffled for codeword=1296 ,code rate=3/4;lmax=6
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1D-offset A=0.5
—— 2D-normalized B1=0.7 B2=0.9
—=— 2D-offset A1=0.4 2A2=0.05
e Min-Sum Shuflled
—— ShufledBP
3
107 L . 2 N M 1

1.8 2 2.2 2.4 2.6

SR
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Error performance of Static 1DR. 2Z20M . 10D0 200 MMS Shufiled; Shufiled BF and
rMinSum Shuffled for codeword=1296 .code rate=5S/5Imax=8
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22 codeword=1296 % static compensated MS shuffled decoding #£#¢ & %
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B A B SNR(F353R358 20 R A0 # P34 50 R & EtLAE) A B - AT 4%
4,614 R Fl 47 &9 SNR A 4% A 7 5] 09 4% 47 1% 8> #F MS shuffled decoding 4 % 4
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BER -
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i1 shuffled BP decoding &) BER-SNR # 4% » 2 A 1EE T A L&A - MR RRT
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Error perfarmance of Dynamic 10D normalized RMin-Soum Shoffled  Shoaffled BF
and kMin-Surm Shuffled for codeword=6545 .code rate=1-2Imax=3

10 3
—E—— Dy natmic 1D-normalized
FAIN-Sum Shuffled ]
—E— Shuffled BFP B
107 E
P 3
(= 4
107 b
107 |
10 b
1a°F ' ' ' y s ' ' ' '
1 1.2 1.4 1.6 1.8 = =22 2.4 2.6 2.8 =3
=R
Error performance of Dynamic 1D-Mormalized RMin-Sum Shaffled  Shoffled B
o Aand Min-Sum Shuffled for codeword=6458 ,.code rate=2s3 lma=x=8
10 T
—E—— Dy narmic 10D-normalized RAS Shouffled
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1074
10°° b
1077 b
107 b
1o " s L "
1 E = =25 = =5
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Error perforrmance of Dynamic 10D-Marmalized bAin-Suam Shoffled  Shoaffled BF
i and Min-Surm Shuffled for codeword=645 . code rate=3s4; lrmax—a
10 E
E —=S—— Dy nharmic 1D-normalized RMS Shuaffled E
= FAIN-Surm Shuffled B
10 4 = — = Shuffled BF
10F b
107 |
107 B
1077 |
10° b
107 s s L L s L
1 o e = =2 2.5 = F5 < s
=R
Error performance of Dynamic 10-Mormalized BAin-Suam Shoaffled  Shoaffled BF
=5 and RAin-Sum Shuffled for codeword=64148 code rate=55; lmax=8
el ——
107 B
1077 |
1ot L
10% L
10% b
E & Dy namic 1 D-normalized MS Shoffled
[ hrin-Sum Shouffled
1077 —E— Shuffled BF
10°F [ s s \ s \ s ' il
1 1.5 =2 2.5 =3 3.5 . A5 =
=R

codeword=648 % dynamic compensated MS shuffled decoding #%#t & &
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Error perdformance of Dynamic 10D-normalized PMS Shuffled; Shuffled EP
and kMinSur Shuffled for codeword=1296 . code rate=1s2 lmax=5

10% ¢ : E
10k E
5 ]
o ]
107 b E
o= F ]
] F g
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107
10 L -
; ——f—— Diynamic-1D-normalized M5 Shouffled ;
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1oF L n
1 1.5 =2 =25
SR
Error performance of Dynamic 1D-normalized MMin-Sum Shuffled , Shoffled BEFP
o and MinSum Shuffled for codeword=1296 ,.code rate=2/3Imax=8
107 g T T T T E
107" E
107 E
55 107 L -
(== 3 E
107 L 3
10% b -5
F | —— Dynamic 1D-normalized MS Shuffled E
F FAin-Sum Shouffled 3
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10 T 1 1 L
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Error performance of Dynamic 1 D-normalized Min-Sum Shoffled  Shoffled BFP
and RMinSurm Shuffled for codeword=1296 code rate=354; lImax=5
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107 <
107 | E
107 b E
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Error performance of Dynamic 10D-normalized kMim-Soam Shoffled , Shuffled EFP
and RMinSurm Shuffled for codeword=1295 code rate=5:5;lmax=5
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1 NS =2 255 3 35

SrIR

24 codeword=1296 % dynamic compensated MS shuffled decoding ###% 45 R
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Error perforrmance of Dynamic 10D-Marmalized bAin-Suam Shoffled  Shoaffled BF
and kin-Surm Shuffled for codeword=1944 code rate="1/2;lmax=5

10
— =2 Diynamic 10-normalized S Shoffled
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107 b
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107 b
10% L
107 b
10F [ \ ' s ' s ' s s \ ]
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Error performance of Dynamic 10-Moarmalized BAMin-Surm Shoffled . Shoffled EFR
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SR
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107 b
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10 L
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5 and RAin-Surm Shuffled for codeword=1944 code rate=55; max=5
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25 codeword=1944 % dynamic compensated MS shuffled decoding ## 4% 45 R
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4.2.1 & EHEK B REEIE S

KA 42 B A B ATIF P 89 E A& 1D-normalized #H 1514 8 0 R 8 AL
ID-normalized #1514 #c #2 SNR & &9 B 14 B ° 4o B 26~ 28 Afow o

26~28 Rl &k K A 648 ~ 1296 ~ 1944 2 code rate & 1/2~2/3~3/4~5/6
&9 SNR #2 1D normalized #% g 14 2L Beta 84 B1% - HK I8 K 2] > code rate &4 K > 1D
normalized 1% %t# SNR a94F &K * RZ IR o ATLL > & code rate #/|s 4 BFH% (L

4v code rate=1/2) » %5~ 1D normalized 14 2% ¥} SNR 1& 69 % 168 RELRR » T LA =T 24

B KB P UAEE Y 5 code rate /#9585 0 & 89 1D normalized #1514 ¥ &
tb code rate X &94589 1D normalized #1848 RIF K > B MEMAENEILH L 1D

normalized #% 1§ 14 # 34 /4. ( 5 #% mean B) °
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Beta distribution of different SMNR for n=1296,=1/2 ,2/3,3/4 4/5
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Fr AP 5 w9 #E 33 A& 44 1F static 1D-normalized MS shuffled decoding~static 1D-offset
MS shuffled decoding ~ static 2D-normalized MS shuffled decoding ~ static 2D-offset MS
shuffled decoding ¥ %) f& 4 1% dynamic1D-normalized MS shuffled decoding &% 4% 25 3%
e 4 R 2 MS shuffled decoding ~ shuffled BP decoding f#4tb %% > 4o B 60~67 A~ °
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o
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29~32 5% & codeword & 648 ~ 1296 > code rate & 1/2 ~ 2/3 ~ 3/4 ~ 5/6 &
dynamic 1D-normalized MS shuffled decoding - static compensated MS shuffled
decoding(1D-normalized ~ 1D-offaet ~ 2D-normalized ~ 2D-offset) » MS shuffled decoding
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B4 & A ¥ 1K8Y error performance > R 1D-offset #t tb H 4 649 48 16 A £ K694 7T 44 32

#(BER) -

Error performance of Dynamic 10N, Static 10N 2DN,100,2D0 MS Shuffled;
Shuffled BP and MinSum Shuffled for codeword=648 code rate=1/2;,Imax=8
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Error performance of Dynamic 1DN, Static 1DMN,2DM 1D0 200 MS Shufiled;
Shuffled BP and MinSum Shufiled for codeword=648 ,code rate=3/4;lmax=8
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30 codeword=648 - coderate=3/4 ~ 5/6 Z compensated MS shuffled decoding
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B 31

Error performance of Dynamic 1DMN, Static 1DN 20N,1D0 2D0 MS Shufiled;
Shuffled BF and MinSum Shuffled for codeword=1296 code rate=1/2 Imax=8
10 T T

[re
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m 3
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codeword=1296 - coderate=1/2 ~ 2/3 Z compensated MS shuffled decoding
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Error performance of Dynamic 1DM,Static 1DN.2DN,1D0 2D0 MS Shuffled,;
Shuffled BP and MinSum Shuffled for codeword=1296 code rate=3/4;Ilmax=8
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Shuffled BP and MinSum Shuffled for codeword=1296 code rate=5/6,lmax=8
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SMR

w
n
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32 codeword=1296 - coderate=3/4 ~ 5/6 % compensated MS shuffled decoding

BELER
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2D-normalized ~ 2D-offset )i #AT/F 2] 6977 EAR MG o - £ 12 BREBEA
648 ~ 1296 #£ SNR % 1~6° R(code rate) & 1/2~2/3 ~3/4~5/6 &93#% & 1D-normalized ~
1D-offaet ~ 2D-normalized ~ 2D-offset ## 1% 14 2% °

% ¥ 3~5 & dynamic 1D-normalized MS shuffled decoding #£#¢ Fr45 2| & &5 5&
I1D-normalized #4184 %8 > &4 345 &R E&EBHE A 648 ~ 1296 ~ 1944 /& SNR %
1~6 » R(code rate) & 1/2 ~ 2/3 ~ 3/4 ~ 5/6 ¢4 % & 1-D normalized #1814 L -

£ZH# 1 codeword=648 > code rate=1/2 ~ 2/3 ~ 3/4 ~ 5/6 &4 Reib 1514 3

Static Factor
Codeword

=648 1D-normalized 1D-Offset 2D-normalized 2D-offset

B a B1 B2 al a2
R=1/2 0.7 0.4 0.85 0.9 0.5 0.05
R=2/3 0.55 0.5 0.7 0.95 0.4 0.05
R=3/4 0.6 0.35 0.75 0.9 0.5 0.05
R=5/6 0.65 0.4 0.7 0.8 0.35 0.05

% # 2 codeword=1296 > code rate=1/2 ~ 2/3 ~ 3/4 ~ 5/6 B4 4% FEFH 1B 14 2L

Static Factor
Codeword

=1296 1D-normalized 1D-Offset 2D-normalized 2D-offset

B a B1 B2 al a2
R=1/2 0.8 0.4 0.9 0.8 0.5 0.1
R=2/3 0.6 0.5 0.8 0.8 0.5 0.05
R=3/4 0.6 0.5 0.7 0.9 0.4 0.05
R=5/6 0.65 0.4 0.85 0.75 0.5 0.05
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% # 3 codeword=648 » code rate=1/2 ~ 2/3 ~ 3/4 ~ 5/6 &4 ) AE 3 15 B 14 Bk

Dynamic 1D-normalized Factor ()

codeword
=648 SNR

1 15 2 25 3 35 4 45 5 55 6 6.5

R=1/2 | 0.65 | 0.76 | 081 [ 084 | 0.87 | 089 | 091 092 | 094 | 094 095 | 0.96

R=2/3 | 0.34 | 051 | 067 [ 077 | 083 | 086 | 0.89 0.9 093 | 094 09 | 097

R=3/4 | 022 | 033 | 049 | 065 077 | 083 | 087 | 080 | 092 | 094 096 | 097

R=5/6 | 099 | 016 | 026 | 04 | 059 | 073 | 082 | 086 0.9 0.93 095 | 0.96

% # 4 codeword=1296 » code rate=1/2 ~ 2/3 ~ 3/4 ~ 5/6 t4 %) FEFH 15 14 2L

Dynamic 1D-normalized Factor (8)

codeword
=1296 SNR

1 15 2 25 3 35 4 4.5 5 5.5 6 6.5

R=1/2 066 | 079 | 083 | 086 | 088 | 09 | 091 | 093 | 094 | 095 | 096 | 0.96

R=2/3 035 | 053 | 072 | 081 | 085 [ 088 | 09 | 092 | 093 | 095 | 096 | 0.97

R=3/4 022 | 033 05 | 071 | 08 [ 085 | 0.88 | 091 | 092 | 094 | 096 | 0.97

R=5/6 011 | 018 | 027 | 042 | 064 | 0.78 | 085 | 0.89 | 091 | 093 | 095 | 0.96

£ZH# 5 codeword=1944 > code rate=1/2 ~ 2/3 ~ 3/4 ~ 5/6 &4 &) ke ib 1514 2

Dynamic 1D-normalized Factor ( 8)

codeword
=194 i

1 15 2 25 3 35 4 4.5 5 5.5 6 6.5

R=1/2 0.68 08 (084 087 (089 09 092 | 094 0.95 09 | 09 | 097

R=213 035 [ 053 | 074 | 082 | 086 | 088 | 091 0.93 0.94 095 [ 0.9 | 097

R=3/4 024 | 035 053 | 074 | 0.82 | 0.86 0.9 0.92 0.93 094 | 09 | 097

R=5/6 014 | 021 | 031 | 047 | 069 | 081 | 086 0.9 0.92 094 [ 095 | 097
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% A7 & Summary

compensated MS shuffled decoding * % = 14 iE MS shuffled decoding & % f§ 1t
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M4 1 802.11n % Parity Check Matrix

Table n103
Matrix prototypes of parity-check matrices for codeword block length n= 648 bits.
Subblock size is Z= 27 bits.
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(d)

Code rate R= 5/6.
17 13 B 21 9 3 18 1z 10 Q 4 15 18 2 E 10 2¢ 1% 13 13 142
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Table n104

Matrix prototypes of parity-check matrices for codeword block length n= 1296 bits.

Subblock size is /= 54 bits.

(a)
Code rate B= 1/

d
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(d)

Code rate R= 5/6.
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Table n105%

Matrix prototypes of parity-check matrices for codeword block length n=1944 hits.
Subblock size is Z = 81 bits.
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