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ABSTRACT 

 

Shuffled belief propagation (BP) algorithm for the decoding of low-density 

parity-check (LDPC) codes achieves a remarkable error performance and fast 

convergence. Nevertheless, it seems to be too complex for hardware implementation. 

The shuffled BP algorithm can be simplified by using the min-sum approximation, 

namely the min-sum shuffled BP algorithm; however, the min-sum shuffled BP 

algorithm suffers from remarkable performance degradation. In this thesis, to solve this 

problem, we explore some compensation techniques for the min-sum shuffled BP 

algorithm, including 1D-, 2D-normalization/-offset static schemes and the dynamic 

scaling approach. Simulations show that the compensated min-sum shuffled BP 

algorithm achieves the performance very close to that of the original shuffled BP 

algorithm in IEEE 802.11n system. 
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S�� (generator matrix,G)�i �
B� � � O ¯ Y (codeword vector) ( �)$� �*

� q��5 6 �a � 
v�Ò 2n S� 	 $9y � B
� O 2 ÒJ
q�° 2 .a

5 6 $ 

¥G T.J.Richardsonv M.A.Shokrollahi l § = & 2001ôÆ � ) � � �� � �

q�[6]
� � 8' ( , ��	 
� �� H
3 4 � � ä + � 
8 9 4 j �	 , 


p H 2 SC D T � -  (lower triangular)� Å h 
8- + Gª�* + K 0
GH I

-� 
E � � ! JK preproocess��p: ; � (preprocessing)� H4S 6:���

2
2

2

1

2/12

2
22/12

2
])

2
)1(

exp[(
)2(

1

])
2

)1(
exp[(

)2(
1

ln
)1|(
)1|(

ln)(
σ

σπσ

σπσ i

i

i

ii

ii
i

r
r

r

mrp
mrp

rLLR =
−+

−+

=
−=
+== −

SNR

o

b

o

b N
E

cordwordbitsnn
messagebitsku

R

N
E

R

1.02 10;
)(

)(
;

)(2

1 ==
⋅

=σ
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ABCDTE
� ø 4¥�
¥4S���� �v�O (codeword)~F � $9y .Ø W

5 6 �F � / �S�: 
 H � �@ % ÷�F � 
'. � :@ % ÷F � �5 6 �U

�Sv�Ò 2zn + 
SK+ , ë � $T.J.Richardson�q�
	 *� q�5 6 �U�

a�${ | 6G� � 
z 0 @ 
q�5 6 �0 �$¥G8�	 
� �� 3 4 4 j 8

9 J
' z ® Y @ �3 � â U�q�5 6 ��ë 1 $ø 4 � �� H Ù À 4�Å �

[6]$ 

E 2 
K) q�¢/ 0 � i ªi w Z [ 0 � � 3 
�p�	 
� �� 4S 

:G ZfK� 	 �@ i � 
� : Zf @ i � Á 
 Zf � 	 �� �� 	 4 �	 4 �� 


E � �	 
� �� JKû ü ý � þ I��	 
� �� (Quasi-cyclic structured parity 

check matrix)$ 

� ø 4¥�
H 5 ) Ù 6 7 S 6:�� ABTCD8f2 
Ê Ù 6 7 SH9 : : ;

	 4 �� $: ; 	 4 �� ª�< + 
 �
: ; � 	 �� �� 	 4 � ��	 , $¢ Standard 

802.11n û ü ý � þ I��	 
� �� B � � O (� = > 
 � 1)
Á 
 Zf � 	 �

� �	 4 Y 
�?-@ 
Á 
 Zf 	 4 �� K� �� $ 

 

ø 4  û ü ý � þ Iq���	 
� �� [8] 
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ø 5� Standard 802.16e� LDPC û ü ý � þ Iq��i ÷ø[7]
� � { | �

3 4 q�� ��� � 
�A B q�â C $ 

GT �û ü ý � þ Iq��� �� � [7]$ 

u Á 
 � 5 	 B 
Ò�K k�p1v p2 Á 
 �	 * + (parity part)
p1Ò�K z


p2 Ò�K m-z
m �� D E (parity) 	 B Ò�
K(n-k)�v 
 �q�� �� O

(codeword)
Ò�K n$� � � ! � T $ 

�O v%� 5 	 B u
D E 	 B p1v p2fS$ 

[ ]21 ppuv =  (2-4) 

�	 
� �� 6 7 S ABCD��� 
�v� O v F � 
GU�-� 5 6 �$ 

0.

0.

2

1 =
�
�
�

�

�

�
�
�

�

�

�
�

�
�
�

�

=

p

p

u

EDC

TBA

vH T

 (2-5) 

0... 21 =++ TTT pTpBuA  (2-6) 

0... 21 =++ TTT pEpDuC  (2-7) 

%�(2-13)6¦.
Tp1  

)..( 1
1

2
TTT pBuATp += −

 (2-8) 

p�(2-15)Á �(2-14).O (2-16) 

0)..(... 1
1

1 =+++ − TTTT pBuATEpDuC  (2-9) 

(2-16)�� IH 
.O (2-17) 

0)...()...( 1
11 =+++ −− TT pDBTEuCATE  (2-10) 
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� � )..( 1 DBTE += −φ 
 I=φ  

%&�c 	 B F � 
¥G%(2-17)6G¦. Tp1  

TT uCATEp )...( 1
1 += −

 (2-11) 

{ | p� � � �� �F ; � T �q�â C $ 

û ü ý � þ Iq�â C G 

1. -� TT CuuA ,.    

2. -� ).(. 1 TuATE −    

3. -� Tp1 
o %
TT uCATEp )...( 1

1 += −     

4. -�
Tp2 
o % TTT pBuApT 12 ... +=  

 
ø 5  802.16ef LDPC û ü ý � þ Iq��i ÷ø[7] 

2.3  �������� 

1981ô R.M.Tanner l § = 
Æ � ( TannerøÅ �i �B
 � LDPC codes$

�� Mackayv Neal l í e ò £ ¤ [3]
p Tannerø'(¢� � ��� � � (iterative 

decoding algorithm)ª
HI B ) LDPC codes8&Ò�
 Ò��O 
'( BP��

�� � � � �{ * > � C � = > ? (Shannon limit)[4]$ 

¢� � BP decoding f J 
{ | � � � �	 
� �� H$ø 6 Á 
 � :�Ò

(codeword length)K 6 	 B 
� 5 	 B Ò�K 3
��	 
� Ò�K 3��	 
�
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�� (H)$�	 
� �� � � � j (row) Á 
 � : chcek node
H K S c� � � 4

(column)Á 
 � : bit node
H K S L$¥G
ø M� c1dc2dc3K check node1�d

check node 2dcheck node3�� b1db2…b6 Á 
 bit node1dbit node2d…dbit node 

6$ 

*���*+��*,��*-��*.��*/�

��
�+

�,

*���*+��*,��*-��*.��*/�

��
�+

�,

 

ø 6  �	 
� ��  

 

bit node Á 
 ���¥� ! �1
eJ�0 1(¢9» 
�0 1& 1 K Fn)$%

& LDPC codeK� + , % ÷�
¥G check node�1K bit nodev H F � 
�d

�f 2�-� � � 
� � check node�1K� 
Á 
 bit node�1K� L �� O 


H� K� 
Á 
 � � ��O $ 

check nodev bit node�ë � � (2-12)�¥ ú $ 

                       (2-12) 

K) i w �N BP��� bit nodev check node w � � 5 �O 4 
{ | p�	

0.
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010011
101001

0.

3
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1
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2

1

=
�
�
�

�

�

�
�
�

�

�

=

�
�
�
�
�
�
�
�

�

�

�
�
�
�
�
�
�
�

�

�

�
�
�

�

�

�
�
�

�

�

=

c

c
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b

b

b

b

b

bH T
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0

6323

5212

6411

=++=
=++=

=++=

bbbc

bbbc

bbbc



 12


� �� G Tanner ø  �i �B
 �[5)$�	 
� �� H 8v O Tanner Graph

�i � K
Hf�B � K 1�P j check nodevP 4 bit node ° F � � 
� ø 7¥

�
u � m Á 
 check node: 
n Á 
 bit node: $ 

*� *+ *, *- *. */

�� �+ �,

%$����#�������

����#�����	�

*� *+ *, *- *. */

�� �+ �,

%$����#�������

����#�����	�

*� *+ *, *- *. */

�� �+ �,

%$����#�������

����#�����	�  

ø 7  Tanner Graph 

2.3.1  BP decoding 

BP decodingK� � � � ��[2][4]$BP decoding Q R � �IH i ��� �


4S���� � BP decoding(Belief Propagation Based on the Gallager’s Approach)[9]

v tanh � � BP decoding(BP Based on the tanh rule)[9)$���� � BP decoding 6

G� � � min-sum decoding
� tanh � � BP decoding 6G� � � shuffled BP 

decoding$ 

BP decoding
c (� � � � ��(soft iterative decoding)$o % bit nodev check 

node , � -.
 � S E F w � �0 � � ! 1 Fn �8 2 D 	 1(log-likelihood 

ratio
H J LLR)
~ Sum Product F � B��$¥GJKTU �w V ��(belief 

propagation decoding)W
eT� 5 w � ��(message passing decoding)W$%&� �

� �'( m � (Sum Product) F � 
¥G� Ù J i m � � � � ��(Sum Product 

algorithm
SPA)[8]$ 
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���¥w � � LLR�� :8 2 D 	 1
�Á 
 � 5 K 0�� � 8� 5 K

1�� � �	 1
�d � L 8 $¥G
���� � 
� � bit node� LLR X & 0


Ü 
 �� 5 K 0�� � 
 X 
¥GÙ   K� 0�H LLR @ & 0
�Ù   K� 5 K 1

�� � 
 X 
¥GÙ   K� 1�E � ! JK/ �V � (hard decision)[19]$ 

2.3.1-1  �������������������� BP decoding 

� � 2.3.1-¥ú 
���� � BP decodingv tanh � � BP decoding p � BP 

decoding[9]
9, � � � � �" × X ¢& check node update � ��IH � �� ç $ 

¢ � � ��� � � f J 
{ | � 8} x ~� × © W & 1 v��� � � BP 

decoding � �¥(O � Y Z �� � [18]$ 

& 1 �O ),...( 1 nwww = ( BPSK(binary phase shift keying)� 2 
�w � �0 6

� K6m , �# $ � � 6 � (additive white Gaussian noise
AWGN)
6 � �2 #  

(variance)K 2/0N $� ),...,( 1 nrrr = K�0 � ! �� � 	 B $[ FnK	 B n¢��

�¥� ! � LLR1
 nn rNF )/4( 0= $�[
)(i

mnE �¢� i�� � ��J
check node

Ñ O bit node�	 B n�LLR�� )(i
mnZ �� i�� � ��J
bit node Ñ O check node

�	 B n� LLR$ )(i
nZ Á 
 	 B n�\ � LLR(posterior LLR)
�K	 B n���

� LLR$ 

][ mnHH = 
 �
H�� : mxn�c b �� 
�� m: check node
n: bit 

node$ }1:{)( == mnHnmN Á 
 Tannerø�
v� m: check node F � � � bit node

] í � }1:{)( == mnHmnM ��Á 
 Tannerø�
v� n: bit node F � � � check 

node ] í $ 
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Step 1 : 	 B -.(bit node)v
� -.(check node)�� ò  

1.1 	 B -.� � I(bit node initialized) 

& 1 iK� � � (iteration)
 maxI K? X iteration$ 

nmn FZ =)0(

 (2-13) 

1.2 
� -.� ò (check node update) 

�∏
∈

−−

∈

−=×=
nmNn

i

mn
nmNn

i

mnmn
i ZZMagnitudeSignE

\)(

)1(1

\)(

)1()(

'

'

'

' |}|)|(|.{)}sgn({ ψψ  

nmNn \)('∈ Á 
 v check nodeTmWF � � � bit node ] í 
̂ 5 bit nodeTnW$ 

                                                          

11,0 −==> SignelseSignZif mn                         (2-14) 

1.3 	 B -.(bit node update) 

         (2-15) 

Step 2 : / �V � v_ ` ¨ Ì  

2.1 / �V �  (hard decision) 

p� �� � LLRTZnW
�� / �V � 
� � c 	 B � � $ 

 

2.2 _ ` � � �� 

� � 6Ga b  0.
)(

=
∧

T
i

Hw 
eç N O ¥1 � �? X � � ��� maxI 
�6

G_ ` � � ��$ 

Step 3 : � � �� ��O  

�
∈

+=
)(

)()(

nMm

i
mnn

i
n EFZ

10;00 =<=>
∧∧

nnnn wthenzifwthenzif

1
1

ln|
2

||
tanh|ln|)(|

||

||

+
−==

x

x

e
ex

xψ
1
1

ln)}
2

||
(ln{tanh|)(| ||

||
11

−
+== −−

x

x

e
ex

xψ

;
\)(

)()(

'

'�
∈

+=
mnMm

i
nmn

i
mn EFZ
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)(i

w
∧

������ i � � 	 (iteration)
 � �
 � � 

�� � ���� � Tanner�� 
 � BP decoding �� � � 8~� 11� 

� Step1.1��� � �bit node� Fn � �  ! " # $% & ' �() bit node*

+ � �  Fn(,
 
 - . / � codeword�LLR)0 check node�Step1.2��check node

1 bit node*� �2 3 4 � check node update�5 6 �7 8 " # � () �1 check 

node update9 Emn(1)�check node:* Emn(1)0 bit node�Step1.3��bit node1

check node*� �2 3 Emn(1);� �  Fn$< = �> ? @ � bit node update 

Zn(1)��A 6 B 9C � � 	 
 
 �() 1 bit node Zn(1)� LLR D hard decision

E FG H 9I J K �L Step2.1 M N �:; HOP �LQOP RQ� 0 S T bit node

�U V � code word�WRQX � 0�Y S T 
 
 Z [ �\ :] ^ _ C � � 	 
 
 �

L Step2.2 M N � 

�_ C � � 	 
 
 �bit node 7 8 " # � 9� Zmn(2)�*0 check nod`�L

Step1.3 M N �ab Step1.2�check node > ? bit node + � � Zmn(2)�4 � check node 

update 5 6 :7 8 " # � �1 check node update9 Emn(2)�c *0 bit nod`�a

b Step1.3�bit node1M / ? � check node  Emn(2); Fn$< = > ? � 2 � � 	

�bit node update  Zn(2)�A 6 B 9�I � � 	 
 
 �abStep2.1�1bit bode Zn(2)

G H 9I J K d e c ; HOP �WRQX � f�Y \ :] ^ _ C � � 	 
 
 �L

A g b$� 	 
 
 �h ? 
 � U V codeword,i j ? k l � 	 � m �n �k ) :

1
 � o � �L Step3� 
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�����������	
�
���
��
��	������	���	����������	���������������	
�
���
��
��	������	���	����������	���������������	
�
���
��
��	������	���	����������	���������������	
�
���
��
��	������	���	����������	����

*� *+ *, *-
*. */

�� �+ �,

%$����#�������

����#�����	�

F3

F2 F2

F1

F4
F5 F6

F6

*� *+ *, *-
*. */

�� �+ �,

%$����#�������

����#�����	�

*� *+ *, *-
*. */

�� �+ �,

%$����#�������

����#�����	�

F3

F2 F2

F1

F4
F5 F6

F6

*� *+ *, *-
*. */

�� �+ �,

%$����#�������

����#�����	�

�����������	
�
���
��
��	������	���	����������	���������������	
�
���
��
��	������	���	����������	���������������	
�
���
��
��	������	���	����������	���������������	
�
���
��
��	������	���	����������	����

*� *+ *, *-
*. */

�� �+ �,

%$����#�������

����#�����	�

F3

F2 F2

F1

F4
F5 F6

F6

*� *+ *, *-
*. */

�� �+ �,

%$����#�������

����#�����	�

*� *+ *, *-
*. */

�� �+ �,

%$����#�������

����#�����	�

F3

F2 F2

F1

F4
F5 F6

F6

*� *+ *, *-
*. */

�� �+ �,

%$����#�������

����#�����	�

 

� 8  BP decoding Step1.p ( bit node % & ' q

q

c1

b1 b4 b6

E11
Z14

Z16

c1

b1 b4 b6

E11
Z14

Z16

���������
	 �
������������������������������� �!�"�#�%$&�#���'�(�*)�+,�-����������������
	 �
������������������������������� �!�"�#�%$&�#���'�(�*)�+,�-����������������
	 �
������������������������������� �!�"�#�%$&�#���'�(�*)�+,�-����������������
	 �
������������������������������� �!�"�#�%$&�#���'�(�*)�+,�-�������

*� *+ *, *- *. */

�� �+ �,

%$����#�������

����#�����	�

E33

E22 E32

E21
E14 E25 E16

E36

*� *+ *, *- *. */

�� �+ �,

%$����#�������

����#�����	�

*� *+ *, *- *. */

�� �+ �,

%$����#�������

����#�����	�

E33

E22 E32

E21
E14 E25 E16

E36

*� *+ *, *- *. */

�� �+ �,

%$����#�������

����#�����	�

*� *+ *, *- *. */

�� �+ �,

%$����#�������

����#�����	�

E33

E22 E32

E21
E14 E25 E16

E36

*� *+ *, *- *. */

�� �+ �,

%$����#�������

����#�����	�

E11 .0/2143
.0/2165

c1

b1 b4 b6

E11
Z14

Z16

c1

b1 b4 b6

E11
Z14

Z16

���������
	 �
������������������������������� �!�"�#�%$&�#���'�(�*)�+,�-����������������
	 �
������������������������������� �!�"�#�%$&�#���'�(�*)�+,�-����������������
	 �
������������������������������� �!�"�#�%$&�#���'�(�*)�+,�-����������������
	 �
������������������������������� �!�"�#�%$&�#���'�(�*)�+,�-�������

*� *+ *, *- *. */

�� �+ �,

%$����#�������

����#�����	�

E33

E22 E32

E21
E14 E25 E16

E36

*� *+ *, *- *. */

�� �+ �,

%$����#�������

����#�����	�

*� *+ *, *- *. */

�� �+ �,

%$����#�������

����#�����	�

E33

E22 E32

E21
E14 E25 E16

E36

*� *+ *, *- *. */

�� �+ �,

%$����#�������

����#�����	�

*� *+ *, *- *. */

�� �+ �,

%$����#�������

����#�����	�

E33

E22 E32

E21
E14 E25 E16

E36

*� *+ *, *- *. */

�� �+ �,

%$����#�������

����#�����	�

*� *+ *, *- *. */

�� �+ �,

%$����#�������

����#�����	�

E33

E22 E32

E21
E14 E25 E16

E36

*� *+ *, *- *. */

�� �+ �,

%$����#�������

����#�����	�

*� *+ *, *- *. */

�� �+ �,

%$����#�������

����#�����	�

E33

E22 E32

E21
E14 E25 E16

E36

*� *+ *, *- *. */

�� �+ �,

%$����#�������

����#�����	�

*� *+ *, *- *. */

�� �+ �,

%$����#�������

����#�����	�

E33

E22 E32

E21
E14 E25 E16

E36

*� *+ *, *- *. */

�� �+ �,

%$����#�������

����#�����	�

E11 .0/2143
.0/2165

 

� 9  BP decoding Step1.2( check node update 
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*� *+ *, *- *. */

�� �+ �,

%$����#�������

E33
E22 E32E21 E14 E25 E16

E36

*� *+ *, *- *. */

�� �+ �,

%$����#�������

����#�����	�

F1 F3F2 F5F4 F6

Z5Z2 Z3 Z4 Z6Z1*� *+ *, *- *. */

�� �+ �,

%$����#�������

E33
E22 E32E21 E14 E25 E16

E36

*� *+ *, *- *. */

�� �+ �,

%$����#�������

����#�����	�

F1 F3F2 F5F4 F6

Z5Z2 Z3 Z4 Z6Z1*� *+ *, *- *. */

�� �+ �,

%$����#�������

E33
E22 E32E21 E14 E25 E16

E36

*� *+ *, *- *. */

�� �+ �,

%$����#�������

����#�����	�

F1 F3F2 F5F4 F6

Z5Z2 Z3 Z4 Z6Z1

E11

7�8�9�:<;
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� � � 
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2.3.2  min-sum (MS) decoding 

BP decoding � � , check node update 4 5 (6 2-14�)�7 8�" ln|tanh(x)|

�9 |)(tanhln| 1 x− : ��;!<=,�> ? @ A B �8C D E <=,F G H �

M.P.C.Fossorier�M.Mihaljevic I J K $ 1999LM � [9]�N check node update �

;� bit node,O P Q( |}{|min '
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Z
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a 8 compensated MS decoding)� 

x$� � ,LDPC��§ �̈ ¥ m�� )3� �   ���W © u p����(1D 

Compensation factor)�ª � check nod��« ��¬ ­ R BP decoding ,� ��® m

x$¬ ¯ ¨ � � , LDPC��§ �W �u p����m̈ ° ,�� BP decoding ±

X�² | �³ N¬ ^,� �́ µ ����J.Zhang� M. Fossorier I J K $ 2005L

M � ;�o p����(2D compensation factor)@ ¶ x check node� bit node · �

���f � b p̧ ¹ [15][17]�x$� � , LDPC��º ;�o p������»

¼ ½ , check node� bit node,����m±
,[16]� 

# $����,¨ 
��� compensated min-sum (MS) decoding &@ 8

1D-normalized min-sum (MS) decoding¾ 1D-offset min-sum (MS) decoding¾

2D-normalized min-sum (MS) decoding¾2D-offset min-sum (MS) decoding ¿ c � 

2.3.3-1  ��������� �� �� �� � � �� �� �� �  

' ( � 1D-normalized MS decoding 8À �� density evolution U�[14] � �

1D-normalized����� 

8C U£ � � �� )��(normalization factor)�' ( ª ¡ BPSK ��� BP 

decoding, check node update 4 5 ��9 <�� Á U���� �	 � 

���Â 8 0 Ã�Ä �8-1��Â 8 1 Ã�Ä �8 1�Å Æ AWGN Ç È �!
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1D-normalized factor,Ò ¥ � � [10][13]� 
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2.3.3-5  2D-offset MS decoding 
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2.3.4  shuffled BP decoding 

BP decoding;� node ¨ @ �,U�� � f ��� © Y ¯ ÔÕ f �Ó ��� e
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�ÔÕ f �Ó �¾*)<=,�> �J.Zhang M � C � node @ �� � f �
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��� � "
� [20]�b c � �@ �,f �U��a 8 shuffled 

BP decoding[18][19]� 
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1.2  Horizontal step : check node update  
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3.2  compensated MS shuffled decoding 

� compensated MS decodin±
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3.2.4  2D-normalized MS shuffled decoding  
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1D-offset Min Sum Shuffled decoding :

2D-normalized Min Sum Shuffled decoding :
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2D-offset Min Sum Shuffled decoding :
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1D-normalized Min Sum Shuffled decoding :
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1D-offset Min Sum Shuffled decoding :

2D-normalized Min Sum Shuffled decoding :
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2D-offset Min Sum Shuffled decoding :
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zà á vâ ã $ error performance�Þ 1D-offset ä 7® å $� �vâ ã $« ¬ ( )
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Static 2D-normalized >Dynamic normalized
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> Static 1D-offset > Static 2D-offset = Static 1D-normalized

 

 

q�rq�rq�rq�r
normalized s%tQuHv r s%tQwyx*z|{s%tQuHv r s%tQwyx*z|{s%tQuHv r s%tQwyx*z|{s%tQuHv r s%tQwyx*z|{q�rq�rq�rq�r
normalized s%tQuHv r s%tQwyx*z|{s%tQuHv r s%tQwyx*z|{s%tQuHv r s%tQwyx*z|{s%tQuHv r s%tQwyx*z|{q�rq�rq�rq�r
normalized s%tQuHv r s%tQwyx*z|{s%tQuHv r s%tQwyx*z|{s%tQuHv r s%tQwyx*z|{s%tQuHv r s%tQwyx*z|{
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Dynamic normalized > Static 1D-normalized 
> Static 2D-normalized > Static 1D-offset >Static 2D-offset
Dynamic normalized > Static 1D-normalized 
> Static 2D-normalized > Static 1D-offset >Static 2D-offset
Dynamic normalized > Static 1D-normalized 
> Static 2D-normalized > Static 1D-offset >Static 2D-offset

 

 

Static 2D-normalized >Dynamic  normalized
=Static 2D-offset > Static 1D-offset > Static 1D-normalized
Static 2D-normalized >Dynamic  normalized
=Static 2D-offset > Static 1D-offset > Static 1D-normalized
Static 2D-normalized >Dynamic  normalized
=Static 2D-offset > Static 1D-offset > Static 1D-normalized
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Dynamic normalized=Static 1D-offset>Static 2D-normalized
>Static 2D-offset=Static 1D-normalized

Dynamic normalized=Static 1D-offset>Static 2D-normalized
>Static 2D-offset=Static 1D-normalized

Dynamic normalized=Static 1D-offset>Static 2D-normalized
>Static 2D-offset=Static 1D-normalized

 

Static 2D-normalized>Dynamic  normalized=Static 2D-offset
>Static 1D-offset>Static 1D-normalized
Static 2D-normalized>Dynamic  normalized=Static 2D-offset
>Static 1D-offset>Static 1D-normalized
Static 2D-normalized>Dynamic  normalized=Static 2D-offset
>Static 1D-offset>Static 1D-normalized  

 

� 32  codeword=1296�coderate=3/4�5/6� compensated MS shuffled decoding

ABC D 

4.4  ��� ���� ���� ���� � � �� �� �� � � �� �� �� �  

	
9� �  �� � �ABC D�:� 4$� ���æ <�ç 1~5� 

�ç ��2� static compensated MS shuffled decoding(1D-normalized�1D-offaet�



 60

2D-normalized�2D-offset )AB:� 4$� � � �����ç ��� 0 T �� � �

648�1296< SNR� 1~6�R(code rate)� 1/2�2/3�3/4�5/6$� � 1D-normalized�

1D-offaet�2D-normalized�2D-offset � ���� 

�ç 3~5� dynamic 1D-normalized MS shuffled decodingAB:� 4$��

1D-normalized � �����ç  �£�¢ 0 T �� � � 648�1296�1944< SNR�

1~6�R(code rate)� 1/2�2/3�3/4�5/6$�� 1-D normalized � ���� 

�ç 1  codeword=648�code rate=1/2�2/3�3/4�5/6$� � � ��� 

}} }}~~ ~~

0.050.350.80.70.40.65R=5/6

0.050.50.90.750.350.6R=3/4

0.050.40.950.70.50.55R=2/3

0.050.50.90.850.40.7R=1/2

}} }} +}} }} �~~ ~~
+

~~ ~~
�

2D-offset2D-normalized1D-Offset1D-normalized

Static  Factor
Codeword

=648
}} }}~~ ~~

0.050.350.80.70.40.65R=5/6

0.050.50.90.750.350.6R=3/4

0.050.40.950.70.50.55R=2/3

0.050.50.90.850.40.7R=1/2

}} }} +}} }} �~~ ~~
+

~~ ~~
�

2D-offset2D-normalized1D-Offset1D-normalized

Static  Factor
Codeword

=648

 

 

�ç 2  codeword=1296�code rate=1/2�2/3�3/4�5/6$� � � ��� 

�� ���� ��

0.050.50.750.850.40.65R=5/6

0.050.40.90.70.50.6R=3/4

0.050.50.80.80.50.6R=2/3

0.10.50.80.90.40.8R=1/2

�� �� +�� �� ��� ��
+

�� ��
�

2D-offset2D-normalized1D-Offset1D-normalized

Static  Factor
Codeword

=1296 �� ���� ��

0.050.50.750.850.40.65R=5/6

0.050.40.90.70.50.6R=3/4

0.050.50.80.80.50.6R=2/3

0.10.50.80.90.40.8R=1/2

�� �� +�� �� ��� ��
+

�� ��
�

2D-offset2D-normalized1D-Offset1D-normalized

Static  Factor
Codeword

=1296

 
 



 61

�ç 3  codeword=648�code rate=1/2�2/3�3/4�5/6$�� � �è�� 

Dynamic 1D-normalized Factor ( �� �� �

0.960.950.930.90.860.820.730.590.40.260.160.99R=5/6

0.970.960.940.920.890.870.830.770.650.490.330.22R=3/4

0.970.960.940.930.90.890.860.830.770.670.510.34R=2/3

0.960.950.940.940.920.910.890.870.840.810.760.65R=1/2

6.565.554.543.532.521.51

SNR
codeword

=648

Dynamic 1D-normalized Factor ( �� �� �

0.960.950.930.90.860.820.730.590.40.260.160.99R=5/6

0.970.960.940.920.890.870.830.770.650.490.330.22R=3/4

0.970.960.940.930.90.890.860.830.770.670.510.34R=2/3

0.960.950.940.940.920.910.890.870.840.810.760.65R=1/2

6.565.554.543.532.521.51

SNR
codeword

=648

 

 

�ç 4  codeword=1296�code rate=1/2�2/3�3/4�5/6$�� � ��� 

Dynamic 1D-normalized Factor ( �� �� �

0.960.950.930.910.890.850.780.640.420.270.180.11R=5/6

0.970.960.940.920.910.880.850.80.710.50.330.22R=3/4

0.970.960.950.930.920.90.880.850.810.720.530.35R=2/3

0.960.960.950.940.930.910.90.880.860.830.790.66R=1/2

6.565.554.543.532.521.51

SNR
codeword

=1296

Dynamic 1D-normalized Factor ( �� �� �

0.960.950.930.910.890.850.780.640.420.270.180.11R=5/6

0.970.960.940.920.910.880.850.80.710.50.330.22R=3/4

0.970.960.950.930.920.90.880.850.810.720.530.35R=2/3

0.960.960.950.940.930.910.90.880.860.830.790.66R=1/2

6.565.554.543.532.521.51

SNR
codeword

=1296

 

 

�ç 5  codeword=1944�code rate=1/2�2/3�3/4�5/6$�� � ��� 

Dynamic 1D-normalized Factor ( �� �� �

0.970.950.940.920.90.860.810.690.470.310.210.14R=5/6

0.970.960.940.930.920.90.860.820.740.530.350.24R=3/4

0.970.960.950.940.930.910.880.860.820.740.530.35R=2/3

0.970.960.960.950.940.920.90.890.870.840.80.68R=1/2

6.565.554.543.532.521.51

SNR
codeword

=1944

Dynamic 1D-normalized Factor ( �� �� �

0.970.950.940.920.90.860.810.690.470.310.210.14R=5/6

0.970.960.940.930.920.90.860.820.740.530.350.24R=3/4

0.970.960.950.940.930.910.880.860.820.740.530.35R=2/3

0.970.960.960.950.940.920.90.890.870.840.80.68R=1/2

6.565.554.543.532.521.51

SNR
codeword

=1944

 

����
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� � �� � �� � �� � � ����� � � � � 	 
� � � � � 	 
� � � � � 	 
� � � � � 	 
 ����

����

compensated MS shuffled decoding é á u ê ë MS shuffled decoding ì �� �

� � :í ± ' � *+ , î �:%� �$C D�%³ R S shuffled BP decoding�ï

.�	
@ð 4 ñ$ABC D�E %F /{ | u � 
 � � � ���ò u �� � �

���C D� 7MS shuffled decoding$ BER(bit error rate), î H I �vw x ó �

compensated MS shuffled decoding$ BER-SNR P Q b c  shuffled BP decoding$

d e �7q codeword� 648�code rate� 2/3$ static 2D-normalized MS shuffled 

decoding codeword� 1944�code rate� 5/6$ dynamic 1D-normalized MS shuffled 

decoding� � ��� �­ � l ô H 3 $ê ë *D� 

@ABC D�	
j k 4�compensated MS shuffled decoding$� ���2 3

45 $' � *+ n o �L p q, �static 2-D normalizeraÌadynamic 1-D normalizera

s static 2-D offsetas static1-D offsetas static 1-D normalizer�a

2 � �� � �<{ � SNR;v{ � $� �����õ � �:%�Ï u ��  

� � � �$' � *D� ö z�÷ ø %� � ��� ��ù �� � Í % 1D ú � 2D�

offset ú � normalized�û Þ� 

2 � ü ý þ $� � % IEEE Standard 802.11n$� « �����yAB�<� ~

$� � - � Í ��	+
�®å Standard�7 q IEEE Standard 802.16�ò ®å$

LDPC codes~�A B �� � � � � 7 � �j k compensated MS shuffled decoding <

� 1 code Í $ � 
 * D �8 � � � � � �  � « � � � � $ � � 
 �� 2 � ý �

�  � è A B � / � 
 � MS shuffled decoding $ W � � � � � � 
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� � � � � � � � � L � �  ! " � ß �� # $ % U & ' ¼ � () � « �*

= ± + v , - �. . �/ / � 

() � � - 0 �	 é á � � LDPC code Min-SumShuffled iterative decoding�

� � 1 2 � 

 


