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Baseband Design Techniques for
Wireless Proximity Data Transmission

Student: Jui-Yuan Yu Advisor: Chen-Yi Lee
Department of Electronics Engineering and Institute of Electronics,
National Chiao-Tung University

Abstract

Proximity data communications in wireless applications are targeted in this work. The
proposals are studied to overcome power and performance issues in this communications
scenario. The power reductionsrand performance improvements are all achieved by digital

approaches evaluated in awireless OFDM-based baseband processor.

The proximity,data communications is explored and evaluated in the IEEE 802.15.3a
MB-OFDM UWB.and an in-house designed system (uPHI/WiBoC) that corresponds to the
wireless personal jarea network (WPAN) ands the wireless body area network (WBAN),
respectively. Both of them are packet-based short range wireless communications schemes.
The MB-OFDM UWRB is. designed for high*speed '480Mb/s transmissions so that it is
performance sensitive in‘such high rate communication with: power budget no more than
180mW and 323mW in transmission and receiving, respectively. The uPHI/WiBoC system is
designed with low rate communications (<10Mb/s) in the sub-mW power constraint.
Accordingly, this work proposes several digital-based schemes in the baseband for power
reductions and performance improvements to meet both the low-rate to high speed short range

wireless communications systems.

The first proposal is an all-digital I/Q-mismatch cancellation (ADIQMC) proposed to
solve I/Q mismatch during RF conversions that degrades baseband decoding performance.

This work defines the error function in both narrow and wide band channel so that the error
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cancellation can be achieved adaptively. The gain- and phase-error tolerances are 2dB and

20° , respectively, with maximum 2.5dB SNR reduction.

The dynamic sample-timing control (DSTC) reduces the sampling rate in an ADC circuit
from Nyquist rate or higher rate to the symbol rate. This digital smart control scheme largely
reduces the baseband power consumption and enables the best-position signal sampling. This
DSTC scheme enables a possible maximum 1.7dB SNR improvement with 40% power

reduction.

The hysteresis delay celly(HDC) is designed and applied to the utilization in a digitally
controlled oscillator (DCO) that may be used in an all-digital phase locked loop (ADPLL) or
an all-digital delay locked loop (ADDLL). Lhe DCO circuits in an ADPLL or an ADDLL are
an always-active circuits that continuously consume dynamic and static power even in the
chip inactive duration. The HDC, depending.on_ the topologies, provides a 72.12~99.26%
power reduction compared to a cell-baséd delay cell. The overall DCO; dynamic power and
area with the HDCidesigns are reduced by 98%:and 95%, respectively, compared to a

cell-based DCO design.

The baseband processors are iimplemented iniboth of the MB-OFDM UWB and
uPHI/WiBoC systems. The UWB baseband processor integrates the ADIC and DSTC circuits,
providing a 40% power reduction evaluated with a whole physical layer circuits. The
uPHI/WiBoC applies the voltage-domain and power-domain partitions for circuit-level power
control and energy saving. This enables the WBAN baseband processor operated in minimum

supply voltage 0.5V with sub-10uW power consumption.
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Chapter 1:

Motivations

More Moore and more than Moore are currently opposite but both critical trends
in semiconductor developments. These dual trends correspond to the Moore’s Law
and system integration law as illustrated in Fig. 1-1 [1]. More Moore is achieved by
integrating more and more transistors into a specific core area, providing a condensed
chip design circuitry. On the. other hand, the trend of;the more than Moore presents
heterogeneous integrations with existing technologies, such as semiconductor,

micro-electro-mechanical systems (MEMS), seavenging energy source, etc.
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Fig. 1-1. The two trends in semiconductor developments



More Moore trend is pursued in increased processing speed and chip computing
power. Those applications are required with shorter processing time and more
function services. Wireless systems toward this tendency may be found in IEEE
802.11b, 802.11a/g, UWB, and next generation Giga-bit/sec UWB that serve higher
data rate with increased processing speed and signal bandwidth as the technology
process progresses. The high-data-rate demands require higher computation
complexity and hardware cost to achieve large media transmissions. This implies that
more and more transistors are integrated in a wireless chip, especially a digital
baseband processor. As a reSult, power consumption. becomes the vital problem,

especially integrated in a portable device.

The more-than-Moore trend faces design ‘challenges ‘in integrating several
components into a tiny stack, including reductions of device area and eliminations of
external components. These can be particularly found in wireless, sensor-oriented
devices applied.in the systems.such™as wireless body area networks (WBAN) or
wireless sensor nétworks. ©ne :key point in-designing more-than-Moore based
heterogeneous devices 1s the reduction of circuit powersThe target power in a device
is suggested below micro-Watt (uW). If this pW-device is achieved, lots of
energy-limited sources by scavenging-based approaches like motions, temperatures,
or solar power can be attached with an extreme tiny size or even integrated inside.
Otherwise, it is necessary to replace those scavenging sources with high-capacity
battery for a normal device operation if large power is drawn. In other words, a tiny
device is achieved only when little power is consumed in the circuits. However, it is
not easy to reduce device power without eliminations of external components. Any
passive or active external components result in large power waste compared with any

integrated circuits because signals have to go through many unnecessary paths for the
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reasons of level translations, signal protections, etc. This largely reduces energy
efficiency and increases difficulty in the device-size shrinking. Accordingly, low
power is required for heterogeneous devices to achieve tiny area, and eliminations of

external components are one of the ways to achieve the low-power purpose.

A general spectrum of the more-Moore and more-than-Moore trends is shown in
Fig. 1-2. This spectrum summarizes the key categories towards more-Moore and

more-than-Moore sides. The more-Moore side may have baseline CMOS and memory

designs. For the possible . desig ariant material substrates, the

more-than-Moore side.n i ) circuits, high-voltage

(HV) power desi S eViCes d further bio-oriented
interfaces.
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Fig. 1-2. The more-Moore and more-than-Moore spectrum
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In the progress of this two-trend spectrum of semiconductor industry, the power,
performance, and cost always play crucial role that may possible dominate the market
development and applications. As each item in this spectrum proceeds to advanced or
higher integration, those indicator matrices (power, performance, and cost) becomes
more and more difficult to solve. Accordingly, this dissertation focuses on the
problem solving in the bottleneck of (1) baseline CMOS (2) RF circuits (3) passive
components. The evaluation cases will be the wireless communications systems on

the OFDM-based modulation scheme.

The improvements:of baseline CMOS, RF circuits, and.passive components may
target on power saving, performance improvement, and ‘area shrinking for highly
integration. Those can be explored by the point"of wview in the system level,
architecture level, and circuit level as illustrated.in Eig. 1-3. Moreover, the approaches
may be also considered as digitally-based analog circuit calibration/controlling or all
digital designs. In the system level approach, the all-digital I/Q-mismatch cancellation
RF calibration isapplied toimprove RE circuit- and overall system performance in
digital signal process. Furthermore, a dynamic sampling-timing control (DSTC)
approach controls the sampling timing of data converters, providing better system
performance and reduced power consumption. Then an embedded silicon-crystal
generator (ESCG) is designed for the passive component elimination of external
crystal. Then, a hysteresis delay cell (HDC) clock source design corresponds to the
baseline CMOS design that targets mainly on an-order power reduction in the clock
generation design. In the circuit-level design considerations, the distributed
coarse-grain power control (DCGPC) is utilized for power reduction in the baseline

CMOS circuit designs.



In the evaluation platforms, OFDM-based wireless communications systems,
those design innovations are achieved and demonstrated in a baseband circuit, as
shown in Fig. 1-4. Those building blocks have the design philosophy that improves
the baseline CMOS, RF circuits, and the passive component eliminations.

Main Contributions
(OFDM Baseband Processor)

ADIQMC RF Calibration

DSTC Data Converter Controlling

Digitally-Based
Analog Circuit ESCG External System
Calibration/Controlling Component Elimination Level

HDC Clock
Source Design

Architecture

] Level
DCGPC Chip AT
Digital Implementation
Design o
Circuit
Level
e N
Baseband Processor
Fig. 1-3. The contribution matrix
OFDM Baseband Processor
RF Front-
|| TE el e s
«— DAC i | Calibration
Y : Modem . i MAC/
RF ] Core ﬁ " i Processor
—» ADC i Dynamic
H Sample- Clock
Timing = A Generator
Control

L
L

Fig. 1-4. The evaluation vehicle
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The main idea to achieve the proximity data and power transmission is to modify
some analog-circuit behaviors of those components, like RF circuits, analog-to-digital
converters (ADC), and external crystal, into a digital-based design that can largely
reduce the design efforts of those collaborative devices. Moreover, the digital design
itself also adopts circuit-topology techniques to further reduce power consumption. In
other words, the data and power issues of a wireless physical-layer device are
re-directed to and focused on the digital baseband design that can be designed with
lower power and cost. The approaches are achieved without sacrificing system
performance. Those contribution items, more specifically, may shortly be summarized

as follows.

1-1 All-dagital I/Q-mismatch cancellation (ADIQMC)

for RF front-end performance improvement

Radio-frequency (RF)[eircuits are utilized to up-covert baseband signals to a
high-frequency band in a trahsmitter side, and on the contrary, down-convert them to
a baseband frequency.in a receiver. This up-down conversion 1s achieved via a set of
orthogonal bases, A-coswt and Ascos(ottm/2), for frequency mixing. In realistic
hardware circuits, however, the orthogonal bases cannot be designed as expected in
terms of gain balance (A) and phase offset (n /2), resulting in unwanted-image and
desired-signal blending in decoded signals. This distorts signals and degrades system
performance. This part provides an all-digital I/Q-mismatch cancellation (ADIC)
approach to eliminate unnecessary image signals in an all-digital signal process

behavior.



1-2  Dynamic sampling-timing control (DSTC) for
ADC power reduction

Nyquist frequency is a fundamental frequency that should be used to sample an
analog continuously waveform without loss of information. In wireless applications, a
baseband processor usually applies a sampling frequency that is even more than
Nyquist rate, say 4x or 8x of signal bandwidth, to acquire more accurate signal
sampling and possible better signal quality. This high sampling-frequency, however,
drives an analog-to-digital cenvert (ADC) circuit operating in a rather high frequency
status and generates digital signals that are a multiple-of original transmitted samples.
This in term incréases ADC._ circuit sampling power ‘and complicates digital signal
processing. The'proposed dynamic sample-timing control (DSTC) in this part presents
an architecture‘in additional to its corresponding computation algorithm that enables a
baseband receiver sampling incoming. waveforms at the frequency that is equal to the
symbol rate in the transmitter. Thiswsymbol=ratewsampling behavior minimizes
operation efforts in an ADC cireuit, resulting in minimized ADC operation power. At
the same time, the loading of digital signal processingis reduced. The overall scenario

is designed without loss of system performance:

1-3  Hysteresis delay cell (HDC) for clock generator

power reduction

A clock generator stays active all the time because digital signal process requires
clock trigger edge for computation. This part of circuit cannot be turned off even if a
system is not in operation. An always-on operation implies that circuit power is

continuously consumed, including dynamic and static power. As the power from data



computation and signal transformation is getting lower and lower, the amount of
clock-generation power becomes obvious. However, state-of-the-art clock generators
apply inverters/buffers concatenated together for large delay generation. Those
short-delay components (inverters/buffers) require too many charge-discharge actions
in each delay generation, resulting in tremendous power waste. Consequently, this
proposal provides a design scheme, cell-based transition-free delay generation
(TFDG), to prevent components output from unnecessary charge-discharge transitions.

This reduces dynamic and static power consumed in clock signal generations.

1-4 Dynamic €oearse-grain power -control (DCGPC) for

power reduction

A wireless transceiver, including the RF and the baseband processor, is in active
only when signals are ready for transmission or receiving. Otherwise, most of the
building blocks stay in the idle'mode.”This idle status does not waste too much static
power until deepssubmicrons, circuit process: is-applied. One of:the most effective
approaches to reduce staticspower is isolating supply-power. source from its feeding
components. This work proposes a dynamic coarse-grain power control (DCGPC)
scheme to cut off power paths in any inactive building blocks for most leakage power
savings. The DCGPC distributes over the whole circuit floorplan to provide individual

on-off controls.



1-5 Embedded silicon-crystal generation (ESCG) for

cost and power reduction

An oscillator or a crystal is necessary for wireless applications or sequential
signal computations. It provides an accurate and PV T-insensitive reference frequency
for clock generations. The crystal components and oscillator circuit are presented as
the forms of the two-pin and four-pin stand-alone components, respectively, outside
of a chip. Its area size usually occupies more than 50% of a main chip. The power
dissipation is in the order,of 10mW. As technology progresses, the system and
consequently chip area are approaching highly-integrated extreme small area and uW
power level. Thislexternal;physical crystal or oscillator becomés an obstruction to
achieve this goal. Accordingly, this' work “proposes an. embedded silicon-crystal
generation (ESCQG) to'provide a pseudo crystal that can be implemented in a silicon
substrate. In other words, it can be further integrated in a whole chip system with
circuit design ‘approaches.. This largely reduces=ther interfacing efforts between
chip-chip communieations. The power consumption and’area.size are accordingly

shrunk.



Chapter 2:

Introduction

Short range and low power orthogonal frequency-division multiplexing (OFDM)
based wireless communications systems are targeted in this work. The selected

demonstration systems include:

(1) the multi-band OFDM ultra’ widesband (MB-OFDM UWB) system
defined in IEEE 802.15.3a [2]
(2) the wireless body on a chip (WiBoC) 'system defined by an in-house
protocol [3]
The MB-OFDM UWB and WiBoC are classified as wireless personal area network
(WPAN) and wireless body area network (WBAN), respectively,-as shown in Fig.

2-1.

The unique features”of both the elaborated WPAN and WBAN systems from the other
network applications can*be listed as-follows: In other words, this work focuses on

those issues for the problem solving.

(1) Portable device:
A portable device is usually power-thirty. Not only the power has to be
reduced, but also the duration is a major concern. Otherwise, several
applications addressed in WPAN and WBAN won’t be applied.

(2) Small form factor:

Among the portable devices, the hardware of WPAN and WBAN is

-10-



especially required to be in small form factor for convenient or even
ubiquitous carrying. So, robust signal process with reduced calibration
components in addition to reduced power consumption with possible
tiny battery is the necessary design constraint to achieve this goal.

3) Packet-based transmission:
WPAN and WBAN are almost designed with packet-based transmission.
All the signal process techniques are developed under this assumption.

4) Mild channel effects:
The short distance. transmission-is.also the feature for both the WPAN
and WBAN systems. This implies a-milder ;Doppler and multipath
fadidg channel effects: This enables the following researches focus more
on system operations among every building block in‘terms of algorithm
and hardware implementation.

(5) OFDM modulation:
The elaborated systemprotocols=fromsthe WPAN and WBAN applies
the OFDM modulation so that the development; methodologies may

target on both the.time-domain and frequency-domain approaches.

According to the system features as listed, this work proposes several schemes to

approach the more-Moore and more-than-Moore design goals, including the ADIC,

DSTC, HDC, DCGPC, and ESCG that are described in Chapter 1.

-11-



Range
uondwnsuon somod

1 10
Data Rate (Mbps

Dissertation Target
1. Short Distance
2. Low Power

0.01

The WPA ined as personal
communications | st imple ) able device so that
power consump i one ications. Usually, the
power is required ipport the operation
for the necessary ay be ranged from a

mega to a giga bit per

The WBAN is also a short-range communications system that provides an even
shorter transmission distance than the WPAN, i.e. within 3 meters. The target power
is no more than 10mW. Existing working group toward this application may be found
in IEEE 802.15.6, but the standard is far from standardized at present (the year 2008,
July). Consequently, an in-house protocol (WiBoC) is evaluated in this work that

targets on a sub-mW WBAN system design.
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In the following, a brief review of the system specifications for both the

MB-OFDM UWB and WiBoC will be introduced.

2-1 Multi-Band OFDM Ultra Wideband in WPAN

The MB-OFDM UWRB is defined in IEEE 802.15.3a [2]. This system utilizes the
unlicensed UWB band from 3.1~10.6GHz, providing a wireless personal area
network with data payload communication capabilities, of 53.3, 55, 80, 106.67, 110,
160, 200, 320, and 480 Mb/s. Among those provided data rates, the 53.3, 106.67, 110,
and 200Mb/s are imandatory in supporting the communications.: This UWB employs
orthogonal frequency division multiplexing (OFDM) as the core modulation scheme.
Each OFDM symbol utilizes 128 subcarriers:for-transformations, and a total of 112
subcarriers are‘used for signal transmission, including 100 subcarriers as information
carriers and 12 pilot tones for communications=synchronizations. The other 10
subcarriers are used-as guard tones to release the spectrum mask design efforts. The
subcarriers are modulated by 'quadrature phase shift-keying (QPSK). The rest of six
unused subcarriers (128-122) are filled with null ivalues that are located in the side
band and the DC index. The QPSK symbol rate is 528M Symbol/sec. Therefore, the
occupied unshaped spectrum for each OFDM symbol is 528MHz. The evaluated
forward error correction coding scheme include both a convolutional code and a
low-density parity check code (LDPC). The convolutional code is used with a coding
rate of 1/3, 11/32, 1/2, 5/8, and 3/4. The mappings between QPSK symbols and
OFDM subcarriers are factorized by a conjugate symmetric parameter. When the
IFFT input is regarded as conjugate symmetric, the N used subcarriers, for example,

are generated by a total of N/2 information subcarriers. If the time-spreading is further
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applied to be twice, the symbols of the IFFT output is generated from the number N to
2N, resulting in an overall spreading gain (2N)/(N/2)=4. A higher transmission speed
corresponds to a lower overall spreading gain so that the spectrum efficient is highest.

The summary of the baseband modulation is given in Table 2-1.

TABLE 2-1. DATA RATE PARAMETERS OF MB-OFDM-BASED UWB SYSTEM

Data Modulation Coding Conjugate Time Overall Coded bits per
Rate rate Symmetric Spreading Factor ~ Spreading OFDM symbol
(Mb/s) (R) Input to IFFT Gain (NcBps)
533 QPSK 1/3 Yes 2 4 100
55 QPSK 11/32 Yes 2 4 100
80 QPSK V2 Yes 2 4 100
106.7 QPSK 173 No 2 2 200
110 QPSK 11/32 No 2 2 200
160 QPSK ! No 2 2 200
200 QPSK 5/8 No 2 2 200
320 QPSK % No 1 (No spreading) 1 200
400 QPSK 5/8 No 1 (No spreading) 1 200
480 QPSK Ya No 1 (No spreading) 1 200

This system also utilizes a time-frequency code (TFC) to interleave coded data
over three frequency bands, and each group consisting of the three frequency bands is
also defined as a band group. The UWB spectrum (3.1~10.6GHz) is used for four
such band groups, and each group is composed of the three bands, except a band
group with only two bands. In other words, there are four 3-band TFC and one 2-band
TFC that provide the capability to define possible eighteen separate logical channels,
as illustrated in Fig. 2-2. When the system is operated in a certain band group, say
band group #1, there are three bands available for transmission. The TFC controls
what time and what band the packet is going to be sent within this band group. This

controlling is in the scope of an OFDM symbol, so every OFDM symbol may be sent
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in different band number in a band group. An example can be seen in Fig. 2-3. It

shows that each OFDM symbol is transmitted in the order of band #1, band #2, and

band #3. This behavior is also identified as frequency hopping so that the effects of

interference can be reduced. The pattern of the TFC can be further referred to the

specification [2].

Band Group #1 Band Group #2 Band Group #3 Band Group #4 Band Group #5

Band Band Band : Band Band Band
#1 #2 #3 #4 #5 #6

Band Band Band : Band Band Band : Band Band
#7 #8 #9 #10 #11 #12 #13 #14

3432 3960 4488 5016 5544 6072 6600 7128 7656 8184 8712 9240, 9768 10296
MHz MHz MHz MHz MHz MHz  MHz MHz MHz__ MHz MHz MHz MHz MHz

Fig. 2-2.|The band group plans in the UWB spectram

4752
MHz
Band
#3

4224
MHz
Band
#2

3696
MHz

Band

3168
MHz -

frequency

time

Fig. 2-3. The example of band transitions in a band group

freugency

The packet format of the MB-OFDM UWB system is shown in Fig. 2-4. It consists of

a preamble, a header, a payload body, and some tail information. The preamble is

composed of 30 OFDM symbols (21 for packet synchronization, 3 for frame

synchronization, and 6 for channel estimation). The header describes the packet

information, including data rate, packet length, initial state, MAC address, etc. The
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payload contains the information in the form of OFDM symbols. The signal in the
payload may be modulated and transmitted in variable allowable data rate with the

length from 0~4095 bytes.

Reserved | EATE |Reserved | LENGTH | Reserved | Scrambler Init | Reserved
Tuit | Stits | 2hit 12 bits 2 hit 2 tits 3 it
~ e —— T
~ e —
- -
PHY |Tal| mMac Tail | Pad Frame Payload Tail | Pad
FLCP Preamble |y ver | Bits | Header | 0°° | Bits | Bits Variable Length 0 — 4095 bytes FCS | Bits | mits
I‘ ey ;I_,‘ 53.3,55, 80, 106.7, 110, 160, 200, 320 ,l
53 3 Wh/s 400, 480 Mb/s

Fig. 24. Packet format of MB-OFDM . UWB system

Table 2-2 stimmarizes the-time domain information fof this system. The
subcarrier spacing 4.125MHz is from 528MHz'bandwidth divided by 128 subcarriers.
So, the IFFT "or FFT period is equal to 128 multiplied by per symbol duration
(1/528MHz) as 242.42ns. The OFDM zero padded cyclic prefix is composed of 32
samples with 60.61ns, and 'the’'guardrintervalrdurationr for band transition is 9.47ns

consisting of 5 samples.

TABLE 2-2. SYSTEM-PERAMETER SUMMARY

Parameter Value
Nsp: Number of data subcarriers 100
Nspp: Number of defined pilot carriers 12
Nsg: Number of guard carriers 10
Nst: Number of total subcarriers used 122 (= Ngp + Ngpp + Nsg)
/\r: Subcarrier frequency spacing 4.125 MHz (= 528 MHz/128)
Trrr: IFFT/FFT period 242.42 ns (1//\f)
Tcp: Cyclic prefix duration 60.61 ns (= 32/528 MHz)
Tar: Guard interval duration 9.47 ns (= 5/528 MHz)
Tsym: Symbol interval 312.5 ns (Tcp + Tepr + Tar)
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The power requirements for UWB system are provided in Table 2-3. In 90nm
and 130nm process, the maximum power in transmission is within 145mW and
180mW, respectively. The receiver side allows a little higher value, say 236mW and

323mW, respectively. The sleep power is also constrained within 20uW.

TABLE 2-3. POWER BUDGET OF PHY LAYER OF IEEE 802.15.3A SYSTEM

CCA Power Save
Data Rate ) ) )
Process Transmitter Receiver (Signal (Deep Sleep
(Mb/s)
Detect) Mode)
110 93 mW 155 mW 94 mW 15uW
90 nm 200 93 mW 169 mW 94 mW 15uW
480 145 mW 236 mW 94 mW 15uW
110 117 mW 205 mW 117 mW 18uW
130 nm 200 117 mW. 227 mW 117 mW 18uW
480 180 mW 323 mW 117 mW 18uW

For more anformation about the'MB-OFDM UWB system, a detail discussion of

system performance and baseline implementation can be found in{4].

2-2  In-House Protocols (uPHI & WiBoC) in WBAN

2-2-1 Application Scenarios

Wireless body area network (WBAN) has been promoted by IEEE 802.15
working group since 2007 [5]. The goal of the system is to provide a wireless vehicle
for human healthcare and medical applications. Before the completeness of the
standardization, this work proposes a system with in-house protocols by two versions.

One is named as ubiquitous personal healthcare inspector (uPHI) [6], and the other
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advanced version is called wireless body-on-a-chip (WiBoC) [3]. The details will be

discussed later.

Body Area Network (BAN) ~ WimAx (%)

l — @ Family
ECG ) — D Health Care
Sensors 3G/GPRS i .,)} % Center
Pul .l Body Area [ \;l
use € Network -
Sensors |—— : 5y «»-\_1 ; Emergency
Wireless - AN v '"temet/[ }k =
Sensor SANE Py B
Nodes e B . Medical
(WSN) WiFi \‘-] —R% Sorver
Motion ik o =~
Sensors
s —é{];"[;;. Physician
Central Processing Node =

Fig.2-5. Network in wireless body areanetwork applications

The body iformation tends to- besanalyzed and monitored' by any remote
application centers. Many 'patientsvand=non=patientsmcan benefit from continuous
monitoring as a part of a diagnestic procedure, optimal’ maintenance of a chronic
condition or during supervised recovery from an acute event or surgical procedure, as
shown in Fig. 2-5. The WBANj however, only provides limited short range signal
transmission. As a result, it is usually combined with long-distance transmission
media, such as WiFi [7], mobile phone network, or WiMAX [8]. Then, those data are
sent to any server sides via wired-line internet system. As long as the server side
provides corresponding applications, like healthcare, emergency reaction, medical
diagnosis, or physician consulting, a ubiquitous monitoring application is then
achieved. The infrastructure of those existing wireless systems is quite mature.
Consequently, the bottleneck of ubiquitous services becomes the short-range

body-around WBAN system.
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The healthcare and medical oriented applications are the first targeted application.
Any sensors that interact or interface with human body can result in a specific
application. The surface measured information includes electroencephalography
(EEQG), electro-cardiogram (ECG), blood pressure, motion activities, etc. On the other
hand in the implanted applications, applications include a hearing-aid device, artificial
eyes, brain abnormal detection, blood content measurement, stomach capsule, etc.
The wireless device integrated with those kinds of sensors should be designed in an
extreme tiny size. Furthermore, the power consumption is limited in micro-watt (WW)
level such that any external components like a battery,or passive components can be

integrated together with'the wireless platform.

The WBAN' is featured by short range communications, low data rate, and
specifically extreme [low power consumption- that are designed.within a highly
integrated tiny.area, as shown in Fig. 2-6. A readout sensor is usually combined with
WBAN systems.to providefa human ‘body’s physical"informations Then the WBAN
wirelessly transmits those sensed:body signals te a remote device. Body information
can be divided into (1) surface-obtained, including electro-cardiogram (ECG), body
temperature, motion status, etc., and (2) implanted-measured, including capsule-based

stomach monitoring, glucose level, etc.

The raw data rate of body signals ranges from sub-kbps to more than Mbps,
depending on the measured signal source [9][10]. In other words, the wireless vehicle
is only required to serve wireless transmission in the speed below Mbps. Moreover, a
portable or monitoring device usually placed by wireless readout circuit, and the
transmission distance becomes as short as several meters or even sub-one-meter.

Accordingly, the WBAN emphasizes quite different features than previous consumer
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wireless applications. It focuses on tiny size capability, power consumption level,

energy source, and any possible human body impacts.

In the target operation scenario, the system allows lots of people coexistence
[3][6]. Assume each person may bring his or her own central processing node (CPN)
integrated in a portable device, for example, a PDA, a watch, or a notebook. The CPN
gathers body signals by wireless sensor nodes (WSNs) attached or implanted in a
specific person. Every CPN is capable of receiving signals from a multiple of WSNS.
Thus, multiple accesses are alse considered! Meoreover, the CPN suppresses the
mutual interference from otherr WSNs and out-band interference from unknown
devices. As the CPN receives signals from WSNs; it may further transmit those
signals to hospital or any kind of media operation eenters via,existing network, like

WiMAX or Wireless LAN. Thus, this results in.the expected operation scenario.

Temperature-

WSN 2
CPN-2

WSNs & CPNs

Mutually Interfering ( WSN: Wireless Sensor Node )
CPN: Central Processing Node

Fig. 2-6. Multiple sensors in coexistence operation scenarios
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Beyond the healthcare applications, the WBAN is also designed for possible
applications, including fitness monitoring, wearable audio, video stream, remote
control, and I/O devices, as shown in Fig. 2-7 [11][12][13]. As long as someone wears
a set of transceiver, he/she is able to utilize this device to communicate with the
environments. For example, a sensor integrated in a shoe can measure the speed and
motion duration of a sportsman. Moreover, it can be further used for place allocation.
Consequently, a remote center can trace what places someone passed by, providing

total achieved mileage information and route, the total amount of burned calories, the

blood pressure and heart bea foreover, ,some possible examples for

implanted applications are also-illustrated in Fig. 2-8 [

119

El5ar

ol

-

[ =
-

Fig. 2-7. Applications on wearable devices
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Fig. 2-8. Implanted devices in WBAN applications

2-2-2  WBAN System Design Constrdints

The above discussion reveals that WBAN covers a wide range of short distance
body-oriented applications. . The non-implanted;’ invasive, or entertainment
applications are targeted in this system. Therefore, the WBAN system should be

designed with the following considerations:

(1) Physical layer

(2) MAC layer

(3) Network architecture

(4) BAN topography, technology, channel models, and metrics

(5) BAN scalability, bitrate/throughput, range, QoS, power consumption, and

power saving supports
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(6) Regulatory compliance, spectrum allocation, and coexistence
(7) IPR
(8) Security aspects

(9) Human safety requirements

Moreover, the specification can be categorized and featured by wearable BAN
applications and implant BAN systems [16], as shown in Fig. 2-9. First, the operation
environment issue is addressed, including the radio frequency band, operation channel
modeling, and body safety. The on-the-body WBAN applications should also follow
the free-used frequency, © band, such: as ‘the band specialized for
industry-science-medical bands, ultra-wideband radio-bands, and any other free bands.
The channel effects on the wearable systems focus on the multipath effects because
someone may move to any unexpected environments like buildings, offices, large
plain non-obstruction places, etc. This results.in signal transmission paths difficult for
prediction. As‘a result, the wearable.devices should be able to overcome the worst
possible wireless condition, and thesmultipath modelsshould ibe concerned for this
category. On the other hand in implant devices, the possible existing radio frequency
is defined at 1.4GHz WMTS band [17], MICS band; ISM band, or UWB band. The
signal is expected passing through a human body that consists of skin and lots of
water. This transmission condition results in the wireless signals mainly destroyed by
its magnitude or power. In other words, the main concern of channel model in this
case can be claimed as path-loss phenomenon. Beside the radio frequency and
channel mode, the common issues for both of the systems are the impacts to a human
body, say specific absorption rate (SAR) of microwaves. This is still a
non-well-defined factor in this draft WBAN system. The second critical issue is the
interference problem. The WBAN should perform high reliable behavior immunized

to any sudden interference resulting in malfunction of a wireless device, because
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some of the devices are related to life-condition operations. It can not tolerate any
electro-problems in life threatening. The interference can be defined as
inter-interference and intra-interference. For the inter-interference, it comes from a set
of the on-the-body devices or the set of invasive devices. For the intra-interference, a
wearable device may interfere with the implanted device or vice versa. Accordingly,

the system is designed with the specifications that can tolerate high interference.

Wearable WBAN Feature Implant WBAN

Available Frequency Band U

following those guidelines:

(1) Operates on, inside, or in the vicinity of the body
(2) Limited range (<.01 ~ 2meters)

(3) The channel model will include human body effects. (absorption, health
effects)

(4) Extremely low consumption power (.1 to ImW) for each device
(5) Capable of energy scavenging /battery-less operation

(6) Support scalable data rate 0.01~1Mbps (opt 10Mbps)
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(7) Support different classes of QoS for high reliability, asymmetric traffic,

power constrained
(8) Needs optimized, low complexity MAC and networking layer
(9) High number of simultaneously operating piconets required
(10) Applications specific, security/privacy required
(11) Small form factor for the whole radio, antenna, power supply system

(12) Locating radios (“find me”) mode

Table 2-4 illustrates=the.main difference betweensthe WBAN and other 802

standards [18].

TABLE2-4. POWER BUDGET OF RHY LAYER OF IEEE . 802.15.3A SYSTEM
Other 802 standards BAN
Single scalable MAC, with reliable

Configuration 15.3,15.4 MAC |
delivery
| Lowpower Extremely low-power while
Power consumption - | )
consumption communicating; to protect human tissue
Conventional power : )
Power source Possible seavenge operation
source
] Guaranteed and reliable response to
Requirements (QoS) Low latency o
external stimuli
Medical authorities approved bands for
Frequency band ISM )
in and around human body
Air, vicinity of human body, inside
Channel Air
human body
Safety for human body None Required (eg. SAR)

25-



2-2-3  uPHI Specifications

According to the design constraints described in part 2-2-2, the uPHI protocol is
designed. This protocol only focuses on the physical layer designs that enable this

work to highlight the contributions and characteristics in the WBAN applications.

First, the radio frequency band is determined in the band 1.4GHz. This radio
frequency is specialized for health and medical uses. Instead of the
industry-science-medical (ISM) band, 1.4GHz provides a low-interference
environment for higher reliability. signal transmission. This prevents the signal
interference from the popular commercial wireless communications systems as shown
in Fig. 2-10. Theldetail criterion in designing a circuit in the:band can be further

referred to [17].

Radio Power Specialized for
(dBm) Health or Medical Use
A H=
- T ZigBee
o 1 ZigBee i : H
H H | Dirty
Dirty | r
71 i
! 1u-PH Bluetooth
-10 1
Radio Band
1T T T (Hz)
868M915M 1.4G 2.4G 3G 4G
ISM WMTS ISM/UWB

Fig. 2-10. Spectrum distribution and reliability for WMTS, UWB, and ISM bands
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IFFT || 41 - Shaping H DAC H RF

{ User Spreading Code }

Fig. 2-11. Brief uPHI block diagram in a WSN

The system block diagrams in a transmitter are depicted in Fig. 2-11 that
modulates signals according to the multi-tone CDMA (MT-CDMA) scheme [19]. The
body signals come from a WSN. Depending on variant application requirements, an
optional data compression o& éncryption could be added in signal processing. For the
WBAN applications, it is required to have extreme low pewer consumption in a
transmitter because a transmitter issmade as small as possible for wearability, and is
usually energy“and battery limited.| To achieve' this goal, ‘a function block of
conjugate-symmetric subcarrier spreading.tis sadded to reduce the two-path
transmission circuits (in-phase and quadrature-phase paths) to a single-path one. For
example, assume the input subearriers-toranrinversefastFourien transformation (IFFT)

has the form of

* *

§= {07dN/2+17dN/2+29"'=d1’0’d1 7"'9dN/2f2’d;//2—1} (2_1)

where d is the frequency-domain subcarrier and N is the IFFT block size. So, it is

derived that

s = IFFT{S}, = Re{s} (2-2)

In other words, every input pattern with the form of Eq. (2-1) results in a zero
imaginary part of the IFFT output. This equivalently saves one path of DAC and RF

circuits, and thus the corresponding power consumption and hardware cost are
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reduced. Those subcarriers in set S are duplicated one time, and this is also considered
as spectrum spreading with spreading factor two. In a constellation mapper, it
modulates signals into QPSK, and a higher order modulation more than 16-QAM is
undesired in the system to prevent from the peak-to-average-power ratio (PAPR)
problems. Considering the robustness to a fading channel and PAPR problems, a
16-point IFFT is used for OFDM modulation. The guard interval with 1/8 OFDM
block size is applied prior to each OFDM symbol. Therefore, the system achieves the
equalization ability to a fading channel. This low-order constellation mapper and
small block size IFFT reduce' the PAPR problem with the aid of digital reduction
techniques [20][21] te, achieve mild signal distortion and low out-of-band spurious
interference. Thenlthe IEFT output is spread by the spreading codé and sent to a DAC.
Finally, the word-length of DAT circuit decides the computation complexity and
system performance. The packet format applied to the uPHI platform is illustrated in
Fig. 2-12. In"the beginning of a packet, there are ten periodic short preambles
concatenated for timing synchronization=in=the*middlerof the packet is the body for

frame synchronization. Finally 1§ the payload part carrying'the data information.

Packet preamble _|. Long preamble ™ Packet preamble

)

A
A
A
A
A

ti|t2 t3 ts t5 te t; ts tg t1o Glz T1 Glz Tz Gl|Data1|Gl|Data2| -~

Fig. 2-12. Packet format of the uPHI platform

In the signal power spectrum, WMTS has strict radiation power intensity
definition. In the low band, 608-614MHz, the maximum in-band and out-of-band

electrical field strength is defined as 200mV/m and 200uV/m, respectively. In the high

band, 1395-1400MHz and 1429-1432MHz, the maximum in-band and out-of-band
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field strength is 740mV/m and 540uV/m, respectively. Both the high and low band
has the field strength measured at a 3-meter distance. As a result, a signal spectrum
mask is specified in Fig. 2-13. This equivalently defines the allowable bandwidth for
baseband signal transmission, i.e. 3MHz. To meet this spectrum mask design
challenge, the digital signals before DAC circuit are upsampled four times and
applied to a digital shaping filter to balance the power and design challenges between
the RF front-end and baseband circuits. Table 2-5 summarizes the features of the

uPHI system, including the channel, modulation, and packet features.

TABLE 2-5.UPHI SYSTEM PARAMETER SUMMARY

Parameter Features
RF Band 1"4GHz WMTS:band
Maximum Data Throughput 86kb/s
User‘Spreading Code Type Gold Code
Spreading Code Length 31
Spreading-Code Chip.Rate 3Mc/s
IFFT/FFT:Block Size 16
Guard Interval Duration 20.6 us
Constellation Mapper QPSK
Coded bits per subcarrier 2
Data bits per OFDM symbol 24
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Fig. 2-13. The designed spectrum mask for the WMTS band

2-2-4  WiBoC Specifications

The systemgbehavioral scheme of , WiBoC is shown in Fig.s2-14 based on the
pure OFDM meodulation scheme. Here we depictithis operation for multi-user in a
view of time axis. The body signals are gathered and transmitted from the WSNs. The
CPN, which isvintegrated in a portableé device such as a personal digital assistant
(PDA), receivesithe human™body, signals from | WSNs for iubiquitous monitoring.
When the WSNs and CPN is activated, they are initially in"a reset state. In the
beginning of network establishment, the CPN waits for sign-in signals from possible
WSN nodes. After all WSNs join this network, the CPN broadcasts frames to every
WSN (downlink process) for timing and frequency synchronizations. After the
network synchronization in the downlink process, each WSN starts to gather body
signals and transmits to the CPN (uplink process). Finally, the CPN receives the body
information from WSNs. The proposed communication system operates in 1.4GHz

radio band, and occupies SMHz bandwidth.
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Broadcast Data
CPN ( Reset } ( (downlink) ) ------------

»> Time

Fig. 2-14. Timing sequence for the WSN and CPN communications

Fig. 2-15 shows the downlink broadcast frame. The first two repeated short
preambles are used for the Symbol timing synchronization and the coarse CFO
estimation. The following two-GI are for the boundary detection. The subsequent two
long preambles dre used  to_perform channel estimation and- further fine CFO
estimation. In the end of the frame, concatenated SCO preambles are used to perform

SCO estimations.

Uplink frame structuréis ‘showr in Fig. 2-16. The preambles and the data are
scrambled into ajframe. The first Gl is composed of the repeated subset of long
preambles. It is used-to perform symbol timing synchronization and symbol boundary
detection. The following two long preambles are used for channel estimation. The
signal field indicates the number of OFDM symbols in this frame. The final part of
the frame is the payload data. Table 2-6 reveals the WiBoC system features in terms
of radio frequency, signals bandwidth, modulations, and frame durations. Note that a
convolutional code is applied in this version to verify the coded performance in the
WBAN applications. This convolutional code applies a generator polynomial

(133,171) [7].
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) Synchroniztion g ‘Boundar; ) Channel Estimation A . g
Coarse CFO Estimation  Detection Fine CFO Estimation SCO Estimation
Fig. 2-15. Frame format for the downlink transmission
Long Long Signal Signal | G G
Gl Preamble | Preamble | ' | fietd | ©'| fiela |1 | P32 |===~= Data
. Channel Frame
Boundary Detection Estimation Information Payload

Fig. 2-16. Frame format for the uplink transmission

TABLE 2-6. WIBOC SYSTEM PARAMETER SUMMARY

Parameter Feature
RF band 1.4GHz WMTS, band

Spectrum Bandwidth SMHz

Constellation Mapper QPSK
IFFT/FFT Block Size 64

Maximum Data Throughput 4.85 Mbps

Guard Interval Duratioh 0.4 ps

Data Bit per OFDM. symbols 48

FEC Encoder

K=7 Convolutional Code with

Generator Polynomial (133,171)

Table 2-7 compares the difference between the uPHI and WiBoC platforms. The

designed RF spectrum and available signal bandwidth is the same. Both of them

utilize QPSK modulation. The uPHI applies the MT-CDMA scheme with 31-length

spreading Gold code whereas the WiBoC uses the pure OFDM modulation. The

maximum data rates are 143kb/s and 4.85Mb/s, respectively. This dual modem system

can perform both of the high interference toleration and high data rate requirements,
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satisfying the possible applications in both high rate wearable devices and

interference-rejection low rate implanted requirements.

TABLE 2-7. UPHI AND WIBOC SYSTEM PARAMETER SUMMARY

uPHI WiBoC
RF Band 1395~1400MHz 1395~1400MHz
Spectrum BW M M
Constellation Mapper MT-CDMA OFDM
Constellation Mapper QPSK QPSK
Spreading Code ChipsRate 3Mc/s Non-used
IFFT/FFT Block Size 16 64
Maximim Data Rate 143kb/s 4.85Mb/s
User Spreading Code Type Gold Code Non=used
Spreading Code Length 31 Non-used
Duration of signal symbol 185.81 ps 13.21us
Guard Interval Duration 20:6 ps 04 us
Data bits per OFEDM symbol 12x2=24 24 x2=48

The development of the WBAN applications can be illustrated in Fig. 2-17. It
can be traced back to the year 2005. A project launched by IMEC was defined as
Human++ [22]. At the same time, the MAGNET [23] from European was also
devoted in this system. Later in the year 2006, the IEEE 802.15 started the interest
and study group [24] for the market and technical survey on the potential WBAN
applications. In the same year, Japan proceeded the ubiquitous-Japan project [25] as

the domestic infrastructure construction. Moreover, the alliance Continua [26] from
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USA also joined the development of WBAN applications. In the year 2007, Nokia

proposed a commercial product Wibree [27] for both the short range communications

and WBAN applications.

IMEC IEEE 802.15 .

Human++ Body Area Network Co?\?iﬁua x?:: :e

. Project Interest/Study Group
Worldwide
Development e T

MAGNET u-Japan

2005 2006 2007

L | | | | >
T T T T T

Nov. Jan. Jul. Jan. May

Fig. 2-17, “ Worldwide development in WBAN systems

For those wotking groups deveting the development of WBAN:Ss, it can be found
in the Bluetooth alliance, body senser network (BSN), and Imperial College in UK.
The publications focus on this domain also can be found in the BioCAS and TBCAS
from IEEE. For further WBAN authentications, some institutes can be found in Fig.

2-18.

Working'Institute Certification
USA - Bluetooth Special Interest Group USA - Federal Communications Commission
Lor
®B|Ilet00ﬂ‘| ~2 Gommission

EU - Standardization body for Information and
Communication Technologies

EU - European Committee for Electrotechnical

Standardization
IEEE — CAS Society

BioCAS conference -;'

Transaction on
Biomedical-CAS EU - European Committee for Standardization

‘i7
EU - New Approach Standardization European
Standards Organizations

&

UK - Imperial College

Fig. 2-18. Active working groups toward the WBAN applications
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Chapter 3:
I/O-Mismatch Calibration

3-1 Background and Overview

Radio-frequency (RF) circuits are utilized to up- and down-covert baseband
signals between a transmission radio frequency and a baseband frequency. In realistic
hardware circuits, this conversion processes introduce I/Q imbalances in terms of gain
errors and phase errors; resulting in unwanted-image: and./desired-signal blending in
decoded signals. Un-calibrated or free-designed RF ¢ircuits may, perform up to 1dB
gain error and 10 phase error-that destroy coerrect signal decoding: Most of existing
design approaches solves this problem by analog approaches that require circuit
overdesign, large device area for reduce misSmatch, and design experience. Even the
most carefully zdesign cannot prevent the imbalance from the mnon-ideal circuit
implementation, manufacturing, “board-level “design, etc, /resulting in remaining

unsolved mismatch and.degraded system performance.

Accordingly, this chapter describes ‘an all-digital front-end calibration scheme,
I/Q-mismatch calibration. This digitally-assisted signal calibration releases design
efforts in the RF front-end analog circuit designs, especially in the systems with the
OFDM modulation. This calibration is achieved by the digital-signal process
techniques so that any remaining or imbalanced distortion during signal down
conversion process can be computationally eliminated, improving the overall system
performance and easing the system matching efforts. The role of this digitally RF

calibration is introduced as shown in Fig. 3-1.
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Fig. 3-1. The role of the digitally RF front-end calibration in the power and data proximity scheme

Orthogonal Frequency Division Multiplexing (OFDM) [28][29] is an effective

and spectrally efficient signaling technique for wireless communications over

frequency selective fading channels. Unfortunately, OFDM is sensitive to non-ideal

front-end effect and non-perfect synchronization such as residual carrier frequency
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offset (CFO), clock timing drift (CTD), symbol timing misalignment (STM), etc.,
leading to serious system performance degradation. It also demands severe front-end
specifications, and results in an expensive front-end circuit in terms of design
complexity and development period. There exist mature approaches in parameter
estimation and compensation [30]. However, those algorithms become unstable or
invalid when the non-ideal RF effect, I/Q mismatch (IQM), is involved. This problem
is due to gain and phase mismatch between in-phase (I) and quadrature-phase (Q)
paths in RF circuits. IQM is especially obvious as the transceiver in OFDM system
uses the direct-conversion architecture because.of design complexity and hardware

cost [31][36].

To be more specifically, IQM occurs when the ‘RFumixers in I and Q channels
have different power gain, and the generated.waveforms do not.possess exact 90
degree phase difference. Usually, IQM: effect is ignored by designers in system
simulation level since the mismatch phenomenon do€s not appearsuntil RF circuit is
manufactured. Ingother words, 1IQM arises when: the circuit size cannot be made
exactly as the expectéd size.in.manufacturing process, and the behavior does not meet

simulation conditions due to process, voltage, and temperature (PVT) variations.

As a result, the IQM correction capability plays an important role especially in
high speed wireless communication since the error tolerance becomes much smaller
as modulation order gets higher. Such systems, for example, can be found in [28][37]
with 64QAM and 256QAM. Likewise, the broadband RF circuit will inevitably suffer
from more challenge in designing accurate I/Q balanced signal paths, and

consequently emphasize the importance of IQM correction capability.
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Among existing IQM correction techniques, some are proposed to combat IQM
under Rayleigh fading channel with gain and phase errors within 0.414dB and 10
degree respectively [32]. This gain error tolerance 0.414dB is not large enough as
suggested 1dB in [35], and the non-adaptive estimation accuracy is not adequate due
to limited samples for calculation. On the other hand, the CFO effect will largely
degrade IQM estimation, thus the algorithm has to be modified in accordance with
joint IQM and CFO phenomenon [33]. Although both CFO and IQM are jointly
considered, the tolerated CFO range under IQM effect is only 5% OFDM subcarrier
frequency spacing, which is far from the general requirement 38.4% or +25ppm at
carrier frequency 2.4GHz [28]: In addition, some designs apply FIR filters for signal
correction [34]. This uses the matrix-computation and minimums€ost function search,
resulting in higher cost and computation complexity as the number of filter coefficient

Increases.

The IQM problems can be.modeled as narrowband [40] or wideband [34][42]
scenarios depending on the concerned signal bandwidth. In the narrowband modeling,
gain and phase errorsiare considered as a constant. With:this-assumption [40] presents
a theoretical analysis on the'mismatch problem. Also, adaptive compensation schemes
are exploited in the literatures with post-FFT approach [39] and pre/post-FFT
approach [43]. Considering joint IQM and DC offset problems, a data-aided
calibration approach can be found in [41]. Under the narrowband assumption, the
channel frequency response is considered as quasi-continuous in consecutive

subcarriers, [32] estimates the gain and phase errors based on the smooth-channel

property.
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In wideband IQM problems, gain and phase errors vary with spectrum frequency,
i.e. a non-constant (frequency selective) gain and phase errors in the concerned signal
band. Therefore, [42] exploits IQM effects from different filter responses with a
two-tone calibration technique. [34] takes IQM estimation in time domain in a NLS

adaptive manner. The IQM calibration in a chip implementation can be found in [38].

Considering system performance, error tolerance, computation cost, and
robustness to channel complexity, we propose an all digital hybrid-domain filterless
adaptive compensation (HD-EAE€) ‘technique. It calculates the error function in
frequency domain and adaptively updates the  single. coefficient for signal
compensation in time domain without using any .delayed-line filters. Moreover,
HD-FAC is able to estimate and compensate JQM under Rayleigh fading channel and
CFO effect with gain lerror 1dB and phase error-10 degree as suggested in [35]. Also,
the Rayleigh fading channel has the statistics of RMS 50ns, and CFO tolerance is
38.4% subcarrier frequency spacing ot +25ppm at 2:4GHz carrier frequency, which

satisfies the specification [28],

3-2  1/Q-Mismatch Modeling

A general form of IQM model in a direct conversion receiver is shown in Fig.
3-2. This provides a universal modeling for both the frequency-independent and
frequency-selective IQM scenario. The frequency independent gain error & and

phase error ¢ are multiplied to incoming signals from the antenna.
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Fig. 3-2. OFDM receiver with frequency-selective IQM

Those circuit components through a RF down-conversion process, including mixers,
amplifiers, low-pass filters, ‘and: A/D  converters, in general contribute
frequency-selective mismatehes, which are modeled as equivalent filters /; and Hp in
I and Q paths, respectively.;This pair-of filters may perform differént responses so that
the filters can be further factorized as a commion response H,.(@) and a differential
response Hy(@). Assume the response of the.in-phase path is defined as the common
response H.,f@), then the in-phase .and quadrature-phase responses can be

characterized as

{H, (@)= H.,,() .

Hy(@) = H,, (@) H, (@)

Assume the impulse responses of these two filters are real, then the response of the
transfer function in positive and negative frequencies is symmetric in its conjugate.

Thus, we have the dual property

H, (0)=H,(-o)

s (3-2)
H‘gf (0)) = de (_0))

Dual Property I {

Signal from transmitter side, y, may be expressed as
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y = Acos(w-t+60)— Bsin(w-t+0) (3-3)

where A+jB is the baseband digit denoting the compound form in I and Q branches
respectively. Assume that the RF circuits in RX is of coherent demodulation in the

upper branch as depicted in Fig. 3-2, thus the down-converted information then

becomes
r=I1FFT{IBs -HrI + jOBB - Ho} (3-4)
=IFFT{A-Hr + j[(1-¢&)sin(p)- A+ (1—&)cos(p)-B]-Ho}
where Iz and QOpp are the 1 baseband d I and QO channel respectively.
Also, (3-4) can be
(3-5)

where the hy(t)
respectively. T are d d as si i image gain (IG),

respectively.

(3-6)

The IQM modeling equation can be extended to a frequency-selective basis that
means the gain and phase errors are variant and dependent on the frequency located.
Therefore, the received signal y with frequency-selective distortion is expressed as
[34]

r=IFFT{R,}

* 3-7
=IFFT{a-Y, -H,, .+ Y, -H,,} G
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that «, and p, describe the equivalent gain and phase errors on a frequency basis.
The frequency is expressed by the variable £ in digital domain. The SG and IG can be
further described by

SG:a, =05 [1+(1+&)e ™ -H, ]

. (3-8)
IG: B, =0.5%[1-(1+&)e’  H,,]

It is found Hy is the key factor that causes the SG and IG varying with frequency.
Fig. 3-3 shows an example of IQM-distorted signals in frequency domain. The

received subcarriers are composed of primitivé signals with the signal gain (¢, -Y,)
and image interferences with image gain (3, - Y, ). If the distortion gain is frequency

dependent, both{of the primitive signals and the image interferences are

frequency-selective distorted due to the differential factor H ;.

Amplitude

Amplitude primitive signal

primitive signg
spectrum

i
...... ....||||||||||||||||||||||||I||||I||||I|||||||||||||||“““N“N“N“““m”wm"“||||||||||.
0

Frequency

..... It i,
0

Frequency
(a) (b)

Fig. 3-3. IQM distorted signals with (a) constant gain and phase errors (signal and image gains) (b)

frequency-selective gain and phase errors (signal and image gains).

The IQM parameters in a narrow-band scenario degenerate to constant values.
The common gain Hem(@) becomes a constant gain so that it is compensated by the
automatic gain control (AGC) loop in the synchronization procedure. In other words,

Hem(®) can be ignored in this narrow-band condition. The differential gain Hyd @),
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also a constant value, is merged into the gain error , and is not separately discussed.
Moreover, the gain (¢) and phase (¢) errors become independent of frequency
distribution. The signal gain (o) and mirror gain (B) in (3-8) are also independent of
the frequency index k. As a result, signals with IQM distortion are reformulated as

= IFFT{R«}

=IFFT{o-Yi + B-Y%} (3-9)
=a-y+p-y

and

SG:e.=0.5*[1+(1+&)e ’*]

. (3-10)
1G: B =0.5%[l=(+&)e’?]

3-3  I/Q-Mismatch Compensation

Although OFDM s robust to multipath fading channel, 'the, IQM, however,
cannot be elimipated by the'simple equalization scheme which,is used to combat the
multipath effects.;To see why itsis, we return to«(3-7) for examining the primitive
received signal model in frequency domain. If there.are no.gain/phase errors in RF
circuits, MG is reduced to-zero and SG becomes unit. Then the channel estimation
and signal equalization can be through conventional methods. As can be seen in,
however, the estimated channel response goes far from the correct one as IQM gets
severe. Therefore, the signal compensated straightforwardly by the estimated channel

becomes

« RBBKk
Xk =—

a-Yk+ﬂ~ij (3-11)

XikN
a-Hk+ - ~ . H"
P Xk *
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It is obviously that X, cannot be identical to the original transmitted signal even if
the channel is clean. In other words, OFDM equalization works only when Corollary

1 is satisfied, but it turns out to be impossible if IQM exists.

Corollary 1

Conventional OFDM equalization only works when the subcarrier does not mutually

interfered by the one elsewhere.

To see the physical meaning, we go through' two,special cases, one exists only
gain error and the other phase-error only. For the first one, the signal in passband is
down-converted by an  in-phase -and quadrature-phase bases with exact 90 degree
difference in their phases and mismatch| gain response. This ‘results in a distorted
baseband signal and ‘can be represented by a linear combination' of the original
transmitted signal and its conjugate one. Due to the existence of conjugate part, the
transformed frequency response iswequivalentwto=the subcarrier from the mirror
position in the spectrum, and therefore a contradiction of €orollary 1. In the second
case of phase error only, the down-converted baseband signal in either I or Q branch
will contain an interference from the cross part,i.c., the received real part signal
contains the information from both real and imaginary part in transmitted one, and
vice versa. Then it is certainly a combination of conjugate and original ones, too.
Therefore, results in the same conclusion as in the first case. To summarize the effects,
we can regard the signal suffering from a phase rotation and gain attenuation in the

view of constellation.

The IQM compensation could be done in either time domain or frequency

domain. Before the IQM-error estimation is discussed, the compensation approach is
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disclosure first so that the gain and phase errors can be investigated from the

compensation signal which has remaining errors in it.

3-3-1 Time-domain compensation

Time-domain compensation scheme is used for frequency-independent IQM
scenario. As the IQM-distorted signal is received, the IQM distortion is first
compensated in time domain. According to (3-5), the received signal can be modeled

in a matrix form as

poxt :
+pR) —(ar-B)]

v
R

(3-12)

where a=ap

corrected signa

(3-13)

As a result, the signal compensation can be achieved by (3-14), and this is used for

time-domain IQM signal calibration.

*
a -r=p-r

= (3-14)
o - |8

Ye
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3-3-2  Frequency-domain compensation

IQM-distorted signals in frequency domain is expressed as

R, :ak'Yk'Hcm,k"‘ﬂk'Y—*k'H (3-15)

cm,k

where footnote k denotes the discrete frequency index. As a result, the compensation

is achieved by

Y = aikRk _ﬂkRjk

4 ~ff o e . (3-16)
_ a—k (ak YkHcm,k +lBk Y—k Hcm,k ) _ﬂk (a—k Y—k Hcm,—k +18—k YkHcm,—k )

a, ajk - B /Bjk

Comparing this = frequency-selective |  compensation. equation  with  the
frequency-independent one, it is found that the frequency-independent IQM scenario
has constantse, , 5, , and H, ,. Consequently, this compensation formulation
degenerates to ‘the time-domain expressionmwhen=replacing constant SG, IG, and
common filter respenses into the frequency-selective IQM calibration scheme. In
other words, this frequency-selective based signal expression can be regarded as a

general form for the IQM problem modeling:

3-4 IQM Parameter Estimations

3-4-1 Narrow-band adaptive estimation

The IQM calibration is achieved via the estimations of signal gain and mirror
gain. Instead of directly estimation SG and IG, the estimation errors are computed
first to update the SG and 1G parameters that are used for the signal calibration. If the

signal is transmitted via a physical channel, there is inevitably noise added to the
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information signals, resulting in the error-estimation of essential parameters for the
IQM calibration. Accordingly, the estimation error is defined for the SG and IG

parameters as delta-SG (dSG) and delta-MG (dMG).

(3-17)

where the hat notation denotes a parameter that comes from estimations. The

IQM-distorted signal compensated by the estimated SG and IG can be expressed as

(3-18)
Therefore, there is solutdly AT EITOr £ 5 g . due to non-ideal
signal compensation. he ignal ‘as a function of
error terms, (3
ye=K-[a - ye] (3-19)
where K =
a=1-4" and a=1-3"* (3-20)

This is further inferred that Aa = —A*ﬂ from (3-17) and (3-20). As a result, (3-13)

can be summarized as

Pe=ye—(A%-ye—As-y8)-K (3-21)
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Prior to SG and MG estimation, the incoming signals should be left uncompensated.
This is equivalent to set parameters as & =1 and B=0,ie. S =Ag. Therefore, our

problem becomes how to estimate the dMG parameter Ap . After the CFO

compensation of $, with e/, we have
J=y—(&y-y=Ap-y-e 2K (3-22)

If the received signal belongs to preamble, it will be used for channel estimation.
Then (3-22) is transformed into frequency domain and divided by the pre-defined

preamble. The estimated channel may be expressed as

A

A e (| — N2 ] I - SO, ) R (3-23)
Xk X

with X, e {+L-1}. This result is composed of two product terms. The first product
term shows that the primitiVe channel response is multiplied by a.complex gain, and
the second produet term cansbe regarded as-interference since the channel response
comes from the mirror part.and the variables in the bracketiare all non-ideal effects.
On the other hand, the ratio X y/Xz may be positive or negative depending on the
values defined in preamble. Therefore, this ratio decides if the second product term is
added or deducted by the first product term, resulting in large value transitions in
estimated channel responses on specific subcarrier indices. These transitions are due

to IQM effect and can be seen in Fig. 3-4.
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Fig. 3-4. Channel response with IQM effect (a) primitive channel response and the mirror

response (b) estimated channel response under gain error 1 dB and phase 10 degree.

If gain error or phase error becomes more severe, the amplitude transitions in the

consecutive channel responses will get larger. Therefore, we can extract Az from

those transitions of estimated channel responses. From (3-23), we consider two
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consecutive subcarriers with large transitions, i.e. Xn/X; and Xy n/Xi+; have
opposite signs with subcarrier indices k& and k+/ respectively. Then the difference

between the estimated channel responses becomes

A

A x D o X, * X_ — *
H,—H, =(1-AsK)H, —H, ) +(AgD, K)(—EH" -—LH", ) (3-24)
Xk Xk+1

where the block size N is omitted for notation simplicity. We assume our operating
environment has slow varying frequency response, so the consecutive channel

subcarriers are approximately equalyii.e. M —H ., ~0. So, the first product term in

X L
(3-24) can be eliminated. On the other hand, X—"‘H_k inrthe second product term
k

can be derived by-feplacing index fwith -k in (3-23), then we have
X * X_ Yy % * * 2 >
Y =SSR HY (MDY K HY | [(1=A4K) (3-25)
X, X

X—kfl
Xk+1

H®, , cdnbe derived in a similar way by-replacing k with -k-1 in (3-23). Then

substitute these two-termsinto (3-24), eliminate the product term associated with

(-H, +H,,,), and it becomes

20 2 AR _1RR
Ay (Hrk H;lz (| |,3)|()k (3-26)
N A _ N —k—1 Y %
(Hr —Hrn1)+D-2: - ( X;;N HY - Xk+£N H )

Therefore, we find out the difference Ap between g and . With this value, we

can update our parameters to improve the compensation accuracy.

ﬂ’\update,t = ﬁt—l + - Api-1

*
update,t

(3-27)

&update,t =1-
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where u is the adaptive step size. As j approaches g, the large transitions in
estimated channel response will become smaller and smoother. This in turn makes the

estimation error Ag smaller, and achieves the parameter adaptation. To sum up, we
apply the parameters, ¢ and g, to do signal compensation, and the rest transitions
in estimated channel response are used to update & and A. So, the compensation

accuracy is improved.

To summarize the overall adaptation algorithm, we depict the operation loop in
Fig. 3-5. Before MG and SG estimation, the réceived signal is left uncompensated of
I/Q mismatch, so thescompensation parameters are: set,to be & =1 and g =0

respectively as the initial values.

Moreover, thesignal is compensated in the ordet of IQM followed by CFO. The

estimation and;eompensation are done in frequency and time domain respectively, and

a and ,@ are adaptively updated-without any delayed-line filters.

Baseband Receiver

e — J
(3-23)

~k I |
| o 1 |
| I3 ) ﬁ i 1
,_fl__bé_be'__} 1l y‘.. ! ¥ = Channel | Bups = et + ji-digics |
[ % i1 n Estimation b
| * -1 11 % : Ill = Iﬁpi i xpmﬂ_l :
b 3 e e e S
} l: )1- K : : E—JGI : lHi
} i [ : | Error Function 4,
L L I s ' Calculation | Parameter Update
10M Correclion CFO Comp. (3-27)
(3-18) (3-26)

Fig. 3-5. Summary of the overall adaptation loop.

The SG and IG parameters in a wideband scenario are expressed by the base of
frequency indices k. Again, both of SG and IG are regarded as the composition of

estimation values (&, and g, ) and estimation errors (Ae, and AB,).
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IQM Correction

Packet Detection
(in preamble)

1QM Estimation
(in long preamble)

Parameter Update

Data Decoding

time

Fig. 3-6..Summary of the overall adaptation loop.

All of the incoming ‘signals are’ compensated by the IQM correction building
block. Although the IQM is not estimated before any packet detection, the data-path
and compensation-flow go through the IQM block. Compensating the IQM or not
depends on the values of the SG and IG parameters. In other words, the signals may
be considered as.uncompensated-with the SG=1 and TG=0, even the compensation is
applied to the received signals. The next step-after the IQM-corréetion building block
is the packet detectioft. This.conventionally takes the preamble for packet recognition.
Then the channel response is estimated after the packet detection. The estimated
channel response is used for the IQM parameter estimation at the same time. With this
value, the IQM SG and IG are updated, and the later-on coming signals are
compensated by the latest estimated parameters as they are received in a baseband
receiver. This means the rest of incoming signals are compensated by IQM, and the
normal decoding flow starts for the signal demodulation. This reference time-chart is

illustrated in Fig. 3-6.
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3-4-2  Wide-band-based estimation

The SG and IG parameters in a wideband scenario are expressed by the base of
frequency indices k. Again, both of SG and IG are regarded as the composition of

estimation values (&, and g, ) and estimation errors (Ae, and AB,).

{ak =q, +Aq, (3-28)

,Bk = ﬁk +A:Bk

When the estimated parameters are applied for IQM compensation, an uncompensated
error may exist in the calibrated signals due to noni-ideal parameter estimation. To
express the IQM compensated-signals in terms of SG.or IG estimation errors, we start

the calculation froin a non-ideal IQM compensation by (3-16)

V- dijk 3 ﬂkRjk
kT A A% A Ak
aka—k _ﬂkﬁ—k x g R (3_29)
_ aq (Y H,, .+ BY . emi)— B (@, Y H,, + B, )

A A ATTA
=By

where Y, is the compensated signals. We further replace the o, and g, values

with estimated values and estimation errors (3-28) into (3-29), then we have

)}k = ék [(&kdik - :ék:éjk )YkHcm,k +
(&jkAﬂkY—*kHsm,k - ﬁkAajijkH;m,—k) +
(Aak&jkYkHcm,k - AﬂjkﬂAkYkH:)m—k ) (3'30)
=Y, H,,+ ék [(&jkAﬂk - BkAajk )ijHcmﬂk +
(Aak&jk - Aﬁjkﬁk W,

s

where H, , =H and C, =1/(a,a", - B.4",) . From the dual property I, it is derived

cmk T cm,—k

that o, =1-p",. If the estimated SG and IG are defined as &, =1-4",, we then

further get another dual property in the estimation errors.
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Dual Property II: Aa, =-AB, (3-31)

Back substitute (3-31) into (3-30), the proposed novel expression in terms of IG

estimation errors becomes

YA/( = YkHc‘m,k (1 - AIB:FkCAWk) + AﬂkY—*kH é (3-32)

cmk ™~k

where Y =XuiH, or X, H; depending on whether a channel preamble Xy or
information data X,,; is sent. When &, and 4, are set to 1 and O respectively, it is
to keep the received signals uncompensated. This is taken as the initial value prior to
any estimation. This means we are able to estimate the parameter error Ag, instead
of calculating the. B,  directly.~Then the Ap, 1is wused 'to update the previous

estimation j, to achieve the adaptive estimation and compensation.

Estimated Channel Frequency Responsée

A packet format shown in Fig.;3-7.is assumed for the SG and IG estimation. The
channel preamble Xz and the pilots X, in_data OFDM symbols‘are used for IQM

extraction with the values ke {-55-45,..,4555, denoting/the.pilot indices, and the

values are also assumed to own the property

XH,k :X:I,—k (3_33)
Xp,/c = Xp,—k
XH K XFJ;,;
Packet Preamhle Frame Preamble Channel Preamble

21 OFDM Symbols | 3 OFDM Symbols | & OFDM Symbols | D owa o DM Symbals

Fig. 3-7. The packet format for IQM estimation
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From (3-32) and (3-33), we have the estimated channel frequency response (CFR)
equal to
Y,

H, === [H (= AFC) + ABH G- H (3-34)

H ok

It shows that the estimated CFR is distorted by three factors. First, an estimation error
Ap’, results in a distortion term (1-Ap",C,) to the actual CFR. Also, it induces image
CFR interference from the mirrored subcarrier index. Then the circuit common
response H., ; in a down-conversion process i$ multiplied to constitute the estimated
CFR. This means that asigreater IQM results in a larger distostion in an estimated CFR,
increasing errors in‘the equalized data; when the estimated CER is applied for channel
equalization. Therefore, the estimated CFR has to be refined when better SG and 1G

are estimated during the adaptive iterations.

Equalized Pilot Tones
The pilots ‘after the channel ares¥p=sypHpmand=y’, = X | H" . Substituting the

image pilot X, _,* with. X _, =2Im{X, _};, we have the equalized pilot tones

Y,/ H, expressed as

o P H -8 GO ARIX, , 2imi, dCH,
kT P * A
! [Hk(l_Aﬂ-ka)+AﬂkH-ka]‘Hcm,k

(3-35)

According to (3-33), the term X, , -2Im{X,_,}; 1is equal to X, , -2Im{X,,};. As a

result, the estimated pilot tone in (3-35) can be shortened as

)A( . ZAﬁkH—kHCT,k Im{X, }j (3-36)

pk
Hk
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In the image index -k, we follow the derivation above by replacing the x,_, with

X, ,—-2Im{x, . }.Then we have

. . 2H_ H, ,(1-ABC_ )Im{X,}j
Xp,,k _ Xp,,k _ k —k _ k k p.k
H k

(3-37)

Thus, the IQM effect can be described in a product term in (3-36)’s right hand side,
which represents as an error vector to the clean subcarrier X, ;. Therefore, the image

rejection ratio (IRR) could be calculated directly from (3-36)

(3-38)

To extract , (3-36) and (3-37),

to eliminate the

(3-39)

18596

cuit re’r'lse H.mi and pilot imag
' o

ary part are cancelled

where the commo

according to the dua and (3-33). As a res ¢ IG estimation error is

summarized as

(Xp,k _Xp,k)ﬁk(dk&ik _ﬁkﬁjk) (3_40)
(X, =X, )H, +(X, =X, JH'

pk

AB =

Thus, the SG estimation error is

(X;,—k _ X;,—k )H:k (dk &ik - ﬂkﬂjk )
=X OH L (X, X, O,

Aay, =-AB, =—

o (3-41)

p—k

So, the estimated SG and IG used for signal compensation are adaptively updated by
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éfk,updme,z = Ol:k,t—l + p - Adtk,i-1 (3-42)
ﬂk,update,t = ﬂk,t—l +u- Aﬂk,t—l
To illustrate the overall calibration algorithm, it can be summarized as Fig. 3-8.
B i s g SG/G
Ml , T TR | (3-34) (3-42) Update
[ &r, | Channel FF
: . I Estimation Ac, | |44,
Rﬁ : L | = _‘f 5
() ; 7, .
5 ! L o ! l = SG/IG
g | %“ T : : Pilot L.+ | Extraction
I A A : Equalization 2
" 7IQM Compensation  (3-29) (3-36~37) (3-40~41)

Fig. 3-8. Summary of.the overall estimation and.compensation behavior.

Packet Detection
(in preamble)

IQM Estimation
(in long preamble)

IQM Estimation
(in data pilots)

Parameter Update

IQM Correction

Data Decoding

time

Fig. 3-9. Summary of the overall estimation and compensation behavior.

The overall behavior in a time-line base is summarized in Fig. 3-9. The
frequency-domain based approach is somewhat different as the time-domain based
one. A packet is detected first, and then the channel is estimated. Similarly, the

estimated channel response is used for the later extraction of the IQM parameter
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values. When the data information signals are received with the pilots interlaced in
each OFDM symbol, the pilots are extracted to compute the SG and IG values. Those
computed results directly feedback to the correction block for data compensation and
data decoding. Recursively, the later-on pilots in OFDM symbols are utilized for more
accurate IQM extraction to achieve the adaptive calculation. Those behaviors after the

packet detection are done in the frequency domain.

3-5 Simulation Results

3-5-1 Narrow-band adaptive;scheme

To verify our'proposed HD-FAC algorithm, we apply ERP-OFDM in IEEE
802.11g [28] as.our OFDM simulation vehicle. In this ‘system, data rate ranges from
6M to 54Mbps, and the QAM has different modulation order from BPSK to 64QAM.
Also, the receiver is concatenated with an outer receiver, which, applies Viterbi
algorithm for the final datajdecoding™ In order to verify the propesed algorithm, the
most sensitive transmission modes 54Mbps-with 64 QAM, is chosen. Since OFDM is
robust to fading channel, we. also target the simulation environment on Rayleigh
fading channel with coherent bandwidth 20MHz. In the simulations, 1024 packets are
sent at each SNR value, and each packet consists of 1024 information bytes. To see
how IQM degrades system performance without compensation, we simulate the PER
performance in sweeping different gain and phase errors to the system under Rayleigh
fading channel. When PER reaches 0.1, we can see the SNR distribution with
different phase and gain errors as shown in Fig. 3-10. If we trace the axis where only
phase error exists, we found that the SNR value degrades more than 30 dB. On the
other hand, we can find the system has dramatic degradation even with only gain error.

So, gain error has larger impact on the system. It can be observed not only system

-58-



degrades fast but unrecoverable errors occur with increased gain and phase errors,
especially when the two effects exist together. Therefore we cannot get a high

performance OFDM processor without any compensation.

RHeached SNR when PER 0.1 without IOM Correction -- 3D View
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Fig. 3-10. System performance without IQM correction under Rayleigh fading channel. The

reached SNR at PER 0.1 with different gain and phase error values (a) the 3-D view (b) the
corresponding projection in 2-D view.
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Before examining overall system performance of our proposed algorithm, we

first look at the impact of different step sizes on adaptive tracking and system

behavior. The absolute value of A, is simulated under Rayleigh fading channel at

SNR 25 dB and depicted in Fig. 3-11, and the PER with corresponding step sizes are

shown in Fig. 3-12.

Although different step sizes result in different convergence time and variation,
the system reaches the similar performance. This is due to the convergent time is fast
enough and the residual estimation.error does not dominate the system performance.
Therefore, we choosesa 'step size 0.5 for our further simulation since this number will

simplify the compiitation and update process.

Estimation Error A, under Different Adaptive Step Size
0.16 : : : : : : : : : : : : : :

—— Step Size 0.7
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Packet Number

Fig. 3-11. Ap convergence with G.E. 1dB and P.E. 10 degree in Rayleigh fading channel @

SNR 25dB.
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Performance with Different Step Size under Rayleigh Fading Channel
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Fig. 3-12. PER simulation with different step sizes under gain error 1dB and phase error 10

degrees

In the following, we set-up-three channel conditions to verifysour algorithm and
system. First isithe pure AWGN environment.. The second 1s Rayleigh fading channel
with RMS 50ns. The third is Rayleigh fading channel in addition to 120kHz CFO,
which is equivalent to 38.4% subcarrier frequency spacing or: 50 ppm at 2.4G carrier
frequency as specified in [28]. To verify HD-FAC algorithm, gain and phase errors
are set to be 1dB and 10 degree as suggested in [35], and the results are shown in Fig.
3-13. In Fig. 3-13(a) of AWGN"and "IQM" channel, we apply a non-adaptive
MSE-based algorithm for IQM estimation as our reference design, which can be seen
in [32] for example. Due to the limited available samples for IQM calculation, the
estimation is not accurate enough. Therefore, as we apply our proposed HD-FAC
algorithm, the system performance is largely improved more than 2dB at PER 0.1,
and the performance has only 0.3dB SNR loss in pure AWGN environment. In the
Rayleigh fading channel with RMS 50ns, which consists of exponential decaying

power with uniform random distributed phase, our system results in 0.5dB SNR loss
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whereas the reference design possesses about 1.5dB SNR loss. In the last simulation
condition, the channel is applied with fading channel in addition to CFO 120 kHz, and
the CFO is estimated by correlation in long-preamble field of a packet. There exists

an estimation error of CFO amount, but this provides HD-FAC an initial CFO value

for A, estimation. Then the IQM compensated signal will make a more accurate

CFO estimation, and in turn improve the IQM estimation and compensation by
adaptation. From Fig. 3-10(c), we see the performance has only about 0.5dB SNR loss,
showing the stability and robustness under Rayleigh fading channel and CFO
environment. We summarize.the simulation performance in terms of SNR loss in

Table 3-1.

AWGN channel
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1 1 1 1 1 1 1 1 1 1 1 1
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Fig. 3-13. IQM compensation performance with GE 1 dB and PE 10 degree under (a) AWGN

channel (b) Rayleigh fading channel (c) Rayleigh fading and CFO channel.



TABLE 3-1. SNR LOSS UNDER DIFFERENT CHANNEL CONDITIONS

GE/PE 1 dB/ 10 degree
Rayleigh Fading Rayleigh Fading (RMS 50ns)
Channel AWGN
(RMS 50ns) CFO (120kHz)
Proposed HD-FAC 0.3 0.5 0.5
Non-Adaptive MSE 2.2 1.5 Inf

The performance is evaluated under (a) AWGN (b) Rayleigh Fading channel with RMS 50ns (c)
Rayleigh Fading channel with RMS 50ns and CFO with 120kHz.

To illustrate the system operation, we show the estimated channel response
before and after IQM compensation in Fig. 3-14. In the.initial state, the channel is
estimated without any correction, so_there are obvious ‘amplitude transitions in the
estimated channel. After the proposed HD-FAC, the estimated channel becomes more
continuous andsapproaches the primitive | channeliresponse. In'imitial state, the data

compensated by IQM and the initial estimated channel has-the constellation shown in
Fig. 3-15(a). On the other; hand,swhen the estimated IQM parameter a and ,B

become more accurate,. the -JQM. ‘compensation is:- improved and also the data is
compensated by a more realistic channel response,-Which™ has the steady state
constellation shown in Fig.’3-15(b). Both of the channel conditions in Fig. 3-14 and
Fig. 3-15 are simulated under Rayleigh fading channel with CFO 120kHz at SNR

30dB.
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Estimated Channel under IQM
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Fig. 3-14. Estimated channel resopnse with the proposed HD-FAC.under gain/phase errors 1dB

and 10 deg., and Rayleigh fading channel RMS 50ns @ SNR 30dB
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Steady State under Rayleigh Fading Channel
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Fig. 3-15. Constellation with the proposed HD-FAC under gain/phase errors 1dB and 10 degrees

and Rayleigh fading channel RMS 50ns @ SNR 30dB (a)Initial State (b)Stable State.

The computation requirements for HD-FAC are listed and compared without

considering H 4 and X ’s caleulation and storage since they donot belong to IQM

estimation or compensation. I HD-FAC, the value K :;A is calculated

o -1 B

and stored for the use of both Compensation and'dMG. computation. Therefore, we
need three value storage elements for &, £, and K in compensation stage. Then,

the stored value ;ﬂ is used for Ap computation as indicated in (3-26),

&P -8
and do not need to compute its value again. In comparison with time-domain
non-adaptive least-square algorithm [34], it applies a delay-line filter for IQM
compensation. Assume a 5" order filter is used, so it needs five coefficients and an
additional gain factor for data filtering, resulting in 6 multiplications and 5 additions.

To determine the values of filter coefficients, a minimum cost function search is

applied, largely increasing the computation requirements. The computation
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requirements for HD-FAC and time-domain non-adaptive least-square algorithm are

summarized in TABLE 3-2.

TABLE 3-2. COMPUTATION REQUIREMENT

5™ Order Time-Domain Non-Adaptive
Proposed HD-FAC
LS-based Algorithm
Compensation A Computation Compensation Coeff. Calc.
Multiplication 5 3 6 10
Addition 5 4 5 5
Differentiation 0 0 0 5
Value Storage 3 0 6 2

The table lists the operators and necessary value storages for the proposed HD-FAC and its

comparison

3-5-2  Wide-band scheme

To evaluate the proposed iwideband IQM calibration capability, the multi-band
OFDM ultra-wideband (MB-OEDM) [2] is-selected as the ;simulation platform, in
which signals are modulated as QPSK in a 528MHz bandwidth with maximum data
rate 480Mbps. Each OFDM,symbol is formed by 128 subcarriers, and 112 out of them
(k={-56~56|keR k=0 ) are information subcarriers, including 12 pilot tones
(k ={-55,-45,...,45,55} ), which are then used for IQM estimation. In the outer receiver, a

Viterbi decoder is provided for error correction.

The 1dB gain error and 10 degree phase error are applied to the system as the
simulated IQM range. The H,,,x and Hyg reflect if the IQM is frequency independent

or frequency selective. In a frequency-independent IQM, we have the responses
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Hemi=Hgy=1 for all index k. When a frequency-selective IQM is considered, we set
the filter response to be [34]

Hcm,k :FFY—]ZS{[I 01]}

Hd/‘,k = FFT%{[0.1 1]} (3'43)

H

cm k

The amplitude and phase responses of filters H; and Hp are shown in Fig. 3-16.
The pilot tones in each OFDM symbols are used for IQM estimation, and the
estimation results are refined adaptively when an OFDM symbol comes. Since there
are only limited subcarrier indices répresenting the pilot tones, only the pilot indices
perform exact IQM estimations when a noiseless channel is assumed. If the IQM is
constant over the whele concerned fréquency range, the estimation results from pilot
indices are duplicated to every subcarrier indices. When'IQM is frequency selective,
however, an interpolation becomes necessary: to.provide SGs and IGs in every
spectrum index. Fig. 3-17 shows the SG and IG responses in a frequency-selective
manner, in which'the SG and 1G.walues are estimated exactly in the pilot indices, say
-35 and -25. The rest SG and- MG, between-two pilot tones are calculated by 1%-order
(linear) or 2"-order ifiterpolation. The resulting IRR is.illustrated in Fig. 3-18, which
shows that the pilot indices haye infinite IRR values representing a perfect estimation.
It is also found that the 2"-order interpolation promises a reasonable IRR level (min.
45dB) for signal compensation [42]. In a noiseless channel the signal constellation
before and after compensation are shown in Fig. 3-19. The calibrated signal
constellation in Fig. 3-19(b) has an average IRR 47.9dB, which presents a matching
result by calculating from (3-38) directly. Fig. 3-20 shows the signal constellation

before and after calibration in a SNR 20dB condition.
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Finally, we show the overall system performance in terms of packet error rate
(PER) in frequency-independent and frequency-selective conditions. In a
frequency-independent IQM scenario, it is found that the PER curves with adaptive
calibrations almost merge with the zero-IQM AWGN curve when 1dB gain error and
10° phase error are simulated. In a frequency-selective IQM scenario, it is found the
uncompensated signals perform diverged PER even when the gain and phase errors
are zeros. By the proposed adaptive calibration, the PER curves approach the AWGN
zero-IQM curve with SNR loss less than 0.4dB, which also performs better by SNR

2.5dB than the one with non-adaptive behavior.
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Fig. 3-16. The frequency-selective IQM modeling with transfer function of (a) filter H; (b) filter
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The gain response of SG and 1G

—o— ideal

—e— 1st-order
-5~ ideal —k— znd_order I L I
S et | ~— 32 48 64
ubcarrier index k

—— deal
4 —— 1st-order
| —— 2nd-order

abs(B,)

0.5

0 L L L L | 1
-64 -48 -32 -16 0 16 32 48 64
subcarrier index k

Fig. 3-17. The ideal SG and_IG ‘responses  with: the estimations in 1%-order and 2"-order

interpolations.
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Fig. 3-18. The image rejection ratio (IRR) after compensation in a frequency selective IQM

condition.
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Un-Calibrated Signal Constellation
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Fig. 3-19. The signal constellation under the frequency-selective IQM in 1dB gain error and 10°

phase error (a) without and (b) with calibration.
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Un-Calibrated Signal Constellation
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Fig. 3-20. The signal constellation under the frequency-selective IQM in 1dB gain error and 10°

phase error (a) without and (b) with calibration in a SNR 20dB AWGN channel.
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Fig. 3-21. The packet error rate in a frequency-independent IQM condition.
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Fig. 3-22. The packet error rate in a frequency-selective IQM condition.

3-6 Summary

Adaptive IQM calibration approaches are presented in this chapter. The
calibration is achieved in either frequency-independent or frequency-dependent

scenario. The adaptive behavior is only achieved when an error function is defined.
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This work provides both the error functions for the frequency-independent and
frequency-dependent schemes. All of the calibration processes are done in an

all-digital manner so that the signals are compensated by signal process techniques.

The frequency-independent calibration is realized by the proposed
hybrid-domain filterless adaptive compensation scheme (HD-FAC). With an adaptive
step size pu = 0.5, the overall performance loss under different channel conditions is
simulated to be less than 0.3dB in AWGN channel and 0.5dB in Rayleigh fading

channel, respectively, in the 1dB gain-error and'10° phase-error scenario.

The frequency-dependent calibration is achieved by the pilot-based IQM
calibration. Thispapproach achieves: an, average image. rejectionsratio 47.9dB in a
frequency-selective mismateh-condition with gain.érror 1dB and phase error 10°. The
overall systemgperformance at packet error rate=8% has SNR lossdess then 0.4dB,
and requires ajreduced 2.5dB SNR'to-reach this performance level compared to a

non-adaptive calibration approach:
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Chapter 4:
Dynamic Sampling-Timing Control

4-1 Background and Overview

Nyquist frequency is a fundamental frequency that should be used to sample an
analog continuously waveform without loss of information. In wireless applications, a
baseband processor usually applies a sampling frequency that is more than Nyquist
rate, say 4x or 8x of signal bandwidth, to acquire more accurate signal sampling and
better signal quality: This high-rate sampling;” however, increases ADC circuit
operation power.and complicates-digital signal processing, resulting in about 1/3 of
total chip power of 'both RF and baseband.sIn other words, they ADC sampling
frequency is highly correlated to the circuit operation power. Angeffective power
reduction approach for the whole system is to reduce the sampling frequency to the

symbol rate whereas the system pérformanceis maintained.

Accordingly, this chapter describes..a- power ' reduction scheme, dynamic
sample-timing control (DSTC), which enables a baseband receiver sampling incoming
waveforms at the frequency that is equal to the symbol rate in the transmitter. This
symbol-rate sampling behavior minimizes operation efforts in an ADC circuit,
resulting in minimized ADC operation power. At the same time, the loading of digital
signal processing is reduced. This data converter controlling is regarded as a
digitally-based analog circuit controlling in a system level design. This DSTC
collaborate signal process techniques from a baseband to smartly control an

analog/digital converter (ADC) for reduced ADC sampling frequency. This lowered
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sampling frequency dramatically reduces overall power consumption in a wireless

baseband circuit operation. The role of this DSTC scheme is introduced as shown in

Fig. 4-1.
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Fig. 4-1. The role of the dynamic sample-timing control in the power and data proximity scheme

Power consumption in a wireless device can be roughly divided as 1/3 from RF,

1/3 from data converter, and 1/3 from baseband signal process. It is found that
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possible ways for power reduction are to reduce the power from each building block
or to change the controlling behaviors between those circuits. Accordingly, this
proposal is going to reduce the circuit power by a proper baseband control to the
ADC:s to achieve the low power purpose. A relationship of the power versus operating
frequency for ADC circuits is revealed in Fig. 4-2. It is found that the power
consumed is roughly twice when the operating frequency is doubled. In other words, a
proper design and controlling of the ADC circuits to reduce the operating frequency
to half frequency will effectively shrink the ADC power consumption to its half,
resulting in dramatically power reduction in the whole system. A power budget is
shown in Fig. 4-2 that is defined in a wireless system for portable device, ex:
MB-OFDM UWB'system [2]. It isifound that a pair of ADC circuits operating at the
frequency of the'signal bandwidth almost consumes'the power more than the power
budget. If the operating frequency stays at the conventional Nyquist'or more than 4x
of bandwidth “frequency, it meets difficulty to satisfy the system power budget.
Therefore, this chapter describes a.methodology=applying synchronization techniques
to reduce the required operating frequency that is used te drive the ADC circuits,

resulting in power reduction.
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ADC Power Distribution
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Fig. 4-2. The power and operating frequency for ADC circuits

Timing synchronization plays- an important role «in ensuring good signal
decoding performance, since it determines the sampling timing and frequency of the
analog-to-digital converter (ADC) on: incoming signals or packets." Existing design
approaches apply multi-rate sampling-(at"Nyquistrateror higher than 4x symbol rate
[44][45][46]) to the incoming swaveform with a fixed high-rate clock source that
drives an ADC circuit. Those.high-rate sampled- signals are then calculated by an
interpolation algorithm [47] to yield a symbolsrate signal stream for data decoding.
This design methodology to designing power-thirsty portable devices is facing
increasing difficulty, because both the ADC circuits and the interpolation circuits are

operated at a higher processing rate, resulting in higher power consumption.

To enable power reduction with symbol-rate sampling, both Mueller-Muller
detection (MMD) [48] and MMD-based timing recovery methods [49] have been
proposed under a pulse amplitude modulation (PAM) scheme for best sampling

timing search within a sample period. The literature explores the timing
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synchronization issue in OFDM systems based on the best block-boundary search for
each FFT transformation window [50][51]. However, those studies [50][51] do not
guarantee that the signals in each block are sampled at the best sampling timing.
Accordingly, multi-rate sampling schemes [44][45] have been developed to maintain
system performance; hence the high-rate operations significantly increase power

dissipation.

To maintain system performance and, in the meantime, to reduce power
dissipation, this work presents a.dynamic sample-timing control (DSTC) scheme for
symbol-rate synchronization in OFDM systems, where the,optimal sampling timing
within a symbol-period interval can be calculated. Unlike multi-rate sampling
methods [44][45][46], this DSTC requires aided circuits.in a clock source design to
generate a phase-tunable clock waveform that corresponds to the best sampling
instance as calculated by the DSTC. A.digitally-controlled oscillator (DCO) design
concept [52] is applied to the phase-tunable clock generator (PTCG) design to enable

this symbol-rate DSTC, [12] for low-power witeless applications.

4-2  System Introduction

Signals in OFDM system are transformed by an N-point discrete inverse Fourier

transformation (IDFT)

27kn

x[n] :%ZX[k]e‘/ v (4-1)
k=0

where X[k] is an information symbol stream with PSK or QAM encoded. OFDM

signals after digital-to-analog conversion (DAC) are expressed as
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xp(2) = i(iX [kle’ Nn)-sinc(t—nTs)
= N (4-2)
= Y x[n]-sinc(t — nT,)

n=—00

where T is the sample period. In order to meet spectrum mask requirements, the
signal is filtered by a transmitter pulse response f,(¢), and then transmitted in carrier

frequency f,. Thus, the passband representation is given by
s(1) = Re{ [, (1) * f7 ()] €7} (4-3)

In up/down and analog/digital data conversions, the signal suffers from any non-ideal
hardware distortion, “including every filter response (fz and fz) from both the
transmitter (TX) and the receiver (RX) sides. Therefore, down-converted signals in a

receiver are given by
X (1) =[x, @ [0 s (O] 7150 + () * f,(0) (4-4)

where f,,, 1s the carrier frequency offset (CFO) between the TX and RX, and w(¢)
is additive white Gaussian noise (AWGN). After the /ADC eircuits, signals in digital

time-domain are given by

1
xR;g[n]—Zxk(t)-é'[t—(n—g)Ts] £€R, |g|<5 (4-5)

n

where ¢ is a sampling phase offset of the sample period that is represented as a

fraction of a sample period, and &(¢) is an impulse function with the definition

5(1) = {(1) = (4-6)

-80-



The system block diagram is illustrated in Fig. 4-3. Once a packet has been detected,
the DSTC is activated to search the best sampling instance for the received waveform.
In the search duration, the DSTC is tuned by sending a forward (Fwrd) or a backward
(Brwd) command to the PTCG to generate the optimal clock phase for signal
sampling in the ADCs. The PTCG first generates a clock signal with the required
frequency. This clock is further used to generate N clock signal. Each of the N signals
is delayed and separated by a delay fraction € = Ts/N. Then, a multiplexer selects one
of the clock signals to drive an ADC circuit for incoming waveform sampling. Then,

the signals follow the conventional decoding flows.

L TX Baseband
& X [k] xy[n] x_(t) ’
8 T — 75 TR Tx Filter
7) ; _' ........... >| i > (1) —

! o
n n+1 n+2 i nTs AWGN. Wil —>€9

- T=(n+aT. XNl
L Rx Filter ?<‘ = 5, »| RxBaseband |5 2
RO [0 s
Tg _________________________ 0
Phase-Tunable Clock Generation
i Ts To
_'_ls_r € Fwrd Dynamic Data FEC
g Sample-Timing . >
J_L_I' @ r § Control Decoding
H gy Bwrd X .
T 3
' S
X 1] | Packet Timing | Pre-FFT FET 2
Detection Sync. "| Freq. Sync. e g
ie

Fig. 4-3. Block diagram of the proposed baseband receiver with the aid of the proposed dynamic

sample-timing control (DSTC) and phase-tunable clock generation (PTCG).

4-3  Dynamic Sample-Timing Control

The goal of this algorithm is to determine a signal sampling instance with the

sampling rate equal to the symbol rate, 7' = T, where the inter-symbol interference
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(IST) associated with filter pulse responses is minimized. Assume the transmitter pulse

response f,(t) and receiver analog prefilter f,(r) are considered to be the

effectively equivalent response

J@O =1 (@) * [ (1) (4-7)

The overall system responses, including the transmitter and receiver filters, tend to
comprise an overall impulse response equal to a certain filter response, like a sinc
function, a raised-cosine function, or.a_butterworth function. Some representative
filter responses are sketched.as shown in Figs. 3-4~3-6, and those filters can be

regarded as performance corners for the rest of discussion.

4-3-1 Sinc Filter

A sinc filter has a'transfer function that is defined as-unit amplitude in its gain
response andiSignal symbol rate an its bandwidth. Although this is not
hardware-implemented, it represents some petformance corner in‘this DSTC design
scheme. This rectangular transfer function has an impulse response expressed in Eq.
(4-8). This corresponds to.the simulated waveform as shown in Fig. 4-4.

sin(7t)

fune () =sine(t) =4 i x#0 (4-8)
1 ,if x=0
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Impulse response of a sinc function

08— -

0.6F----------------p b -1

04F- - e B -
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10 -8 -6 -4 -2 0 2 4 6 8 10
Time index (nT)

Fig.'4-4. Sinc function impulse response

4-3-2  Raised-Cosine Filter

A raised-gosine filter may be viewed as a.composition of dual reot-raised-cosine
filters. The overall responses from a transmitter and a receiver may be assumed as an
equivalent raised=cosine filter for Scenario discussions and performance investigations.
The property of a raised-cosine filter is that it allows an.impulse response with long
tails but zero-crossed at the signal-tap positions..In'other words, the signal stream has
inter-symbol-interference (ISI) phenomenon, but there is no signal distortion as long
as the sampling instance is located at the best sampling positions. As a result, the ISI
effects can be prevented when the sampling locations are carefully calculated. The

impulse response of the raised-cosine filter is expressed in Eq. (4-9).

; cos(%ﬂt)
frai.vedfcos ine (t) = Slnc(?) W (4_9)
1- 72
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The parameter B is defined as the roll-off factor. This factor determines how sharp the
filter edge is, implying the damping and swing level of the impulse response tails. A
larger roll-off factor reflects a sharper filter edge and also a shorter impulse response
tails. The impulse responses are illustrated in Fig. 4-5 with the roll-off factor 0.2, 0.5,

and 0.8.

Impulse response of a raised-cosine function

by === roll-off factor=0.2 ||
== roll-off factor=0.5
= = roll-off factor=0.8
08F---- - -~ - —— - A === —
06F-------—--—-—-——-—-—-—— - - - - —
Q
°
=]
E 04----------------~ B —
=%
£
<
02Fr---------"-"-"-"-"-"~"-~-"F- -~ -~~~ —
‘“ -‘
o 2 -
0 " - i o ) \
\
_0.2,,,,,,,,,,,,,,,,1' ,,,,,, S _
8 -6 -4 -2 0 2 4 6 8

Time index (nT)

Fig. 4-5. Raised-cosine filter function impulse response with® g=10.2, 0.5, 0.8}

4-3-3  Butterworth Filter

The Butterworth filter is designed to have a frequency response that is as flat as
mathematically possible in the passband. Butterworth has a slower roll-off, and thus
require a higher order to implement a particular stopband specification. However,
Butterworth filter has a more linear phase response in the passband than the

Chebyshev and elliptic filters. Eq. (4-10) expresses a general form of a filter design.

fbutterworth (t) = Lil {@} = L71 {b(l)sn + b(Z)S'FI +...t b(}’l + 1)} (4_10)

A(s) s"+a2)s" +..+a(n+1)
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A 5™ order of Butterworth filter is designed in this example so that the variable n in
Eq. (4-10) is replaced with the number five. As a result, the corresponding transfer
function has the following polynomials.

B(s) ={0.022x5% +0.122 x s* +0.244 x s° +0.244 x s +0.122 x 5 + 0.024} x 10~* (4-11)
A(s)={s° —4.286xs* +8.779x s> —8.239 x 5% +3.8697 x5 —0.728} x 107

This s-domain representation gives an impulse response as depicted in Fig. 4-6. A
Butterworth does not guarantee a zero-crossing at a T-spaced location other than the
main signal tap. So, an additionalST'is introduCedyin this filter, although the passband

response performs linear and minimum ripple behaviors:

Impulse response of a butterworth function

12—~~~ -~ = butterworth function %

Amplitude

Time index (nT)

Fig. 4-6. Butterworth function impulse response

In the following, the filter responses take the mentioned sinc, raised-cosin, and
5™_order Butterworth filters for illustration. The DSTC algorithm is investigated from
the main-tap and side-tap of those filters. The signal main-tap to the side-tap ratio is

defined and maximized a
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|2

) £.10]
&,y = arg max(—;
f.ln]’

2.

n=-owo

)=arg max(SIR,) (4-12)

n#0

where f:[n] is the simplified notation from f[(n—&)T:] and the ratio is the

signal-to-ISI power ratio (SIR). Thus, the ¢,, is determined when the minimum ISI

opt
power sum appears in the denominator of Eq. (4-12). In other words, the SIR of the
sampled signals becomes maximized when the optimum sampling instance is
determined. Here, f(¢) is replaced by the filter impulse responses as shown in Figs.
4-4~4-6. A non-calibrated. sampling timing error may yield low signal-integrity data
even in the absence of noise, implying there is system performance degradation when
sampling time is. not well-calculated.. The. SIR response’ depends on the filter
responses. Figs. 4-7~4-9 demonstrates the corresponding SIR curves from those
corner filters (sinc, raised-cosine, and Buttérworth filters)- It is found that a sharper
frequency respense implies a better SIR' curve performance. This isidue to the faster
convergence of the impulse_response signal tails appeared as .the side-lobes. In other
words, fewer impulse tails contributes fewer interference «taps. Consequently, a
correct sampling position ‘would. provide execellent signal quality and overall
performance. However, a sharper frequency response of a filter (implying fewer
impulse response tails) requires higher order of a filter design, and thus requires high
design cost. Accordingly, this SIR may be viewed as a design indicator that the

system tradeoff between overall performance and filter design could be discussed in

this way.
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Signal-to-IS| Ratio v.s. Sampling Timing Error

SIR (dB)

10'

0.5 -04 -03 -02 -01 0 01 02 03 04 05
Sampling Timing Error: ¢

Fig. 4-7. The signal-to-interference-ratio (SIR) for a.sinc function.impulse resopnse

Signal-to-I1SI| Ratio v.s. Sampling Timing Error

10 = = —
= roll-off factor(p) = 0.2
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Sampling Timing Error: ¢

Fig. 4-8. The signal-to-interference-ratio (SIR) for a raised-cosine filter impulse response

87-



Signal-to-IS| Ratio v.s. Sampllng Tlmlng Error

SIR (dB)

10'

0.5 -04 -03 -02 -01 0 01 02 03 04 05
Sampling Timing Error: ¢

Fig. 4-9. The signal-to-interference-ratio (SIR) for a 5™-order Butterworth filter impulse response

To find thetoptimum sampling time s, the ratio given by Eq. (4-12) cannot be
calculated directly because both the f£,(z) and the f(¢)= fr(¢) * fr(#)" are unknown to
any receivers. Therefore, an alternative approach, the maximum absolute-squared sum
equivalent to Eq. (4-12) and also hardwarerrealizableyis examined. Accordingly, the

maximum absolute-squared-sum (MASS) of the received signals.is
1 [n] =] xg  [n]+ w, [2] (4-13)

The expression is further described as

2

. . 2
Dy [n—m)f, [mle CTero O[]+

|xR;£ [l’l]|2 =

(4-14)

m

2 RG{WB;J; [n]z xT;g [n - m]fa [m]ej(zﬂf(ro ot }

where w,, is the band-limited zero-mean additive noise sampled at timing offset &

with w, = w()* f,(¢) . The expectation of Eq. (4-14) is
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Z'xT [l’l - m]f [m]ej(zdcm)(wre)r‘
€ &

m

E{XR;E[”]F}: E{ 2}+E{W5;g[n]|2}+

E{2 RG{WB;g [}’l]z xT;£ [}’l — m]fg [m]e/'(zﬂfcm Nn+e)Ty }}

m

(4-15)

Notably, w,, is assumed to be independent of transmitted signals, and the noise is a

zero-mean random process with E {wg;g[n]}: 0. So, the expectation of the cross term

becomes zero.

E{2 Re{ww [n]z X [n—mlf, [m]e’ Ao, }}

=2 RC{E{WB;S [n]}E{Z 5 [1n— m]fg [m]e./'(Z/chpo)(rmc)TX }} (4—16)

=0

Thus, the expeeted value of the received signals  x;., is reduced to

E{IXR;g[n]l2}=E{

2
ZxT;E [n—m]f.[m] }+0'§;W (4-17)

where o, represents the power of the color.fioise w,, . The absolute-function
operation suppresses the CFO factor. Therefore, the expected received signal power is
composed of the transmitted signals filtered by the f(#) and the band-limited noise
power. The effects of f(#) on the transmitted signals are expressed as main signal taps

fInll,., and their filter interference f[n]| Moreover, the expected power

n#0 *

E{|x;,[n]]|} may be assumed to be a constant, say unit power, because every

received signal power is adjusted by applying an automatic gain control (AGC)

mechanism, thus normalizing the signal power to the dynamic range of the ADC. For

simplicity, E{|x;..[n] |} =1 is defined. Accordingly, Eq. (4-17) becomes
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E{] xp, [m11P} = |£,0017 + D | fo[m] +
me0 ) ) 4-18
SN Elx, [n- ples, [n—qlf.[p1f  g)+ o2, (+19)

p P*q

Thus, Eq. (4-18) gives the summation of signal power, interference power, and

cross-correlation term. This cross-correlation term can be expressed as

N-1 j27zk1(n—p) N-1 - 27k, (n—q)
X, lkle ¥ ZXT[kZ]e N
k=0

N-— 5 /.Mﬂurp)
=ED X [k e ¥ b+ (4-19)

e 2k 1-p)—k (1=0)]

E 1k X5 Tk e v

Since X7 is the output symbol of BPSK, QPSK, or QAM,which is assumed to be i.i.d.

variables with._zero, mean. The expectation E{X [k X ;[kz]‘k ¢k} then reduces to

zero. With the Parseval’s theorem and theé assumption FE {|X Lk ]|2} =1, it is inferred

that E {X T[k1]|2}= E{xT[n]|2}:l and is normalized to the! ADC dynamic range.

These information ¥ symbols are assumed to . be " imdependent, and then

E{xr.e[n— plxte[n—ql} = E{Xr.:[k ]X7[k2]} Jazo=0. Therefore, Eq. (4-19) reduces to

E{]xg,[n]f} = fom] + o2, (4-20)

AUESY

m#0

Consequently, the expected absolute-squared value of the received signals is
determined by the power of both the filter response and AWGN. Based on the SIR

definition, Eq. (4-20) is rewritten as

E{| %, [n] [} = (SIR, +1)-1, + o, (4-21)
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where 1=\ mf is the interference power of the filter tail. A characteristic

m=#0

function (CF) of E{|x,,[n]’} is defined as

CF=(SIR, +1)-1, (4-22)

A sharper CF curve is more easily recognized to calibrate the sampling timing errors.
Fig. 4-5 plots a CF curve that corresponds to the raised-cosine filter of Fig. 4-4 in a
noiseless channel. This finding reveals that the maximum E{|x, [#][’} implies the

optimum sampling instance s, ..Therefore, the &, search based on the SIR curve

opt

in Eq. (4-12) is transferred to the search of the maximum' E{|x,,[2][*}, i.e.

&, = arg(max £ {[xg . [1][*}) (4-23)

According to the provided reference filter responses, the calculated absolute-squared
sum of received signals in variant sampling offset can be depicted as following. The
CF curves are the indicators for a‘receiver-thatrtherbest sampling instance in each
sample period is easy or difficult to identify. This indicator should be considered
together with the SIR curve. A.sharper SIR curve does not necessarily corresponds to
a sharper CF curve. The design constraints are provided that the SIR is desired to be
as flat and high as possible whereas the CF is sharper as possible. A sharper CF
curves enables accurate calculation of best sampling instance for a receiver, and a
high and flat SIR curve implies a miss-calculation of best sampling instance does not
degrade the overall system performance too much. Figs. 4-10~4-12 illustrate the CF
curves from different impulse responses. The proposed MASS calculation for the best
sampling instance requires a sharper CF curve that is designed by the overall

consideration of the system building block circuits. Moreover, the sharper CF curve
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has larger noise immune capability that prevents the MASS computation from the

disturbance from the noise.
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Fig. 4-12. Characteristic function of a 5"™-order Butterworth filter

4-4 Simulation Results

The proposed DSTC and PTCG ,[38] are evaluated in a multi-band OFDM
(MB-OFDM)-based UWB system [2] with a low-density-parity-check (LDPC) code
for error correction [54]. The signal bandwidth is:528MHz with- QPSK and OFDM
modulations, and thé maximum data rate 480Mbps .is selected in the following

simulations.

The frame format in each packet can be divided as the packet synchronization
sequence (Packet Sync. Seq.), the frame synchronization sequence (Frame Sync. Seq.),
the channel estimation sequence (Channel Est. Seq.), and the data OFDM symbols.
Each OFDM symbol is transformed by 128-point inverse discrete Fourier
transformation (IDFT). There is a time slot between every two OFDM symbols that

does not transmit any information. This silent slot is used for each OFDM symbol to
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change its transmission band frequency to another one. Accordingly, any change of

controlling can be updated during this silent period as shown in Fig. 4-13.

Packet Sync Seq.

Frame Sync Seq.| Channel Est. Seq. Data
3 OFDM Sym. 6 OFDM Sym. OFDM Sym. | ™™

Bahd Transition Duration =~ e

LR T

LLE LT

\ Band.Group

N+2

Band Group
N+1
Band
Group N

P T

Dynamic Sample-Timing Control

Fwrd Bwrd

v A

Phase-Tunable
Clock Generator

Fig. 4-13. Packet frame and waveform property for the DSTC operation

The dynamic timing-recovery starts the &, search right after a packet is

detected. Each packet is composed of 21 OFDM symbols at the beginning of each

preamble frame (Packet Sync Seq), which is applied to the DSTC as shown in Fig.
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4-14. With those 21 identical OFDM symbols in the packet sync sequence, each of
which gives an absolute-squared sum, and the sampling time ¢ is changed in the
time slots between OFDM symbols. In other words, the PTCG changes its output
clock phase only during the time slots associated with band transitions such that
signals in each OFDM symbol are sampled with the same clock phase within an
OFDM block period as depicted in Fig. 4-14. This operation of DSTC corresponds to
the flow shown in Fig. 4-15. In the band transition duration, the main function
performs the PTCG update and sampling-instance shifting convergence. After the
DSTC search process, the base¢band starts the nominal signal synchronization and data

decoding procedure.

Packet Sync Seq.
- . Frame Sync Seq| Channel Est. Seq. Data
3 OFDM Sym. | 6 OFDM Sym. OFDM Sym. |°°~
,,"' . Band Transition

] Band® Band , Band  Band Band,K Band
Dynamic Sample- N ¢ N+1 L N+2 i N i N+1 i N+2
Timing Control = 3 . Ve vl "

X (t) -

Fwrd Bwrd.

\ A 4 XR;g["] L ol

Phase-Tunable
Clock Generator > ¢ =| &1 £2 £3 €4 &5 &6

Fig. 4-14. Packet frameused for the DSTC computation
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Fig. 4-15. The operation flow for the DSTC computation

The sampling error phenomenon is revealed only if the waveform.is depicted in an
analog-like method so that the sampling instance can be slightly shifter forward or
backward to simulate the sampling unicertainty behaviors. In this part, the simulation
flow and methodology:for this DSTC algorithim are illustrated, as shown in Fig. 4-16.

This also simulates and reflects the behaviors from the actualcircuit operations.

First, the samples after the baseband circuits, before the digital-to-analog conversion
(DAC), are generated that constitute the primitive symbol stream. In actual circuit
operations, the output of the baseband modulator is generated by the flip-flop circuits,
so the symbol value lasts until next latching clock comes. Accordingly, each symbol
is up-sampled to simulate the latch-and-hold phenomenon, as depicted in Fig. 4-16(b).
Before the baseband digital signals are converted and transmitted to the receiver side,
the equivalent filter response, including the DAC, RF-TX, channel, RF-RX, and the

ADC circuits, has to be decided first. Usually, the system designers intend to give an
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overall equivalent filter response equal to a raised-cosine filter response. From this
point of view, this demo flow takes a raised-cosine filter response as an example.
Note that the raised-cosine filter should be also sketched in the sampling rate that
matches the one of the primitive symbol stream, as shown in Fig. 4-16(c). As a result,
the signals are convolved with the equivalent filter impulse response as presented in

Fig. 4-16(d). Then the colored noise is added to the signals in the receiver side.

The signals before the ADC circuits are simulated in an analog-like waveforms. As a
result, the system performancegidepends on' the synchronization algorithm. Fig.
4-16(f)-(1) illustrate the. down-sampled symbol stream using 1x symbol-rate down
sampling, 2x and 4x symbol-rate down sampling. . Moreover, the 1x symbol-rate down
sampling also shows the sampling instance at the best and the worst sampling phases.
Accordingly, the simulation flow and methodology allow the platform to simulate
different down-sampling ‘rate behaviors .and also the sampling phase offset

phenomenon.
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Fig. 4-16. The flow and methodology for. DSTC simulations

Fig. 4-17 plots the overall system performance. The solid curve, s(¢), represents
the SNR required to reach a packet error rates(PER) of 8%, where whole packets are
sampled at a fixed and identical sampling offset ¢. When the DSTC algorithm is
applied, the optimal sampling instancerissoughtduring the preamble. Before the end
of the preamble, the: DSTC decides which timing instance’is the best for sampling in
terms of system performance. Since the DSTC is operated. in a noisy environment, it
does not always choose the best.sampling instance. Consequently, the dotted-curve,
p(e), represents the probability of the final decision made by the DSTC. The system
with sinc function has a stable performance over every possible sampling instance
phase. Since a sinc function has a transfer function equivalent to the rectangular filter
in frequency domain, the added noise power level to signal power over the whole
signal bandwidth is the same. In other words, the noise is equally applied to the
signals in terms of spectrum domain. Therefore, a sampling error causes system
performance degradation in terms of two factors. One is the mentioned SIR feature,

and another is the noise level. In this evaluation case, the decoding process can be
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achieved in the sub-5dB SNR level. The noise power in this level is much higher than
the interference level. In addition, the noise is evenly applied to the signals, so the
resulting system performances (required SNR at 8% PER) are almost the same with
variant sampling timing error. Therefore, the SNR of the system required to reach

PER=8% is given by

0.5
SNy, = [(2)- ple)-de (4-24)

-0.5
It is also found that this probability function is €osrelated to the characteristic function
derived in the proposed:DSTC section. Although a sin¢ function condition does not

provide clear characteristic to identify which instance is the best for signal sampling,

the stable system performance has little impact due tethe'sampling error.
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Fig. 4-17. System performances on a corresponding sampling instance and the determined

sampling-timing probability with DSTC algorithm in the sinc function condition
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The same simulation conditions are applied with only the filter changed to a
raised-cosine filter with roll-off factor 0.2~0.8. The resulting performance with
variant sampling error is depicted in Figs. 4-18~4-20. The one with Butterworth filter
is illustrated in Fig. 4-21. A larger roll-off factor implies a filter with less sharp
frequency edge response. This causes the sideband signals more easily interfered by
AWGN noise. In the time-domain expression, an inaccurate sampling instance will
not only be abrupt by filter interference but also suffer from more noise power.
Consequently, the largest roll-off factor filter provides the most performance
difference in the best and worst sampling instances as shown in Fig. 4-20. Moreover,
the best sampling in, this case suffers from the least noise, including the filter
interference and AWGN noise. This implies that an incorrect sanipling position has a
large amount noise power added to the signal, although theé overall signal power to the
noise power ratio is the same in the scope ofa packets. The probability to determine
the proper sampling instances can be alse found in the same figure with the dotted
curve. As in the previous diseussionronrthe~characteristic function, the system with
roll-off factor 0.8 proevides the most obvious difference on'the characteristic function,
so the resulting probability curve as shown in Fig. 4-20 dotted curve is also correlated
to the characteristic function. It'is found in this case that the most probably calculated
sampling phases provides the best system performance, i.e. the smallest SNR to reach
8% packet error rate. The case with a Butterworth filter has a performance promising
the similar results, except the performance curve difference on different sampling

instance and the calculated best sampling instance probability curve.
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Raised-cosine filter with roll-off factor 0.2
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Fig. 4-18. System performances on a corresponding sampling instance and the determined

sampling-timing prebability with DSTC algorithm in the RC function condition

Raised-cosine filter with roll-off factor 0.5
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Fig. 4-19. System performances on a corresponding sampling instance and the determined

sampling-timing probability with DSTC algorithm in the RC function condition
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Fig. 4-20. System performances on a corresponding sampling instance and the

sampling-timing prebability with DSTC algorithm in the RC function condition
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Fig. 4-21. System performances on a corresponding sampling instance and the determined

sampling-timing probability with DSTC algorithm in the Butterworth function condition

Figs. 4-22 and 4-23 shows an example of the decoded QPSK symbol

constellation with the best and worst sampling instances, respectively. The evaluation
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case applies a raised cosine filter with roll-off factor 0.5 at SNR 7dB for clearer
performance recognition. The best-sampled constellation in Fig. 4-22 has much more

condensed signal distribution than that in Fig. 4-23 from the worst signal samplings.

Fig. 4-22. The decoded [(QPSK symbol constellation with the best sampling_instance in S =0.5

raised-cosine filter condition

Fig. 4-23. The decoded QPSK symbol constellation with the worst sampling instance in g =0.5

raised-cosine filter condition
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The system performance is illustrated in Fig. 4-24 using a two-time interpolation
scheme. The interpolation is achieved by taking twice samples with signals averaged,
and is then proceeded by the data decoding. The sampling phase is simulated by 32
possible partitions. The simulated phase is fixed at a certain value as an initial phase.
Then the rest of the packet is decoded by the identical phase position. So, the overall
performance is done by taking the initial phase pair of {&/T, (¢/T+1/2T)} with =0,
1/32, 2/32, ..., 15/32. The equivalent system filter is also assumed with the reference
filters, i.e. sinc filter, raised-cosine filter, and Butterworth filter. The simulated system
performance is shown in Fig.4-24. Since the sampling phase over a packet is fixed
and the selected initial* phase-is a random variable,- 1t is reasonable to assume the
targeted initial phdse as.a uniform distribution. Accordingly, each performance curve
in Fig. 4-24 comes from the averaged performance with equally'probably initial phase.
The system with sinc filter and low roll-off facter raised-cosine filter provide better
packet error rate performance. This is'due to the two-time sampled’signals that can
average and reduce the noise powerlevelfor-arbetter-signal quality decoding. On the
contrary, the performance with the roll-off factor 0.8 raised:=cosine filter requires
4.59dB SNR to reach the acceptable performance.-The interpolation in this case does
not benefit because the other additional sample signal may contribute unnecessary
interference or noise on the original desired signals, and the additional interference or
noise may have much more power level that can not be averaged even two or more
samples are taken together. Note that this performance is the result from the
expectation value. This implies that the performance in a specific sampling phase may
result in a smaller SNR value than 4.59dB to reach the required performance, but this
also implies that most of the cases require more than 4.59dB for the corresponding

system performance. Although the resulted system curve is the outcome in average, it
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reflects a fact that the system performance is not robust and not stable due to the

variation in the performance.

System performance with 2x interpolation
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Fig. 4-24. System performance with 2-time interpolation scheme

Table 4-1 summarizes the réquired SNR value to reach a 8% PER level in terms of the
proposed DSTC and the 2x interpelation approach.-If the equivalént system filter is an
ideal sinc function, ‘the required SNR with DSTC performs worse than that with
interpolation. With reasonable system filter designs, say a 0.5 roll-off factor, the
proposed DSTC has only about 0.69dB SNR loss with only half sampling frequency
and a robust and stable system decoding performance. When a 0.8 roll-off factor is
applied to the system design, the system with DSTC outperforms that with
interpolation. The DSTC provides a stable decoding performance with 2.92dB SNR to
reach 8% PER, but the interpolation only requires higher SNR values but also has
poorer system stability. Another example with Butterworth has an about 0.3dB SNR

loss for the tradeoff among sampling frequency, system stability, and system
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performance. The discussion on the power consumption with the reduced sampling

frequency may be further directed to chapter 6 for detailed illustration.

TABLE 4-1. SYSTEM PERFORMANCE SUMMARY WITH DSTC AND 2X INTERPOLATION

Equivalent Filters SNR with DSTC (dB) SNR with 2x interpolation (dB)
Sinc 3.9251 1.93
Raised-cosine ($=0.2) 3.8948 1.89
Raised-cosine ($=0.5) 3.6166 2.9
Raised-cosine ($=0.8) 2.9244 4.59
Butterworth 3.3418 3.02

In hardware realization, there is finite resolution for controllable sampling timing.

So, a sub-optimum- &

subopt

solution of Eq. (4-23) can be expressed by

kT; N-1 2
g.vubopt = l = arg k:Ig’lf(l])El) Z|rkTs /1 [n]| (4-25)
k=K op il n=0

where N=128 in the case of MB-OFDM UWB. This means how ¢lose ¢, and &

subopt
can be is limited by the hardware finite resolution. The value of variable / determines

three important tradeoffs: (1) ithe performance loss when an incorrect esuboprerr 1S

made with a non-zero offset index.

&

subopt err

= gsubopt

_i=(K,

pt

+offset)T, /1 (4-26)

where ¢ is the final decision; (ii) the PTCG hardware capability giving a lead or lag
clock phase offset with resolution 7i/7; (iii) the necessary number of OFDM symbols
for the MASS search. So, any clock sampling error may introduce some SNR losses at
8% PER. In the following, the discussion will determine the required clock tuning
phases according to the three design constraints (or tradeoffs).
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(a) Allowable performance loss

The determination of phase number results in different system performances.
When only a single clock phase is available for selection, it depends on probability to
sample a signal at the best sampling instance. This presents a large variance of system
performance and results in unstable link quality of wireless transmission. On the other
hand, it is also possible to design a clock source that provides as many phases as
possible for selection to drive the sampling circuit. Therefore, the best sampling
instance can be obtained when. the sampling position is well-calculated. However, a
large number of provided PTCG phases largely increase the difficulty in designing the
clock source, espeeially in the high=speed applications. ‘Accordingly, the tradeoff
exists between the design challenge of the PTCG circuitsiand the allowable of system
performance loss. This relationship between.'the: PTCG phase .number and the
corresponding SNR to reach an 8% packet.error rate is illustrated in Fig. 4-25. The
simulation condition appli¢s. a raised-cosine filter with roll-off-factor 0.8 as the
equivalent filter responses. Thiss filter results in;the best and«worst performance
SNR=2.92 and SNR=8.93, respectively, at PER=8% as shown 1nh Fig. 4-20. In average,
it is found that a single®phase provided by the PTCG provides an expected
SNR=4.82dB for PER=8%. When the PTCG is designed in 32 phase number, a
required SNR is 2.92dB to this performance level. However, it is not necessary to
design so many phases since a phase number 8 provides almost similar performance
level as that with 32 phases. If fewer number than eight will result in an increased
performance loss, the PTCG is designed with the phase number eight, providing a
reasonable performance loss with only 0.1dB SNR. This also enables the capability in

the PTCG circuit designs in a high speed system such as MB-OFDM UWB system.
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Accordingly, this measures the necessary PTCG phase number when designing the

DSTC algorithm accompanied with the PTCG circuit design.

Performance Difference in Variable PTCG Phases

Required SNR at 8% PER

Figi4=25. Resulted system pérfofmance in variant PTCG phase aumber

(b) PTCG hardwaresdesign capability

The PTCG design includes a phase-locked loop (PLL) and a multi-phase
generator (MPG). The PLL has the role of generating a clock source with required
driving frequency. Then, the MPG further takes the definite frequency source for
multiple phase generations so that each clock phase is equally separated in timing
domain. Those circuits are designed and implemented in an all digital cell-based
approach, including both of the all-digital PLL (ADPLL) [53] and the all-digital MPG
(ADMPGC) [53]. So, the output frequency is generated by concatenating delay cells
to target the required frequency. Then the delay cells dominate the frequency

accuracy and the possible ADMCG phase separation resolution. In other words, the
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number of separation phases in each clock period will be dominated by the delay cell
property. In the MB-OFDM UWB system, the signal bandwidth is 528MHz. So, the
baseband clock frequency should be no less than 528MHz (no more than 1.89ns in
period). The delay cells from the standard-cell library have the fundamental inverters
as delay cells that have a delay in the order of 100ps. Considering the
process-voltage-temperature (PVT) variations, the delay may be scaled to twice or
half, so the fundamental inverter delay may range from 50ps~200ps for every possible
operation condition. In the evaluation of proper number of clock phases in each period,
the upper bound of ADMCG phase number is eight if a,power-of-two phase number is
taken into considerations, so each phase is separated by 1.89ns/8=236.25ps. When 16
phases are designéd, each phase will be spaced by 1.89ns/16=118.37ps. This exceeds
the resolution that can be provided by a fundamental inverter cell."Consequently, the
PFTCG will take an 8-phase design for the clock generation in the point of view of

hardware implementation.

(c) Necessary OF DM symbols. for-DSTC convergence

The computation of IMASS value will determine the"alternation direction of the
PTCG clock phase. The search of the best sampling search can be achieved by a linear
or binary approach. A linear search is done by exhausted computation of each OFDM
symbol for the MASS comparison so that the PTCG clock phase approaches the
forward or backward step by step. In other words, an exhausted best sampling search
requires a total of / OFDM symbols for energy computation if a total of / PTCG
phases are designed. On the other hand, a binary search of the best sampling instance

is done by taking M/2 phase step for timing search, where the M is the phase number
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of remaining unsearched phases on a specific moving direction. The binary search

requires logy(/) steps for the best timing allocation.

In the exploration of the required sampling resolution, the worst condition should
be the case for discussion. So, the best sampling timing search is assumed to be
applied with the linear search of the most time-consumed algorithm. In the
MB-OFDM UWB evaluation platform, the preamble used for the DSTC search is the
21-repeated sync preamble. Conventionally, the 2I1-repeated synchronization
preamble is used for the autematic gain Controlling, packet detection, carrier
frequency offset estimation and compensation, ete. This implies that some of those 21
preamble symbols ‘are used for the baseline timing,synchronization and frequency
synchronization. Therefore, a reasonable estimated remaining preamble symbols can
be half of the total symbol number, 1.e. 21/2 =10.5 preamble symbols. In other words,
the design PTCG phase resolution should be no more than 10.5, otherwise the linear
search of DSTC timing search will fail'to work. In thisreference design, the suggested

number of PTCG reésolution ' would be eight-according to this design constraint.

From the three mentioned ' design constraintsy-fradeoffs and the overall system
performance profile, it is proper to divide each clock period into 8 controllable clock
phases, i.e. /=8, because this sampling phase number results in reasonable SNR
improvement or loss. Also, a clock resolution in this high frequency rate is shown to
be realizable [53]. In timing error searches, there are sufficient 21 OFDM symbols for
8-phase MASS computation. In other words, the maximum absolute-squared-sum can

be always found within 8 searches in this case.

Each sample period is planned to be divided into eight phases, for example, as shown

in Fig. 4-26, for the finite hardware resolution and limited CF value degradation.
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Therefore, the optimal sampling timing from these eight positions always corresponds

to a CF value that approaches the maximum value.
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Fig. 4-26. CF function to the corresponding sampling timing error

4-5 Summarny

This chapter proposes the'dynamic sampling-timing control scheme to search the
best sampling instance with reduced sampling frequency, signal symbol rate. For the
corner case evaluations, the sinc function, raised-cosine with roll-off factor 0.2~0.8,
and Butterworth are applied for the system performance illustrations. A characteristic
function is utilized as a indicator function for the proper sampling position search.
The simulation results reveal that the DSTC with symbol-rate sampling can
outperform the interpolation scheme under the $=0.8 rasied-cosine filter environment.
Considering the finite hardware resolution, it is shown that each sampling period can

be divided into eight phases for the best sampling instance selection. With the other
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corner filter conditions, a reasonable SNR loss can be regarded as the implementation
loss whereas a more robust and stable system is obtained with the DSTC algorithm at

reduced sampling frequency.
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Chapter 5:
All-Digital Hysteresis-Based

Clock Generator

5-1 Background and Overview

A clock generator stays active all the time,because digital signal process requires
clock trigger edge for computation. This circuit usually remains active even if a
system is not in operation. An always-on, operationsimplies that circuit continuously
consumes both of the dynamic and static power. As the power from data computation
and signal transformation. is getting lower and lower, the amount of'clock-generation
power becomes obvious. State-of-the-art clock generators with' analog design
approaches consume the power .in the order of ImW to 10mW! with large area
occupation and “poor. process portability. -Although the (cell-based) digital clock
generator provides a reduced power, it still remains a power higher than 100uW. This

disables portable devices for long-duration.applications:.

Accordingly, this chapter addresses a low-rate clock source design with an
all-digital circuit approach in the sub-100uW power consumption. A clock source
requires variable delay generation elements, and this hysteresis-based clock generator
focus on the delay cell innovation in the architecture and circuit level improvement.
The design goals of those delay elements are to provide a variable propagation delay
elements with most economic area and power consumption. The role of this hysteresis

clock generator is introduced as shown in Fig. 5-1.
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Fig. 5-1. The role of the dynamic sample-timing control in the power and data proximity scheme

Digitally-controlled oscillator (DCO) is a key module to the designs of all-digital
phase-locked loops (ADPLL) [61][62], all-digital delay-locked loops (ADDLL) [63],
and all-digital multi-phase clock generators (ADMCG) [38][63] that are becoming
more and more widely used in SoC applications and system-level integrations. Instead

of the utilizations of voltage-controlled oscillators (VCO) in the analog-based PLLs,
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which have difficulty in charge-pump designs, leakage minimization, and tradeoffs
among supply voltage, gain, and bandwidth as circuit process moves toward deep
submicron technology, the DCO possesses the merits of easier porting between
different circuit processes, voltage scaling, and the power minimization. Moreover,

the feature of the all-digital approach minimizes the control and integration efforts.

The power consumption, however, is a major design challenge in a DCO design.
It is found that the DCO power, depending on variant operating frequencies, occupies
50%~70% power of the targeteircuits [38][64]: Moreover, state-of-the-art DCO
designs have two majorsdrawbacks: (i) the absolute DCO poewer increases and (ii) the
DCO occupies higher power ratio in the target eircuits,” as the operating frequency
becomes lower, Therefore; this- confines the uses, of the DCO in low frequency

applications, especially in the power-critical or battery-less systems [65].

The DCOyhas been proposed in several architectures. The cufrent-starved DCO
[66] changes delays by modifying supply current that provides high delay resolution
but also features high static power consumption. The LC-tank DCO [67] requires
dedicated layout design, althougha high delay resolution 1s maintained. Consequently,
standard cell based DCOs have" been proposed for better design portability.
Straightforward delay elements, buffers/inverters [61] and or-and-inverter (OAI) [63]
logic cells, present high power and poor linearity with insufficient delay resolution.
The digitally-controlled varactor (DCV) has good delay resolution, but the power is
still unacceptable. Therefore, the hysteresis delay cell (HDC) was proposed [52] for
the tradeoffs between power and delay resolution, which was the first use of HDCs in
a DCO design. The HDC was used to generate a delay range equal to the one in a

multiple of inverters, in a simple topology, instead of cascading lots of inverters. This
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previous HDC, however, does not possess better power feature than an inverter.
Consequently, this work addresses (i) the proposal of a HDC set (on-off, cascade, and
nested) with low power features and (ii) a power-of-two delay stage DCO (P2-DCO)
which is easily achieved by the proposed HDC set. These two features accordingly

overcome the challenge in DCO power reduction, especially in a sub-100MHz design.

5-2  The P2-DCO Architecture

The power-of-two digitally-controlled. oscillator (P2-DCO) is designed that
every segment in the delay. line has a delay in the power-of-two descending order. So,
each segment performs'a propagation_delay either half of previous segment or twice
of the next one. Fig. 5-2 illustrates/the architecture of the P2-DCQ  that is partitioned
in a coarse-tuning stage and two-fine-tuning stages. The coarse-tuning stage applies
hysteresis delay:cells (HDC) as essential delay. €lements in-variant topologies (on-off,
cascade, and nested). According to,the HDC delays that cover a specific range, they
are further defined asvery-large=scale HDC (VLHDC), large-scale HDC (LHDC),

medium-scale HDC:{(MHDC), and small-scale HDC (SHDC), in'terms of delays.

The coarse-tuning stage is composed of VLHDCs and LHDCs, and multiplexers
are used to determine if a VLHDC or a LHDC is in the signal propagation path or not.
Moreover, an AND logic gate is used to block an input signal transition when the
VLHDC or the LHDC is not selected. Both the VLHDC and LHDC can be internally

sized and concatenated for different delay generation.

The MHDC and SHDC constitute the first fine-tuning stage. Both the MHDC
and SHDC are able to switch the propagation delay internally, instead of the use of

multiplexers. In the second fine-tuning stage, also the final delay tuning stage, a MOS
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gate capacitor (MGC) is applied to generate variant combinations of output loadings
for delay fine tunings. The gate capacitance is also arranged in the power-of-two
ordering style by increasing a transistor gate width or combining transistors in a

multiple of fingers.
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Fig.'5-2. The power-of-two delay stage:DCO block diagrams

5-3 Coatse Tuning Delay Cells

The coarse-tuning .stage, contains twe ¢ircuit-forms, EHDC and VLHDC, as
shown in Fig. 5-3. The LHDC (or VLHDC) are designed to. generate a delay that is
several tens (or hundreds) times larger than a minimum-sized inverter in the same
manufacturing process. This is achieved by increasing output rise-time or fall-time
and at the same time avoiding large short current sink in the next stage to maintain the
low power purpose. This is achieved by the use of Schmitt-trigger cells with the

hysteresis phenomenon.

5-3-1 Large-Scale Hysteresis Delay Cell (LHDC)

A LHDC is designed by an inverter chain internally cascaded with a header or a

footer cell as shown in Fig. 5-3(a). The degeneration form of the LHDC can be found
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in the low power Schmitt-trigger architecture [70]. The internal voltage V, and V,, are

expressed as

I/in " RHVSS + I//,n (Rn — 1)

Vi |up1=on = R+l Z 1
0+  + _
I/in R})VDD_ | I/t,p ‘ (Rp - 1) (5 1)
Vp |Mni=on = +
Ry +1 Ry +1

where the R,=(k, 1/k,12)1/ 2 and R,=(k, I/kpg)l/ 2 with the transconductance k, and ky
for a NMOS and a PMOS, respectively. The MOS threshold is denoted by V;. It can
be found that the node V), is equal to VDD. when the transistor MP1 is operated at ON
state. As a result, the internal.delay chain of a LHDC is equivalently regarded as a
voltage scaling with.a supply voltage VDD '=VDD- V| vipi=on 0t VDD =V ,-VSS|uni=on-
Therefore, an inyerter propagation delay (#,).in the internal delayschain is expressed

by the first-order.approximation

S-1

@r 1 1
tpx Y — + 5-2
’ ;2VDD'(kp,s = (5-2)

where C; is the output loading appeared in each mverter outputnode. The £, and &,
denote the transconductance in.the s-th inverter, and:the capital S represents the total
number of inverters in the LHDC. Due to the hysteresis property, the LHDC does not
cause large short current sink when the input signal behaves a slow rise- or fall-time

transition.

5-3-2  Very Large-Scale Hysteresis Delay Cell (VLHDC)

The VLHDC is designed by a nested cascaded LHDC as shown in Fig. 5-3(b).
This VLHDC provides several hundreds times cell delay of a minimum size inverter.
The static behavior of the VLHDC is stated as follows. Assume the input voltage V7,

has a transition from low to high. Then the input voltage propagates to the output of
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the Level-1 delay block. This also turns on the transistor MN2 and disables MP2.
When this input transition propagates to the output level-2 delay block, the transistor
MN3 is also turned-on. The output signal of the final-level delay block may directly
enable the MN1 or turn on the MNI1 after an optional buffer delay chain. This can
control the propagation delay of an input change. Note that the V,; and V,, are
isolated by two transistors cascaded before the MN2 and MN3 are turned on. This
implies that the propagation delay in each nested level is balanced. This has the
advantages that the signal propagation in each level block can be operated in the
lowest VDD’ (VDD '=VDD-K,; ot KDD-V,5) as long as,the threshold voltage is small
enough, and guarantees the VLHDC can be nested deeper. with each level block

performs the similar propagation delays.

The calculation of the propagation delay-is on a similar basis of the LHDC
circuit, except the footer ‘cell (MNI1) and the header cell (MPLl), Therefore, the
derivation of V,; and V,, ean be referred to Eq. (5-1) that R, is modified to the
equivalent transconductance of {MNI1 and=MN2}:or {MNI and: MN3}. This gives

new V,; and V), valués, resulting in the propagation delay ealculated from Eq. (5-2).

VDD
MP1 | lr:
MP2 Vv, J
Vi Vou :’_[:
>.---
MN2 M —I
Internally

Cascode — |
Delay Chain MN1 [

L

VSsS

(a)
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Level-1 Level-2

MN1 ||

Internally |
Nested
Delay Chain VSS

(b)
Fig. 5-3. The propesed delay cells (a) large-scale hysteresis delay cell (LHDC); (b)

very-large-scale hysteresis delay cell (VLHDE)

Fig. 5-4 illustrates the fastest LHDC cell schematic, defined as LHDCO, and the
corresponding waveform behavior. The LHDCO shown in Fig. 5-4(a) is equivalent to
a dual inverter cascaded with a PMOSrheaderrandma NMOS footer. During the
propagation of input signal to Qutput, the Vi and V, nodes provide the necessary
pull-high and pull-down voltages as depicted in Fig..5-4(b), When the output is tied to
logic high, the Vy; provides the necessary voltage level whereas the V, concatenated
to the NMOS footer cell has a floating voltage level. The signal level eventually
propagates to the final stage that has the output signal, V¢, feedback to the header and
footer cell for the charge and discharge path controlling. This signal level of this
feedback node is kept floating centered at VDD/2 voltage level. This only provides
sufficient turn-on and turn-off voltage for the header and footer cells. With those
properties, the propagation delay from input to output has rather large value so that it
can perform a long delay compared to a conventional inverter cell. The current profile

of LHDCO can also be found in the waveform plot. The current is in the scale of
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10pnA, and the peak value occurs at the rising or falling edge of both the input and

output signals.
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Fig. 5-4. The example case (a) LHDCO schematic (b) LHDCO generated waveforms
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Fig. 5-5 illustrates the smallest VLHDC cell that is defined as VLHDCO. This
VLHDCO is equivalently composed of four buffer cells with serial cascaded header
and footer cells as shown in Fig. 5-5(a). The logic behavior from Vi, to Vy is equal
to an inverter. The internal nodes providing charge and discharge level (V,1~Vp3 and
Viai~Vy3) are in order changed to floating, tied-high, or tied-low, according to the
input signal transitions. The floating nodes for header and footer cell controlling are
used to turn on or turn off the corresponding charge and discharge paths. The overall
current sink is also illustrated. The peak current is about SOuA occurred at the input
signal transitions, and the rest time of signal propagation has current profile in the

order of 1A, providing an overall current in sub-1pA scale.

Vir Vit rh::::;ﬁi Vi
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Fig. 5-5. The example case (a) VLHDCdschem&v@‘VbH‘BCO generated waveforms
| - . - a - | : = | .
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5-4 Fine Tuning Delay Cells
The fine delay tuning is achieved by two stages. The first stage is composed of
MHDC and SHDC that generate delays about 0.01~10 times of a minimum sized
inverter. Both the MHDC and SHDC perform the hysteresis phenomenon. The second
fine-tuning stage is designed by the MOS gate capacitance (MGC) for sub-pico-scale

delay tuning.
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5-4-1 Medium/Small-Scale Hysteresis Delay Cell

The MHDC and SHDC is designed on a Schmitt-trigger circuit basis, as shown
in Fig. 5-6. When both transistors Mp switcu and My switcu are in the turn-off state,
the MHDC and SHDC degenerates to a conventional Schmitt-trigger-based delay cell
[70]. When the HDCs are operated in the Schmitt-trigger mode, the hysteresis
phenomenon appears, and provides a longer propagation delay. As the Mp swircn and
Mn switcn are switched to the turned-on state, a direct charge or discharge path exists
in the output node, resulting in a normal_ inverter behavior. Consequently, the on-off
HDC has its naming fromythe on-off behavior of the switch-transistors. In other words,
the switch transistor determines if the circuits perform the Sehmitt-trigger behavior or

not, resulting in ashundred pico-second delay difference.

The delay analysis can be found from the hysteresis or inverter behavior. When
the switch transistor is turned-on, theeMHDC in Fig. 5-6(a) (cascade inverters) and
SHDC in Fig. 5-6(b) (an inverter withrequivalent~half W/L) iperform similar delay
propagation. When_the circuits turn into the Schmitt-trigger mode, the internal node
voltage and propagation analysis for the MHDC' can. be found in Eq. (5-1).

Furthermore, the V, and V,, of the SHDC in Fig. 5-6(b) is expressed [71] as

{Vn =VbD —Vt,n —Rn(Vin —Vt,n) (5 3)

Vp = Rp(VDD +Vip —Vin)—Vt,p
where Vi, and V, are the threshold voltage of a NMOS and PMOS, respectively. The
effective propagation delay by voltage scaling VDD =VDD-V, provides smaller delay
than that of the MHDC. As a result, these MHDC and SHDC cells provide
exclusively two delay values for adjustment. This delay generation concept by

maintaining or destroying the hysteresis property can be applied to every possible
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Schmitt-trigger design form. This work only illustrates the discussed two forms for

the consideration of power consumption and delay range.

VDD

Mp switc I

1=
2
1

:

MN,SWITCH —I_

VSS

(a

(b)

Fig. 5-6. The proposed delay cells (a) medium-scale hysteresis delay cell (MHDC); (b) small-scale

hysteresis delay cell (SHDC)
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Fig. 5-7 demonstrates a MHDC cell with the smallest design scale. This is
defined as MHDCO with the schematic shown in Fig. 5-7(a). As the switch transistors
are turned off, the MHDCO degenerates to hysteresis mode with the behavior like the
type in LHDC. The corresponding waveforms are shown in Fig. 5-7(b). When the
switch transistors are turned on, this MHDCO becomes a normal buffer with dual
cascaded inverters that can be defined as the inverter mode. The delay resolution
comes from the delay difference between the hysteresis mode and inverter mode.
Accordingly, a delay overhead exists in the delay chain if the MHDCO is placed in a
certain delay path. The current profile in the hysteresis mode and inverter mode is
also shown. The curgent sink-in the hysteresis mode promises the values from the
LHDCO that is in the level of 10pA scale. When the operation is changed to the

inverter mode, the current rises to about 30 pA.

An example of SHDC eell is also shown'in Fig. 5-8. The schematic in Fig. 5-8(a)
is also composed of a hysteresisstopology in addition to the broken path for SHDC
degenerated to a conventional inverter cell.-Similarly, the delay resolution also comes
from the delay differénce between the hysteresis and inverter ‘modes as illustrated in
Fig. 5-8(b). Accordingly, the delay in the inverter mode is also considered as the
overhead in a delay path. This current level is a little higher than that of a MHDCO
cell. The current sink in the hysteresis mode is around 30 pA, and a similar level of

current sink is in the inverter mode.
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Fig. 5-7. The example case (a) MHDCO schematic (b) MHDCO generated waveforms
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Fig. 5-8. The example case (a) MHDCO schematic (b) MHDCO generated waveforms
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5-4-2  MOS Gate Capacitance (MGC)

The MGC provides a sub-pico-second delay resolution for final stage fine tuning.
The delay is generated by the use of a MOS gate capacitor. The MGC is placed at the
output node of the last stage in the delay chain as an extra output loading.
Consequently, a digitally-controlled code that is provided to the MGC slightly

changes the output delay, resulting in a high resolution P2-DCO design.

5-5 Simulation Results and Comparisons

The proposed delay cells are evaluated in the design of.the P2-DCO operating at
SMHz and 200MHz; respectively. The |circuit sprocess 1s 90nm standard CMOS
technology. The rest evaluations-are simulated using"the. HSPICE simulator, and the
comparisons ar¢ done by rebuilding the published approaches under, the same circuit

process.

The features'of the P2-DCO “are listed in Table 5-1. The delay range of each cell
is provided by a slightly modification of transistors’ sizes. The property of the
power-series delay chain  illustrates that each delay segment provides an
approximately twice delay of the next'delay stage and half delay of the previous one.
Consequently, the P2-DCO enables the covering a period range from 0.1ps to 132ns

in this design.

The power in the coarse-tuning stages is in the range of 0.29~25.66uW. The first
fine-tuning cell has the power about 0.1pW, and the second fine-tuning MGC
provides the delay resolution 0.1ps. Compared to the most commonly-used
coarse-tuning cell (an inverter or tri-state buffer [52][63][68]), the proposed VLHDC

and LHDC at least achieve power reduction by 97.33% and 93.31%, respectively. In
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the hundred-pico-second tuning range, the MHDC and SHDC enables about 75.85%
power reduction when compared to the equivalent delay-scale approach (HDC [52]).
The second fine-tuning delay is achieved by an added-on output loading in an
inverter’s output. Therefore, the power of the fine-tuning cell is measured from the
incremental power compared to a pure inverter power. The simulation shows that the
MGC consumes the incremental power about 0.1uW, which is only 2.16% and 4.5%
of the published long-delay DCV and short-delay DCV approaches [52][68],

respectively.

The power and delay characteristics of each delay eell are imply the overall DCO
power performance, ~The DCO dynamic power Pqpco 1S proportional to total
consumed energy in each delay cell divided by total delay, and a general expression is

given by

Z(Dk tPar) Z(Dk - Pax)
= _~ ZZZ(Rk - Pax) (5-4)

k
D 2
; k

Pa.pco o«

where Dy is the propagation delay of each delay cell that corresponds to the
dynamic power Pgx. The delay ratio Ry is defined by a cell delay over the period T.
Note that the DCO power Pypco is not a function of its operating frequency, because
only a single cell in the delay chain is activated at every instance rather than whole
cells swing together. For instance, the VLHDC in Table 5-1 provides the largest delay
ratio Ry when used in the delay path. Moreover, the power feature of each proposed
delay cell is listed, which is measured by continuously switching the cell output for

the charge and discharge power calculation.
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The P2-DCO is composed of the SHDC~VLHDC and MGC. Table 5-2
illustrates the P2-DCO features and comparisons with the linear-DCO approach [52].
The delay line in the linear-DCO requires 2048 (and 32) inverters at frequency SMHz
(and 200MHz)" to achieve the target delay (half period). Accordingly, it requires 2048
(and 32) NAND logic gates and 2048 (and 31) multiplexers for delay path gating and
selection, respectively. On the other hand, the P2-DCO requires only eight (and four)
delay segments in the first coarse-tuning stage. Consequently, only eight (and four)
AND logic gates, and eight (and six) multiplexers are required for the delay
generation. Assume minimum size is applied. to (all, logic gates (inverter: W/L=
0.6um/80nm; NAND: W/L=-1.2um/80nm; AND: W/L=1.4um/80nm; Multiplexer:
W/L=3.0um/80nm), and the total required W/L is also summarized. It is found the
total area is saved by 98.9% (and 36.4%). This arca reduction also implies the static
power saving, ‘especially in a deep-submicron process. It is found that the P2-DCO
achieves 93.67% (and 16.7%) static- power reduction. In the ‘dynamic power
exploration, it is again referred tewEqe(5=4)~that*Pgg and Ry determine the total
dynamic power. The linear-DCQ regardless of operating at SMHz or 200MHz utilizes
the same logic cells (unchanged. Pgx), and the used inverters, NAND gates, and
multiplexers are increased in the same ratio (unchanged Ry). As a result, the simulated
dynamic power does not change too much (150uW at SMHz 355ns/ and 140uW at

200MHz).

In the P2-DCO case, however, the 200MHz P2-DCO consumes 40uW due to
fewer multiplexer used and less power density of VHDC~SHDC. When the P2-DCO
is operated in the SMHz case, the dynamic power is largely reduced to SuW. This is
because a low-frequency P2-DCO applies mainly a LHDC or even a VLHDC in the

delay path that provides a much smaller P4k and larger Ry, resulting in a tremendous

-135-



power reduction, as shown in Fig. 5-9. Moreover, the required delay stage and
multiplexers in P2-DCO are proportional to O(log2(D)) to achieve the target delay D
compared to that in the linear-DCO, which is proportional to O(D) and O(2°) for the
delay stage and multiplexers, respectively. Moreover, the multiplexers used for the
delay path selection are also largely shrunk. The challenges of designing a P2-DCO
are to guarantee a monotonic delay behavior when the control word increases.
Therefore, every later delay stage is carefully sized to be about half delay than the
previous one in both the best and worst process-voltage-temperature corner cases.
Since the MGC provides a linear behavior, it«s used for the fine-tuning to guarantee
the DCO is able to cover every desired delay value. Finally, the overall comparison to
the state-of-the-arf:DCOs are shown in Table 5-3. The designéd P2-DCO requires
17-bit control word length, operating in the" frequency range 1MHz~250MHz. The
LSB of the control word provides an about:0.05ps delay resolution. Note that the
proposed P2-DCO DO NOT NEED any control word decoding, since the delay path
selection is already designed in the~formatrof two’scomplement or, in other words,
the power-of-two ‘delay:stages. “With this proposed approach, the PS-DCO provides

the least power consumption (SuW@5SMHz, 40uW@200MH?Z) in the state of the art.
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TABLE 5-1. DELAY CELL SUMMARIES AND COMPARISONS

Delay Normalize
Design Basis Power(uW)
Res.(ns) Power
Std. Cell INV[ 63] 0.1 46.18 1
VLHDG; 66.86 0.34 0.74%
Coarse VLHDC, 30.004 0.45 0.97%
) Nested HDC
Tuning VLHDC, 15.01 1.07 2.32%
VLHDC, 7.33 1.2 2.60%
Cascode HDC LHDC, 3.666 3.14 6.80%
Std. Cell HDC[52] 0.12 106.25 1
MHDC, 1.788 14.76 13.89%
1*-stage
) ) SHDC; 0.734 29.62 27.88%
Fine tuning On-off HDC
SHDC, 0.378 25.05 23.58%
SHDC, 0:204 22.62 21.29%
DCV=ED[52] 0.02 23.14 1
2"_stage Std. Cell
) ] DCV-SD[52] 0.01 13.87 59.94%
Fine tuning
MOS gate cap. MGC 0.1~50f 0.5 2.16%

TABLE 5-2: DE€O SUMMARIZES'AND COMPARISONS

Linear DCO [52] Proposed P2-DCO
200MHz SMHz 200MHz SMHz

Delay Cell W/L, 173:6pm e 2996pm . "84.96um  425.04um
Multiplexer W/L 93um 6141 1im 6pm 24pum
Misc. W/L N/A N/A 8.92um 11.2um
Total W/L 266.6um  9137um  99.88um  460.24um
Static Power 0.155pW  3.13uW  0.186pW 0.2uW
Dynamic Power 140pW 150pW 40pW 3uW
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TABLE 5-3. COMPARISONS TO THE STATE OF THE ART

TCAS2°07 TCAS2’05 JSSC’05 JSSC’03 JSSC’04
This Work
[52] [68] [66] [63] [61]
0.35um 0.18um 0.35um 0.35um
Process 90nm CMOS 90nm CMOS
CMOS CMOS CMOS CMOS
Supply
Voltage (V) 1 1 33 1.8 33 3
Control
Wordlength 17 15 15 5 12 7
Operation Range 1-250 191-952 18-214 413-485 45-510 152-366
(MHz)
LSB
Resolution (ps) 0.05 1.47 1.55 2 5 10-150
Control NOT-Required Required Required Required Required Required
Decoding d d d d d q
Power 5uW(5MHz) 140puW 18mW 170-340uW 50mW 12mW
Consumption 40uW(200MHz) (200MHz) (200MHz) (static only) (500MHz) (366MHz)
5-6 Summary

This chapter proposes several topoelogies for hysteresis delay eell schemes that

are applied to the digital control.oscillator circuit design. The HDC cell provides low

power profile thatiis benefited especially in the low:frequency large delay applications.

The hysteresis delay cells ‘are proposed in terms of . SHDC, MHDC, LHDC, and
VLHDC four topologies. Those proposed HDC cell reduces the power from 72.12%
to 99.26% compared to the conventional used standard cells. The designed DCO

targets on the low frequency range, say sub SOMHz. In the designed SMHz operation

frequency, the dynamic is saved by 98%, and the area is saved by 94.96%.
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Chapter 6:
Case Study

6-1 Introduction

The evaluations of the proposals from previous chapters are achieved by the
high-speed multi-band OFDM (MB-OFDM) ultra-wideband (UWB) baseband
processor or an in-house designed Wireless-Body=on-The-Chip (WiBoC) platform for
the wireless body area network (WBAN) applications, which aim at micro-level

power consumption and highly integration capability.

Main Contributions
(OFDM:Baseband Processor)

A A
ADIQMC RF Calibration
DSTC Data Converter Controlling
Digitally-Based
Analog Circuit ESCG External System
Calibration/Controlling Component Elimination Level
A y
--Y--- Y
‘ HDC CIOC!( | Architecture
Source Design Level
DCGPC Chip -
Digital Implementation
Design o
Circuit
Level
cea¥en Y
Baseband Processor
(a)
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Fig. 6-1. The role of the chip implementation in the power and datasproximity scheme (a) design

hierarchy; (b) design building blocks

Beside thesimplementation of the signal-proeessing-based ADIC RF calibration
and DSTC computation, this part will take.some more transistor-level implementation
approach to achieve the micro-power target as illustrated in Fig. 6-11 This techniques

will also appliedito the whole baseband processor for the maximum power saving.

6-2 Case 1: MB-OFDM UWB baseband processor

6-2-1 Baseband Modem Designs

The baseline signal modulation and demodulation are illustrated in Fig. 6-2. In
the transmitter side, the signal bit stream from the media access control (MAC) layer
is first encoded by the forward error control (FEC) code. The output of FEC encoder
is represented as bit stream, too. The mapper block takes every one bit or two bits to
modulate them into a BPSK or QPSK symbols, depending on the transmitted data rate.
Then some pilot tones are inserted into this symbol stream so that the receiver side

may use the pre-known information for timing or frequency synchronization.
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Afterwards, an inverse discrete Fourier transformation (IDFT) function block takes
the complete symbol stream for the OFDM modulation. Before the digital-to-analog
conversion (DAC), the OFDM symbols are reshaped by a pulse shaping block that
may perform upsampling digital filtering for spectrum issues or reduce the
peak-to-average power ratio (PAPR) by some pre-distortion signal processing. Then,

the data converted analog waveforms are carried out by the RF front-end circuits.

MB-OFDM UWB Transmitter Side

1-bit 1-bit 1-bit 6-bit 5-bit
1-bit —> ; > > > >
—| _FEC L' Mapper Pilot IDFT Pulse DAC ToRF
From Encoder | Insertion | ] || Shaping | )] |, front-end
MAC
1-bit 1-bit 6-bit 5-bit
(a)
MB-OFDM UWB Receiver Side
8-bit 6-bit 6-bit 6-bit 6-bit
1-bit ; | — — —] — F RF
FEC L Equall_zer/ DET Freq. Timing ADC frortn .
To Decoder Tracking | ] Sync. |ed Sync. [ | Tront-en
MAC
6-bit 6-bit 6-bit 6-bit
(b)

Fig. 6-2. Block diagrams in the-MB-OFDM WUB transceiver (a) transmitter (b) receiver

On the contrary, the receiver side applies a timing synchronization block after
analog-to-digital conversion circuits that receive analog waveforms from the RF
front-end circuits. This timing synchronization block detects when a desired packet
comes so that the following decoding mechanism may wake up for signal
demodulation. Moreover, the timing synchronization may also be in charge of
generating the best symbol stream that can be provided for the later signal decoding.
After the timing synchronization, the corrected recognized symbols are further

calibrated by a frequency synchronization block. This frequency error may come from
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any non-ideal circuit implementation and mismatches between a transmitter and a
receiver in either a RF circuit or a baseband circuit that may present in terms of a
carrier frequency offset (CFO) or sampling clock offset (SCO) phenomenon. Next,
the time-domain calibrated symbols are transformed to the frequency domain by a
discrete Fourier transformation (DFT) circuit. The frequency-domain signals are
composed of primitive information signal and the channel effects. So, the equalizer is
applied to estimate the channel information and compensate the channel response.
Although the equalized signals are good enough for later bit-stream decoding, the
SCO effects slowly distorts the incoming signals, Consequently, a tracking
mechanism is applied to guarantee the stability of-the decoding quality after the

equalization. Finally, the FEC decoder outputs the primitive inforfation.

System Specifications

| |

Behavior Simulations | 0 Hardware
(MATLAB) Architecture

| !

Wordlength
Determination

} |

Pattern Generation Hardware Output

A

A

Bit Truncation

Function
Match

Fig. 6-3. Developments and verifications between system behavior and hardware implementation

The signal flow of Fig. 6-2 requires the definition of bit length (word length) of
each building block operation so that the hardware may be implemented in the
corresponding complexity and performance requirements. The determination of bit
length is in accordance with the system performance in which an acceptable SNR loss

is allowed for the hardware bit length reduction. The total allowable SNR loss is no
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more than 3dB in the whole implementation flow. This 3dB design budget is dispread
to every possible building block. An in-depth discussion of the quantization
evaluations and measurements can be further directed to for complete simulation
result disclosure. The brief verification relationship is shown in Fig. 6-3. Based on
this baseline modulation and demodulation processor, the added contributions are

placed on this platform for the illustration.

According to the baseline signal flow shown in Fig. 6-2 and the proposed
contributions DSTC and ADIC RF calibration, the block diagram for this proposal is
illustrated in Fig. 6-4. This shows the proposed half-duplex UWB-based modem. The
whole baseband system 1s driven by theé clock . generated from an all-digital PLL
embedded in the chip, and this all-digital .PLL ‘generates 528MHz and 1056MHz
clock sources from an external 33MHz crystal. In order to make. the radio signal
easier satisfying power spectrum mask, the baseband signal go through a digital filter
with 2x processing rate, i.¢: 1056MHz, and sampled by 5-bit DACs before analog
circuits. In receiver side, a clock rate with only 528MHz is applied to 5-bit ADCs to
prevent from extra ADC power consumption due to-higher.sampling frequency. To
guarantee the signal integrity of sampled data, this 528MHz clock source of ADCs is
selected from an all-digital multi-phase generator (MPG), which generates 8
even-delay clock sources in 1.8939ns (1/528MHz), by the dynamic sample-timing
controller (DSTC). Moreover, clock drift due to TX/RX clock frequency
inconsistency is corrected in clock drift tracking. Furthermore, sampled signals are
calibrated in digital circuits with I/Q mismatch effect due to non-balanced RF circuits.
This mismatch can be detected with gain error < 1dB and phase error < 10 degree.
The other standard compliance parameters of £25ppm carrier frequency offset (CFO)

and sampling clock offset (SCO) can be estimated and compensated. The parallel
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architecture is also applied in OFDM modem. A 128-point parallel pipelined (I)FFT
and division-free channel equalizer are exploited to achieve high throughput

requirement.

FEC OFDM TX/RX

2 TX Band Selection
| Encoder X P 5-bit
2/ DAC A )
S [
MAC af o
All-Digital PLL528MHz
PLL
| Decoder }. (ADPLL) Ref. Clock
2! ) 33MHz CLK
I ‘ ' ENaY~
Dynamic — | Phase-Tunable
—— OFDM TX/RX Sample-timing |£wr Clock
1. System Clock : 132MHz Control Bwrd Generator RE
2. Throughput : 1056Mbps (DSTC) (PTCG)
CLK
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Fig. 6-4. The block diagrams of the proposed MB-OFDM [UWB baseband processor

The parallel-four data-path is globally applied to this baseband processor. Due to
the high signal bandwidth, say 528MHz, the fundamental clocking speed is operated
at the same 528MHz frequency. This high frequency operation approaches the speed
boundary of the logic computation or numeric calculation without pipelining in
present technology process. This results in the architecture of parallel-four baseband
architecture. Accordingly, the timing synchronizer, frequency synchronizer, (I)DFT,

and channel equalizer have to correspond to the designed architecture. The
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exploration of parallel-four architecture is also disclosed in the work in detail. This
results in the parallel-four architecture in the DSTC and ADIC RF calibration designs
that are regarded as the main focuses of this work. Thus in the following, only the

ADIC RF calibration and DSTC will be explored more in the literature.
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Fig. 6-5. The proposed wideband adaptive ADIC [/Q mismatch calibration/scheme

Fig. 6-5 shaws the architectute of ADIC RE calibration citcuit: With IQM effects,
each OFDM subcarrier is interfered by the one from the symmetric index in spectrum,
and the gain and phasetvalues are thus distorted, resulting in non-square QPSK
constellation. By this digital signal-process-based calibration, the transceiver
automatically separates subcarrier interference and compensates signal distortion. To
extract gain and phase errors, distorted pilots from two spectrum symmetric indices
are subtracted from clean pilot values. Then the differences are compensated by
estimated CFR, which is also IQM distorted. Therefore, a complex reciprocal is
applied to eliminate this non-ideal channel estimation effect, and extracts the error
parameters. For lower hardware cost, this reciprocal is also shared with IQM

compensation circuit. The solvable IQM range with signals clipped by the 6-b 1/Q
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ADC can be up to 2dB gain and 20 degree phase. The ADIC RF calibration is
achieved mainly by the signal process and the error function calculation. The efforts
of the hardware implementation are to design a speed-achievable building block for

the gain and phase error calculation.

The overall DSTC operation is illustrated in Fig. 6-6. It guarantees ADC
operating at signal Baud rate without loss of signal integrity. The control circuit takes
preamble and determines whether the data from ADC is sampled at the eye-open
positions, and a corresponding, Ferward or Backward command is sent to ADMPG.
The resulting ADC-driving clock then comes earlier or later by +£236.7ps. Note that
any decision to ADMPG is made during band: transitions: This guarantees each
OFDM symbol is sampled from the same clock phase. Te satisfy the high throughput
requirement, the parallel-4 architecture is exploited: The input signals are compared,
and the differences are acecumulated. The.accuracy of difference accumulation is
easily influenced by CFOueffect and quantization™ word-length. To avoid CFO
problem, an innerzproduct correlation is applied for any signal comparisons. This also
results in reduced -“complexity due to calculation in real number, and signal
word-length can be enhanced under such a high throughput requirement, resulting in
more accurate accumulation. Moreover, it is unnecessary to sum up all difference
values. As long as any overflow or underflow flag occurs, a forced-decision can be
made to control the ADMPG. This effectively reduces 50% hardware cost and
computation time of this high speed and high resolution accumulator, resulting in
lower power consumption. This circuit consumes 1.9mW, which occupies only 6.8%

of total chip power.
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Fig. 6-6. DSTC block diagram and operation architecture

6-2-2 Phase-Tunable Clock Generator

An all-digital sphase-tunable clock generator (PTCG) provides eight clock
sampling candidates for phase .selection, and outputs-a specific one according to the
e calculated in Eq. (4-23). This PTCG phase-tuning is achieved within a few cycles,
and a clock output during this tuning period is glitch-free. Fig. 6-7 presents the
proposed PTCG, which primarily consists of an ADPLL, a time-to-digital converter
(TDC), and a cell-based delay line. Initially, the ADPLL is locked to the target
frequency with the period Trer. This generated clock is used as a reference source for

multi-phase clock generation.
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Fig. 6-8. The proposed time-to-digit converter (TDC) in the PTCG

In the earlier DLL-based multi=phaserclocksgeneration approach [53], the TDC
enables a delay line locked to a single clock period (Trep), giving a Trer/8 in each
delay stage. In a high=speed cell-based DLL design, however, maintaining such a
short delay and a high resolution simultaneously is difficult. Thus, in this design, the
TDC measures three periods and makes the DLL lock to 3xTrgg. After the DLL is
locked, each delay stage presents a 3xTrpr/8 delay. Hence the minimum delay
constraint for each delay stage (D) is extended to three times its original value.
Moreover, the numbers in the numerator and denominator of the delay fraction 3/8 are
not divisible by each other. As a result, the generated phase P,,-¢-; after each delay

cell presents a unique fraction of the period.
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Fig. 6-8 shows the proposed TDC design architecture. The TDC takes the input
PLL528 from the ADPLL. From this PLL528, a PULSE IN signal is internally
generated with a pulse width of 3Trgr as the TDC delay line input. A flip-flop is
inserted between each pair of delay elements (D1pc) in the delay line to latch data.
The trigger event of all the flip-flops occurs at a PULSE IN falling edge, and a
latched data vector is encoded in a variable RANGE to the PTCG controller.
According to the RANGE, the controller determines whether the periods of both
PLL528 and PULSE IN are correctly generated to avoid a false lock in this loop.
Then, the PD of the PTCG, continues fine-tuning the delay of the delay elements to

improve the accuracy of the output phase position.

An example is shown here. The delay between the PLL528 and PO is 3x(3Tgrgr/8)
= 9xTgrer/8. Therefore, the PO phase shift to the PLL528 is Trep/8 = {(9%Trer/8)
modulus Trgr}.. The clocks PO~P7 are generated accordingly. This PTCG takes the
estimated timing error ¢, tepresented by Forward or Backward, from the DSTC to
select a proper clock phasesfor :AADC sampling.+Fo avoid gliteches in CLK528, a
Forward command is converted cyclically to several: Backward commands by a

glitch-free controller, say a phase rotator block.

6-2-4  Simulation and Experimental Results

The proposed DSTC and PTCG are evaluated in a multi-band OFDM
(MB-OFDM) based UWB system with low-density-parity-check (LDPC) code for
error correction [54]. The signal bandwidth occupies 528MHz with QPSK and OFDM
modulations, and the maximum data rate 480Mbps is selected for following

simulations. The hardware circuits are designed in 0.13um standard CMOS process.
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Fig. 6-9 shows both the simulated and measured waveforms from the PTCG
design. This PTCG provides eight clock phases operating at 528MHz, and each
consecutive phase is separated by about 237ps. As shown in Fig. 6-9(a), the output
CLK528 is initially aligned to P5. When a command Forward is asserted, the selected
output clock phase from the multiplexer (PH SEL) counts down to zero and
cyclically rotates back to P7 and P6. As the targeted clock phase is reached, a phase
ready signal (PH_RDY) is activated to denote that the clock is updated from a new
phase. To further explain the conversion of the Forward into several Backwards
commands, P5 is again assuméd to be initially selectéd,as the system clock (CLK528),
and the value of PH_SEL changes at the rising edge of the system clock, say P5. If
CLK528=P5 is difectly updated tor CLK528=P6 before the riseof P6, a glitch may
occur. Conversely, a change in CLK528 from' P, to P, can avoid this glitch problem,
except for the"duty cycle change of CLKS528 in the phase change intervals. The
waveform in Fig. 6-9(b) plots the phase P, and P,:;. The measured' RMS and Py-Py

jitters are 30ps and 101ps, respectively:
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Fig. 6-9. Generated PTCG waveforms: (a) the simulated waveforms and (b) the measured

waveforms

To illustrate the glitch phenomenon, for example,-at the instance of PH SEL=5
to PH SEL=6 agullustrated in.Fig. 6-10, we have the value CLKS28=P5 as shown in
the brackets (1)« After PH_SEL is changed to 6, aidogic-0 in P6 (2)spush the CLK528
to zero. Afterward during the period of PH SEL=6, the CLKS528 follows the
waveform appeared in P6 (3) and'(4). To prevent from this glitch, a Backward

command guarantees a non-glitch ‘behavior during the phase changes.

Forward
Bckward H
PH_SEL 5 B 6 | 7
PH_RDY i

cLKk528 | 1] 1

Fig. 6-10. The illustrations of a glitch generation in improper forward and backward controlling
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The resulting PTCG power is 10.9mW [38] in the 0.13um standard CMOS
process. Fig. 6-11 and Table 6-1 presents both the performance and the power
reduction in this work. The scheme herein offers an improvement of approximately
1.7dB SNR over that of the 2x interpolation method. In this MB-OFDM UWRB system,
the symbol-rate is 528MHz, and the 2x interpolation scheme requires a sampling rate
of 1056MHz in the ADC circuits. The estimated power reduction is from 160mWx2
to 70mWx2 (for both I and Q paths) if the ADC circuits in [55] are taken into account.
When the baseband processor power 31.2mW [38] is included, this reduced sampling
rate results in a baseband’ power saving of (160x2-70x2+31.2)mW /

(160x2+31.2)mW =.:40% if the ADC [55] is calculated together as shown in Fig.

6-11.
140mW
Power
Reduction
ADC
Pair 320mW
Power
180mW
1.9mW
Baseband I Power
aseban
Power 29 3mW 31.2mW Overhead
w/o DSTC w/i DSTC

Fig. 6-11. The power reduction and overhead with DSTC
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TABLE 6-1. SUMMARY OF POWER REDUCTION

2x Oversampling This Work
Timing Sync. (DSTC+PTCG)
ADC Sampling Rate 1056MHz 528MHz
ADC Power (I+Q paths) [55] 160mW x 2 70mW x 2
High-rate interpolation DSTC(1.9mW)
Timing Sync. Circuits ]
computation PTCG(10.9mW)

This ADC power reduction from the reduced sampling frequency is roughly a
general case. To clarify this, a list of ADC power from both the commercial product
and academic papers is summarized. Those ADC chips from the industry, 10-bit and
8-bit ADCs, are shown in Table 6-2-and-Table6-3, respectively. The academic
research result is'shown in Table 6-4. The power consumption: of those selected chips
is illustrated in"Fig. 6-12 with the supply voltage normalized to 3V. Moreover, the
ADC power in Table 6-4 is further normalized to bit number = 8! This power-bit

normalization is-according to the equation (6-1) and (6-2).

FOM = Powei / (2" * Fy) for Niyquist ADCs (6-1)

FOM = Power / (2°" * 2% ERBW ) =--=--==--= for non-Nyquist ADCs (6-2)

where Fs and ERBW represent the sampling frequency and effective resolution
bandwidth, respectively. We apply a first-order least-square algorithm to find a curve
for the data fitting. It is found that the ADC power consumption is reduced by 56.26%
and 76.8% of 8-bit and 10-bit ADCs, respectively, and 51.2% of academic ADCs
when the sampling rate is reduced to the half. These three power reduction ratios,
56.26%, 76.8%, and 51.2%, are comparable to the result

(160mWx2-70mWx2)/(160mWx2) = 56.25% from the reference [38].
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TABLE 6-2. A LIST OF 10-BIT ADC POWER

Industry 10-bit ADC circuits

Part Number Throughput Supply Power Normalized Normalized
(SPS) (W) Supply Power (W)
LTC1850 1.25M +5V 40m +3V 14.4m
LTC2230 170M +3.3V 890m +3V 735.54m
LTC2231 135M +3.3V 660m +3V 545.45m
LTC2232 105M +3.3V 475m +3V 392.56m
LTC2233 80M +3.3V 366m +3V 302.48m
LTC2234 135M +3.3V 630m +3V 520.66m
LTC2236 25M +3V 75m +3V 75m
LTC2237 40M +3V 120m +3V 120m
LTC2238 65M +3V 205m +3V 205m
LTC2239 30M +3V. 211m +3V 211m
LTC2240-10 170M +2.5V 445m +3V 640.8m
LTC2241-10 210M +2.5V 585m +3V 842.4m
LTC2242-10 250M +2.5V 740m +3V 1065.6m
LTC2250 105M +3V 320m +3V 320m
LTC2251 125M +3V 395m +3V 395m

TABLE 6-3. A LIST OF 8-BIT ADC'POWER

Industry Device 8-bit ADC circuits

Part Throughput Supply Power Normalized Normalized Power
Number (SPS) (W) Supply (W)
AD9283-100 100M +3V 120m +3V 120m
ADY9054A-135 135M +5V 700m +3V 252m
AD9054A-200 200M +5V 781m +3V 281.16m
ADY9481 250M +3.3V 618.8m +3V 511.41m
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TABLE 6-4. ADCS REPORTED IN ACADEMIC PAPERS

Reference Throughput ) Power Normalized Normalized Normalized
Bit Supply )

Paper (SPS) (W) Bit Supply Power (W)
[72] 1.6G 8 +1.8V 1.4 8 +3V 1958.3m
[73] 600M 8 +1.8V 200m 8 +3V 555.6m
[74] 220M 10 +1.2V 135m 8 +3V 540m
[74] 110M 10 +1.2V 90m 8 +3V 360m
[75] 1G 11 +1.2V 250m 8 +3V 826.5m
[76] 800M 11 +1.3V 350m 8 +3V 985.9m
[55] 1200 6 +15V 160m 8 +3V 1137.8m
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Fig. 6-12. Pie chart of RX signal power

Therefore, the overall hardware performance may be further summarized. Note that
the proposed symbol-rate synchronization method requires both the DSTC and PTCG
circuits for timing calculation and clock generation that consume the power of 1.9mW
and 10.9mW, respectively. They occupy 6.09% and 34.93% of the baseband chip

power, respectively, as illustrated in Fig. 6-13. This PTCG provides the necessary
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clock source that is mandatory in a wireless system. This building block is not
considered as an overhead circuit since it only slightly changes the clock generation
behavior from a single clock phase to multiphase clock signals. As a result, the only
overhead of the computation circuits may be regarded as the DSTC. The DSTC is
required when the symbol-rate sampling is performed for ADC power saving. It is
calculated that the DSTC circuit occupies 6.09% of the baseband chip. Fig. 6-14
presents a microphoto of this baseband test chip. The DSTC is designed in the
synchronizer part. The PTCG includes both the multiphase clock generator and the
all-digital phase-locked loop. for clock generation. Table 6-5 shows the summary of

this test chip [38].

Timing Sync. Freq.-Sync.
11.13% 8.8%

Channel Eq.
b Despread

1QM Cal.

6.09% DSTC
29.51%

FFT

34.93%
PTCG

Fig. 6-13. Pie chart of RX signalpower
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TABLE __6-5. THE IMPLEMENTATION AND FUNCTION SUMMARY

Std. 0.13um CMOS .2

I': . Technology, - I'_ I 2

= 1.2V core, 3.3V IO ©
o i3 Dic Size || 543,975 minx3.980mm -t
= Package : .' 280-pin CQFP |
= :Fransistor Count 5 - ’ 2:25T\/II i i
:_ . Max Data Rate s ' 480Mb/s -
i Core Power (@ .
T 4soMbss (TX./:RX) 1895 @i e
FRICG Resolution 236.7ps0 ¥
= 8 L
:.. .. = ..‘ o .

Finally, an emulation platform is-app.lit;d toidem‘onstrate the decoded QPSK symbols
in the receiver side. The output shown in the serial data analyzer (SDA) corresponds
to the decoding output of the manufactured silicon chip. As a result, the decoded
QPSK symbols illustrated in a constellation map can be found in the Fig. 6-15. The
chip testing of this MB-OFDM UWB work is achieved by the Agilent 93000 tester for

logic pattern testing and power measurements as illustrated in Fig. 6-16.
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Fig. 6-16. Chip testing platform
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6-3 Case 2: WBAN WiBoC baseband processor

6-3-1 Low Power Design Flow

The low power design flow is applied to the WiBoC baseband processor
implementation. So, this implementation flow will be illustrated first before a further

explanation of the designs of the baseband processor.

The baseline flow of a digital cell-based circuit design can be described in the
hardware description language (HDL) register ‘transfer level (RTL) description, logic
synthesis for circuit mapping, (automatic) place and route(APR) for layout design,
formal checks for logic consistency, timing analysis, implementation checks in terms
of design-rule-check (DRC) and layout-versus-schematiec (LVS) checks. For a more
flexible implementation for different power budget designs, a low power design flow,
say voltage and power planning, is.introduced into this work as a standard
implementation approach. Therefore, the resulted timihg and power consumption will
be met at the balance, for this low-rate .and-small duty-cycle (active/inactive ratio)
hardware design. The applied-low power flow includes thesvariable voltage-domain
implementation. Moreover, 'in the deep-submicron circuit process, the leakage power
occupies a large ratio of the total power, so the power gating scheme is definitely
included to minimize the leakage power in the inactive circuits. As a result, the
power-domain planning is also considered in the whole chip organization so that
every building block may be active or inactive dynamically accompanied with the
voltage applied or not. To achieve the voltage and power domain organization, the
circuit synthesis and APR are the main parts in the designs, and they will be focused

in the following discussion.
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(a) Voltage-Domain and Power-Domain Circuit Synthesis

The planning of voltage-domain and power-domain partitions requires the timing
library files to provide the necessary timing information in every possible operation
conditions, ex: supply voltage, environment temperature, and manufacturing process.
As a result, an N-voltage-domain partition requires N set of timing library, and each
of them defines the best and worst operation conditions for corner timing calculations.
In the circuit synthesis, the possible voltage domains are first specified, and each
voltage domain defines what building blocks or modules are included in the voltage
domain. After the mappings between voltage domains and design modules in the
forms of HDL RTL; each voltage domain is required;to assign a set of timing library
to achieve the target timing in the operation eonditions. This is illustrated in Fig. 6-17.
During the synthesis, the constraints of clocking-speed, interference, constraints, and
switching or leakage power should be spécified. Therefore, the synthesizer will report
the timing, area, and power information of the design fietlist, and the mapped netlist is

generated in accordance withithe desired voltage and-timing constraints.

Design
Constraints Report
Timing /
] Area /
Library Power
Selection
Synthesis  |—
Power Domain
Definition
N Power-Based
Netlist
Power
Constraints

Fig. 6-17. Circuit synthesis in the low-power design flow
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(b) Voltage-Domain and Power-Domain Circuit Automatic Place-and-Route

The synthesized netlists with specific mapping libraries are used for circuit
layout designs. A preparation of corresponding timing library is also required for the
APR process. Those are used to re-calculate the timing information of the circuits
after detail wire routings between end-points to end-points. The constraint
descriptions are also necessary for the layout process. Moreover, the process
characteristics have to be provided since the property of each foundry process may

vary to each other.

The main design part in the APR flow is the power-domain planning instead of
the voltage-domain partitions..that are done in the synthesis stage. So, the
floor-planning thas to specify-the location and geometry size of each power domain.
Each power-demain may vary in terms of voltages, always=on, or on=off behaviors. If
a pair of power:domain is operated.at different voltage level, a level shifter has to be
inserted to provide the physical voltage level transformation.;When a power-domain
is operated in possible active or inactive conditions, the power gating cells are
inserted to cut off the supply current paths for-minimizing circuit sleeping current.
The isolation cell is necessary when ‘an always-on domain is not intended to be
interfered by the unknown signals from the power-off domain. Thus, an isolation cell
is placed between power-off domain and always-on domain so that this cell isolates
the unknown signals from the power-off domain and provides a preset definite signal
level to the target operation modules. The ordering of operation flow is briefly
described in Fig. 6-18. The extra circuits from level shifters and power gating cells
contribute additional circuit loading and propagation delays. Moreover, the driving

capability of the level shifter and power gating cells will destroy the overall timing
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behavior if not carefully designed. After the placements and insertions of level
shifters and power gating cells, the conventional APR flow is applied, i.e. logic cell
placements, pre clock tree synthesis (pre-CTS), CTS, post-CTS, global connection
routing, and deep-submicron signal integrity re-synthesis and re-routing. When it is
necessary to measure each power domain supply current separately, the power pads
are to provide their own power domain without connections with the power pads for
the other power domains. Accordingly, the input, output, and power pad designs are

subject to modify. The approaches to disconnect the power pads for different power

domain have two ways. One
pads between two uneo ed ai nenstration of this design

flow is discussed i
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Here shows some example topologies of a level shifter, an isolation cell, and a
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Fig. 6-18. Circuit implementation'in the low-power design flow

power gating cell. Fig. 6-19 illustrates a level shifter design. The basic ideal of the
level transformation is that a pair of inverters powered by V1 provides signals to
another pair of inverters which are powered by a voltage V2. An inverter normally
changes its state when an input level reaches Vdd/2. In the level shifter assuming a
level is going to be transferred from low voltage (V1) to high voltage (V2), it is

possible that a transition level V1/2 is much less than another transition level V2/2 of




the inverter powered by V2. This will results in a failure of level shifting. Accordingly,
it is necessary, for example, to provide PMOS headers that cut off the power path of
an inverter to be able to sense the threshold voltage. This added header definitely
provides an additional MOSFET resistor, and this will result in a non-V2 high level in
an output. So, the later cascaded inverter and buffers are used to guarantee a correct

signals level as well as sufficient output driving ability.

V2 V2

V1 V1 b_

Avi ‘&—

Fig. 6-19:-The example circuit of a level shifter

An example isolation circuit topology 1s:shown in Fig. 6-20. The"isolation cell is
simple but important in a correct powersplanning-design. When an active-low enable
signal (E) appliedto the cell, the signal level in the path from A to Z is transparent.
On the other hand, when the domain in the left-hand.side is powered off, the signal A
may possibly generate an unknown level that may affect the normal operation in the
always-on circuits. Accordingly, a high-level voltage is applied to the enable signal (E)
when the power-off domain becomes sleep. Therefore, another transmission gate
becomes active to bypass the ground level to the output Z, guaranteeing a definite
signal level provided to the active domain. Note that a PMOS header is also
concatenated to the interface inverter. This is due to an unknown signal level A may
result in a short current path in the interface inverter. This will destroy the motivation

of leakage saving in turning off some inactive design modules.
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Fig. 6-20. The example circuit of an’isolation cell

Fig. 6-21 shows a“cenceptual topology of a power, gating cell. When the SLEEP
signal turns on the MOSFET transistor, the operation current 18 provided from VDD
to Virtual VDD so that the descendant circuits are powered on for, activity. On the
contrary, a turned-off MOSFET transistor cuts off the power path so,that a minimum
static current will leak to the descendant modules connected on Virtual VDD. The
exploration of thetransistorsfor power gating can-be seen/'in Appendix II that an
in-depth discussion on the power gating cell is provided. It reveals some properties
and behaviors of a NMOS or a PMOS power gating cell as well as a header or a footer

power gating cell.

VDD

| <| SLEEP

Virtual_VDD

Fig. 6-21. The example circuit of a power gating cell
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6-3-2 MT-CDMA Baseband Processor

The following designs are based on the discussed low power flow. Fig. 6-22
shows the proposed ubiquitous personal healthcare inspector (uPHI) wireless sensor
node (WSN). This transmitter may connect with variant possible sensor categories
and achieve a maximum 143kbps data rate for maximum 10-WSN coexistence,
providing large interference-rejection capability and better system reliability. Because
uPHI-WSN/CPN communicates with a data rate much higher than a human body’s
signal rate in this work, a WSN stays asleep for most of time (sleep-phase) and
transmits data in a burst mode.(active-phase). Therefore, leakage power minimization
is emphasized for this long-sleep operation. When ‘the electrocardiogram (ECG)
signal is considered as a body signal source with sampling rate 16-bit 500-samples/s,
a 2048x16-bitySRAM is designed in @ WSN. This SRAM sizesreaches optimum
leakage savingeefficiency, resulting in a 6.96% active-sleep duty cyele. The sampled
signals from the sensor are modulated by QPSK with 16-point IFFT, and the
subcarrier allocation follows the™conjugate-symmetric rule to further reduce 50%
DAC and front-end-circuit area and power. Then, the baseband signal is transmitted
with 5M chip/s. In the CPN of receiver side, the'wideband ADIC IQM calibration
circuit is provided to compensate the gain and phase distorted signals. Also, a DSTC
is also applied for best sample timing search with the aid of the PTCG circuit, which
provides SMHz 8-phase even spaced clock phases for selection. Each clock phase is

separated by 25ns.
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Fig. 6-22. The block diagram of the MT-CDMA baseband transmitter

The reason to emphasize-the duty cycle is that the SRAM usually takes quite a
long time to storfe body signalsidue to body’s low information rate. Thus, the
modulator staystidle for a long time and wastes lots ofipower due to the leakage
current. To decide this duty cycle and minimize the leakage power, we first define a
parameter as leakage saving efficiency, LSE. This LSE is formulated to represent
leakage power reduction ratio as expressed-by

MP x Tor

LSE(w)=
( ) MPXToﬁ’-i-SPX(Toﬁ'-FTon)

(6-3)

Let the modulator leakage power and SRAM leakage power be defined as MP and SP
respectively. Ton and Toff stand for WSN active-phase and sleep-phase, respectively.
Thus this LSE gives the ratio of the leakage power in sleep-phase to the overall circuit
power, as shown in Fig. 6-23. Because the modulator is designed to be able to turn off
the power during the sleep-phase, this LSE becomes an indicator of power
consumption which can be saved. The determination of the SRAM size can be
explained as follows. As the SRAM size is enlarged, it takes longer time to gather and

store the sampled body signals. Due to the non-sleep fact of the SRAM operations, a
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larger SRAM size also implies a larger area of SRAM that may contribute the leakage

current at the same time. The modulator is also required to take longer time to

complete each signal transmission due to larger amount of data source. The LSE

indicator is looking for the optimum codeword size that the WSN may take minimum

leakage power to transmit each information bit. In other words, the balance between

the always-on SRAM leakage and the burst-on modulator leakage is found. This

trade-off between the SRAM and modulator leakage power are represented as the

LSE indicator curve as illustrated in Fig. 6-24. It is found that the most efficient

SRAM size is about 3000x 16 (bit). For easier modulater controlling, a size consist of

a power-of-two amount'is preferred. Accordingly, a 2048x16.(bit) SRAM is selected

as the MT-CDM Albuffer space for the body signal storage.

Y

o

g § Toff Ton
©

2[). S Y o ) e CPN
'8 ./ / \/
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sleep-phase active-phase
ECG WSN

Fig. 6-23. An illustration on the sleep.and active phases in a WSN-CPN transmission link
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Fig. 6-24. The leakage saving efficiency to the SRAM word length size
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Fig. 6-25 shows the brief block diagram in a MT-CDMA WSN design, including
main functional blocks, MVTCMOS, MSV domains, and DCG-PGC. In the
sleep-phase, the SRAM continuously stores the sensed body-signals. As the SRAM
free-space approaches full, the MT-CDMA modulator is powered-on (active-phase) to
modulate those signals via main function blocks, including constellation mapper,
conjugate-symmetric frequency-domain spreading, IFFT, and time-domain user-code
spreading (Fig. 6-22). To minimize the dynamic power consumed in the active-phase,
the supply voltage for the modulator is scaled from 1.2v to 0.8v, which is
implemented in a low-Vt cells to enable low voltage,supply operation, resulting in
60.89% dynamic power reduction. To further reduce-the modulator’s leakage power
consumed during-the sleep-phase; the column-style NMOS DCG-PGC is distributed
between the global VCC and Tocal virtual-VCC(VCCV) as:a power controlling switch
to cut off any possible leakage current path, resulting in 99.92% leakage power
reduction. In the always-on power demain, only low-rate operation’' components are
implemented, including both SRAMrand controlrunit;>which consumes more leakage
power than dynamic. Therefore, low-leakage (high-Vt)-cellstare selected for this
domain. Between these two power domains we insert level-shifter for correct signal
level and isolation cells for tie-high/low signal level when the signal source comes

from a power-off domain.
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Fig. 6-25. Abstractview of the circuit block partitions in terms of power domains

Fig. 6-26 shows .the CPN.architecture. A DSTC is applied to enable ADC
circuits sampling incoming signals with the symbol rate and:maintain the sampled
signal integritysThis is'achieved by a PTCG, which consists of an ADDLL providing
8-phase even-spaced clock phases_for sélection. This DSTC approach prevents ADC
circuits from sampling-data with Nyquist rate, saving 43.75% ADC power. To further
improve the system reliability and signal decoding quality;, a wideband adaptive
I[/Q-mismatch calibration‘is applied with 2dB gain error (GE) and 20° phase error (PE)

calibration range [38][65].
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Fig. 6-26. The block diagram of the MT-CDMA demodulator in the CPN circuit

A more detail illustration of Fig. 6-26 is shown-n Fig. 6-27 and Fig. 6-28. The CPN
continuously detects the possible in-coming signals. In other words, it is an always-on
non-sleep circuit. So, it 1s:not suitable to apply the power gating approach in the CPN
side. For possible power reduction, voltage scaling is applied to the whole circuit.
Moreover, digitally-aided calibration is also considered to balance the design effort
among the front-end, data-converter, and baseband circuits. These include the
proposed adaptive I/Q mismatch calibration for performance improvement and
dynamic sample-timing control for power reduction. In the dynamic sample-timing
control, it enables the ADC circuits sampling signals in the symbol rate rather than the
Nyquist rate to reduce the ADC power due to the lower sampling frequency. To

maintain the sampled signal integrity, the DSTC is capable of providing 8 different
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sampling phases for selection to drive ADC circuits. This mechanism starts right after
the packet is detected from the short preamble field. Then the rest of the short
preamble is fed to the phase search block to find out if this sampling phase is best or
not in terms of sampled quality. If not, then a lead or lag command is sent to a
phase-tunable clock generator for a different clock phase selection. Therefore, a better
sampling instance is decided, and this also guarantees good qualities for later sampled
signals. A more detail discussion on the DSTC may be further referred to section 6-2

for the MB-OFDM baseband processor design.

The CPN design also includes the wideband ADIC 1QM calibration circuits, as
illustrated in Fig. 6-28: In the adaptive I/Q mismatch ealibration block, it compensates
the remaining gain and phase errors from _the front-end circuits in an all-digital
manner. This mechanism starts after the timing synchronization. completes. This
calibration circuit is divided into two' parts, one is estimation,and another is
compensation. In the estimation part; it takes and correlates the-estimated channel
response and equalized preamble-from the-preamble-1 and preamble-2 fields. These
two fields have an odd and an even phase symmetric/properties, respectively. The
correlated results are stored and mutually divided. Then a signal gain and an image
gain are calculated accompanied with a step size to achieve the adaptive loop. The
signal gain and also the image gain are functions of gain and phase errors. Therefore,
these two parameters are sent to the compensation block to compensate and extract

the image interference in the incoming signals.
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Fig. 6-28. The adaptive ADIC 1/Q mismatch calibration applied to the MT-CDMA demodulator in

the CPN side

Fig. 6-29 shows the MT-CDMA modulator power profile during active-to-sleep

and sleep-to-active phases. In the sleep phase, the modulator sinks only 15.2nA with

-173-



the proposed DCG-PGC design, resulting in 99.92% leakage reduction compared to
the non-DCG-PGC approach. The averaged simulation current consumed 95.8uA and
18.89uA in the active-phase and sleep-phase, respectively. The turned-on time takes

9.16ns for VDDV to restore to the stable voltage level, as shown in Fig. 6-30.

MT-CDMA Modulator Current Profile (Active->Sleep)
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Fig. 6-29. The current profile of the MT-CDM A:modulator in the active and sleep phases
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Fig. 6-30. The virtual VDD profile from sleep phase to active phase

Table 6-6 and Fig. 6-31 provide the area percentage of each building block or module
in the CPN side. Since this MT-CDMA has a de-spreader synchronizer operating at
SMHz frequency that are 31 times higher than that of baseband signal demodulation

processing operating at SMHz/31 frequency, resulting in a higher area percentage
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occupied in the synchronization part (USYNC module), say about 55%. The DSTC
operation is included in the synchronization part. The ADIC IQM calibration occupies

an about 7.12% of the total area.

TABLE 6-6. THE AREA OF THE MT-CDMA CPN CIRCUIT

Module Area(um’) Percentage (%)
URX 517189 100
USYNC 279662 55
UCFO 38127 7.37
UCHANNEL EST 57959 11.2
UPHASE RECOVERY 52285 10.11
UFFT16_DIT 43971 8.5
UEQ 5909 1.14
UIOM 36841 7.12

Area Distribution B USYNC

B UCFO

%% O UCHANNEL_EST

9 (] ‘
\ O
10% ﬁ>\ UPHASE_RECOVERY
7 55% B UFFT16_DIT
11% l

B UEQ

%
B UIQM

Fig. 6-31. The pie chart of the area percentage of a MT-CDMA demodulator in a CPN circuit

Table 6-7 and Fig. 6-32 also reveal the power distribution of the whole CPN chip. It is

also found that the synchronization part (USYNC) also occupies the most power
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percentage of the total CPN chip, say 83%. The wideband ADIC IQM calibration

consumes a small portion, about 1.58%, of total power.

TABLE 6-7. THE POWER OF THE MT-CDMA CPN CIRCUIT

Unit =nW Leakage Dynamic Total Percentage (%)

URX 162704 1971789 2134493 100
USYNC 92272 1640411 1732683 83

UCFO 10642 79071 89713 4.2
UCHANNEL_EST 17177 84845 102022 4.78
UPHASE RECOVERY 15801 46131 61932 29
UFFT16_DIT 13245 53504 66749 3.12
UEQ 1620 7565 9185 0.43
UIQM 11178 22587 33765 1.58

Total Power Distribution

30,39
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5%
4%
&\\ U UCHANNEL_EST
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Fig. 6-32. The pie chart of the power percentage of a MT-CDMA demodulator in a CPN circuit

As to the dynamic and leakage power ratio, the statistics are shown in Fig. 6-33 and
Fig. 6-34. In the applied 0.13um circuit process, the static power occupies less than
10% power the total chip power. The leakage versus the dynamic power is shown in

Fig. 6-34 in terms of the designed modules.
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Fig. 6-34. The bar chait of the dynamic and leakage power in each operation module

So, the power reduction 1s ishown in Fig: 6-35 1n terms of dynamic and static
power. By the voltage island approach, both dynamic and static power consumptions
are reduced by 60.89% and 38.53%, respectively. With the power island approach,
static power is further reduced by 99.92%. The circuit consumes leakage power in
most of the time because this system is operated in a small system duty cycle, say
6.96%. Therefore, this static power reduction plays an important role. So, these power
reductions meet the body area network’s low power requirements in the WSN side. In
the CPN side, a voltage island is applied to scale the supply voltage from 1.2v to 0.8v,

resulting in a 57.26% dynamic power and 60.39% static power reduction.
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Fig. 6-35. The power reduction in the (a) WSN and (b) CPN

TABLE 6-8. THE MT-CDMA TRANSEEIVER CHIPSET SUMMARY

Item Features

0.13pm High-Speed/

Technology
Low-Leakage CMOS
Max. Data Rate 143kbps
Max. Signal Bandwidth SMHz
1252 um x 1358.8um (W.SN)
Die Size
1842um x 1842um (CPN)
21uW @ 0.8V (WSN
Measure Core Power bW @ ( :
566.4uW @ 0.8V (CPN)
ADIC IQM Error Tolerance
2dB / 20°
Gain Error / Phase Error
PTCG Phase Number 8

The proposed MT-CDMA WBAN baseband transceiver is fabricated in 0.13pum
1P8M CMOS process. Table 6-8 shows the chip summary and Fig. 6-36 shows the
chip micro-photo. The MT-CDMA is designed in the proposed uPHI system for
10-WSN/CPN 1-meter reliable coexistence. For enduring monitoring, the WSN
consumes 21uW with 60.89% dynamic and 99.92% leakage power reduction (total
90.91% power reduction in a 6.96% duty cycle) by the proposed duty-cycle control

with power island approach. Fig. 6-37 illustrates the chip measurement scenario.
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Fig. 6-36. Micro-photo of the WSN and CPN chip set in 90nm standard CMOS technology
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Fig."6-37. Testing environment for the MT-CDMA modem test.chips

6-3-3  Dual Mode WiBoC OFDM/MT-CDMA Baseband Processor:

The second version. of thee WBAN baseband-processor is named as wireless body
on a chip (WiBoC). The proposed WiBoC platform contains, a WSN and a CPN that
are attached on human body skin and integrated in a ‘portable device, respectively.
The system block diagram and behavior time-line are illustrated in Fig. 6-38. A
register-based FIFO is designed in the WSN that is used to accumulate body signals
from an internally integrated temperature sensor or an external readout sensor. The
memory size and clocking speed are optimized for and aimed at the ECG signal that
are regarded as the most complex signals among body information sources. Compared
to the baseband processing speed, the WSN takes much longer time accumulating
body signals. This results in the WSN-CPN pair staying inactive for most of time and

awake in burst for data transmission. The baseband processor provides both
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MT-CDMA and OFDM modes for selection, and the transmission behavior is shown

in Fig. 6-38(b) [3].

The clock sources in the WSN and CPN are implemented by a phase-frequency
tunable clock generator (PFTCQ). It is used to adjust the generated clock phase and
frequency automatically for better system performance and reduced power
consumption. An embedded temperature sensor is integrated together. Each block in
both the WSN and CPN is designed for a specific power-voltage domain for

low-power management.
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Fig. 6-38. The dual-mode baseband transceiver with (a) abstract view of functional blocks and (b)

behavior time-line

This chipset is designed with power-domain partitions for voltage scaling,
multi-supply voltage (MSV), and power gating to achieve extreme low power

consumption as illustrated in Fig. 6-39.
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Fig. 6-39. The transceiver with power domain planning (a) wireless sensor node (WSN); (b)

central processing node (CPN)

With the voltage scaling and multi-supply voltage techniques, the system is

partitioned into 12 power domains with possible different voltage supplies. According
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to the required operating speed and the achievable functionality, the supply voltage
0.5V is provided globally to every functional block, except special function blocks
and transfer-domain (TD) that are operated at 1.0V to interface with I/O pads.
Furthermore, every power domain is not necessary to be activated together. So, the
other inactive domains can be switched into sleep phase for most leakage power
saving. This active-sleep behavior is achieved by a power management cell (PMC)
that contains a distributed coarse-grain power gating cell (DCG-PGC) [65] and an
isolation cell shown in Fig. 6-40. The power manager sends commands to the PMC to
turn ON/OFF the power-gated domain (PGD). The timing diagram is shown in Fig.
6-41. When an OFF signal is -asserted, the isolation cell first.de-activates by pulling
high the signal inthe AOD side. After that, the DCG-PGC shuts the virtual VDD off.
Therefore, the unknown signal from- the power-off domain will not affect the other
domain. The PMC behavior is in the reverse way.when a domain goes to active state.
On the other hand, if a hardware block always stays active, 1ts power will not be gated

and is referred as always-on domain (AOD):

ON/OFF from Power Manager

| ______—I
| PMC —| |
I o A 4 |
15§ Unknown)
158 . Isolation | | signal
T 2" Cell N |
|.9 o

1= '
| l_‘ '
I Virtual :

VDD

I DCG-PGC oo
: |
| |

Fig. 6-40. The power management cell (PMC)
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Fig. 6-41. The power management control sequence

In addition, the chipset has several clock domains to drive different sequential
circuits. For the MT-CDMA block, a clock of 1/31 time of the original frequency is
needed. Besides, a low frequeney fo|drive the ;sensor is necessary. Therefore, an
embedded clock generator provides the SMHz clock sourcesand a clock manager unit
is designed for frequency synthesis. The synthesized® frequency outputs SMHz,

161kHz, and 610Hz clocks to cover all possible requircments.
(a) Wireless Sensor Node

Fig. 6-39(a) shows details of therproposed WSNrdesign: as well as the power
domain partition. The partition contains three PGDs, including 0.5V OFDM DL-RX,
0.5V MT-CDMA, andOEDM 0.5V UL-TX. The -A©Ds include 1.0V PFTCG, 0.5V

FIFO, and the other control circuits used for the 1.0V TD.

There are total three operation modes in the WSN, MT-CDMA TX, OFDM
DL-RX, and OFDM UL-TX, to support the dual mode transmission and
pre-calibration. First, in the MT-CDMA TX mode, FIFO stores the sensed signals
whereas the MT-CDMA transmitter is idled in the sleep phase. When the stored data
in low-speed FIFO is full, the MT-CDMA transmitter is waked to transmit those
signals in the active phase. The 161KHz and SMHz clocks are used for modulation

and user code spreading respectively. Second, in the OFDM DL-RX mode, the
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OFDM receiver is synchronized to the downlink training symbols and calculates the
frequency offset for pre-calibration. The SMHz clock is used for the OFDM receiver
block as well as the OFDM transmitter block. Lastly, when WSN operates in the
OFDM UL-TX mode, the OFDM transmitter can also be separated into two phases.
The OFDM transmitter is in active phase when transmitting the data and in sleep
phase when waiting for the sensed data storing. The frequency offset is pre-calibrated
by the digital data distortion and tuning the frequency generated from PFTCG. In
these modes, only the corresponding PGD is waked up, the other PGDs are turned off

to save the leakage power.

A temperature sensor is also intégrated in the WSN: The measured temperature
or external sensor data is stored in the register-based FIFQ. The FIFO is designed by a
register approach instead of an SRAM basis because the supply voltage of a register
can be reduced.to 0.5V or less, which 1s'difficult for a SRAM to achieve due to the
use of an embedded sensefamplifier” Furthermore, the biomedical signal is highly
correlated in time“domain se ithat'a FIFO. has benefits in the minimum switching
power consumption;’ resulting in both reduced dynamic .and leakage power for
body-oriented signal storage. ' The total size of FIFO is 1024x8 bits that are further
equally divided into two banks. One of the FIFO banks is driven by the 610Hz clock,
which is synchronous to the sensor data. The other bank operates at SMHz and
delivers the data to the baseband modulator. The low speed bank collects data in
longer period until it is full. As the content of the low speed bank is full, the bank
dumps all its content to the high speed bank and can continue on collecting the data

without any loss.
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(b) Central Process Node

The CPN contains three PGD partitions, including 0.5V OFDM DL-TX, 0.5V
MT-CDMA, and 0.5V OFDM UL-RX. Two AODs of 1.0V PFTCG and the other

control circuits at 1.0V are applied, as shown in Fig. 6-39(b).

There are three operation modes, MT-CDMA RX, OFDM DL-TX, and OFDM
UL-RX, in CPN. First, when CPN operates in the MT-CDMA RX mode, the received
data from the front-end is directed to the MT-CDMA receiver block. The data is first
de-spread by the 31-chipsuser code followed by the MT-CDMA demodulator. The
synchronizer of MIT-CDMA is able_to calculate a better’ sampling phase for the
PFTCG. Second,in OFDM DL-TX mode, the. OFDM DL-TX broadcasts synchronous
symbols and the.content of the synchronous symbbols is adjustablesdepending on the
user selection.glzast, in the OFDM UL-RX.mode, the received datais switched to the
OFDM uplink receiver where the synchfonization block is first encountered followed
by the OFDM demodulation block. When CPN-1s m one of the operation modes, the
corresponding PGD'1is activated and the others are in sleép phase. The rest block of
CPN is PFTCG, which: generates a 5SMHz eclock with 8 different phases for
synchronization. This clock signal is sent to the clock manager unit, where a SMHz
clock is bypassed to all the three blocks and a 161KHz clock is generated for the

MT-CDMA demodulator.
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(c) RSD Frequency Pre-Calibration

Wireless Sensor Node
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Fig. 6-42. The baseband transceiver with RSD frequency pre-calibration

The OFDM symbels are pre-calibrated with the estimated carrier frequency
offset (CFO) and sampling clock offset (SCO) via the rotator-and-synthesizer driven
(RSD) frequency pre-calibration, 'as shown  in'Fig." 6-42, \where the frequency
information is from the downlink synchronizer..The downlink synchronizer estimates
CFO and SCO_from the downlink frame. The phase rotator rotates the data by the
estimated CFO yalue before'the data are transmitted. A phase-frequency tunable clock
generator (PFTCG) generates ansaccurate clock: which is adjusted by the estimated
SCO. The benefits of providing phase tuning capability aredisclosed in [64] (for
power reduction). This PFTCG is used to adjust the generated clock phase and
frequency automatically for better system performance and reduced power
consumption. Therefore, the baseband clock will be accurately tuned by the generator
and the SCO effect will be reduced. In the down-link process, the CFO between the

WSN and CPN is estimated by the expression

N-1 N-1 N-1
. ; .
2= r () =2 e () =Y
=0 =0 =0 (6_4)
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where 1, is a periodic transmitted down-link frame [9], N is the length of the
preamble, and z is the inner product of consecutive two preambles. The ¢ is the

added CFO value, and the estimated CFO is computed via

é=(1/2r)tan"(2) (6-5)

The remaining received and ready-for-transmitted data will be compensated by this

estimated value.

frequency domain. to perform.- estima avior.of the clock offset

can be modeled:as

carrier in preamble. FO value. The slope Cu s

used to estimate SCO.

The SCO effect on these pilots can be described as the following matrix form

KCI = 01 (6_7)
k, n
k, O,
K=|:: | 6, =
C10:|
CI = |: : 9
where Lk, €l and Hh
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We can obtain the ' in the preamble phase rotation by least square algorithm.
C,=(K"K)'K"g, (6-8)

According to the estimated value in (6-8), the PFTCG is able to alter its generated

frequency to reduce the sampling rate mismatch from the CPN side.
(d) PFTCG Architecture

The proposed architecture is shown in Fig. 6-43., The PFTCG is composed of
two main parts: (1) SMHz-frequency clock generation.from the reference clock and (ii)
multi-phase clock: generation from the generated SMHz ¢lock source. The
phase-frequency detector (PFD) and-digital-controlled oscillator (DCO) are used for
5MHz clock generation. Furthermore, the DCO is also designed with 8 delay buffers,
and each buffer provides Trggr/8 delay time, resulting in 8 clock signals with
equal-spaced Trrep/8 betweens PhasexN=and»Phasen(N-1). Then the selected clock
from these 8 sources is.pickediup via the phase-selection: In order to dynamically
generate the clock withivariable frequencies and phases, the estimated frequency error
FE and phase error PE are sent to the controller and phase-selection multiplexer,
respectively. From this architecture, the correct frequency is generated by the closed
loop of PFD, controller, and the phase 0 in the DCO. When this loop reaches steady
state, the DCO is able to divide the total delay in 8 partitions with different clock

phases.
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Fig. 6-43. The proposed PFTCG architecture

The control loop of this architecture is depicted in Fig. 6-44. In the beginning of
clock generation and locking loop, the PFD generates an UP or DOWN command to
modify the delay in the‘tracking loop. When a new DCO code is calculated, then the
present DCO and“PED control signals are first cleared and then-tipdated to the latest
DCO code. The'behavior of clear=>update rather than directly update is to prevent the
loop from frequency and phase divergence. When this loop achieves the lock state,
the resulting elock ' frequency | corresponds to the desired SMHz ‘clock, which is
regarded as the'coarse tuning loop:~InTorder-tormatchthe signal sampling frequency

from the transmitter(SCO may come from TX or RX itself), anether fine-tuning loop

is applied to approach the TX clock frequency aceording to the information ¢ . Then

the SCO is minimized to the resolution provided by the delay hardware.

Code

Update DCO

up DOWN
@ LoCK

System reset

From FED é

Calculate
DCO Code
Clear DCO
Clear PFD

Freq. Shift
From FED

Update DCO
Code

Coarse Tune
Fine Tune

Updated clock frequency +

Fig. 6-44. The control loop of the PFTCG circuits

-190-



N B '%—

ON1[M]

------ ON1[M 1]

o~1[o]

Ay *outo -----------------------------------
out7f Phase_7
In 1st > 2nd 3rd - -
M : ;! Tuning Stage ﬂI:I Tuning Stage H
out0 Phase_0
ON2 on3 | -

PFD ON1
Clear bco
Lﬂ{:ﬁ Phase_0 DCO_Code

Fig. 6-45. The DCO block diagram
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Fig. 6-46. The fine-tuning delay stage

The PFD design follows-the-circuit topology:proposed in: [63]{64]. In the DCO
design as shown in Fig.:6-45, it is composed of 3 tuning stage to meet the wide-range
delay resolution'from several tenssof nanoseconds to the ten-picossecond scale. In
order to provide-8 phases from the generated: SMHz clock sousce, the buffers in the 1%
tuning stage divide-the total delay into a multiple of 25ns in"each delay segment.
Moreover, the 2™ tuning/stage provides the delays to compensate delay changes due
to the process-voltage-temperate (PVT) wariations. The circuit topology in the 2™

tuning stage follows the 1** one except the delay resolution.

In the 3" tuning stage, it provides the highest delay resolution, i.e. least timing
delay. This stage is used to slightly move the frequency of the generated clock to
approach the TX’s clock frequency. Furthermore in the 1* tuning stage, the clock
signals between every buffer in the delay line are connected to 8 multiplexer groups,
and each multiplexer group selects a clock signal with Trrgr/8 to each other and forms

the vector outO~out7. Then every outy signal is fine-tuned individually by the 2™ and
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3" stage. The SCO between TX and RX is assumed to be 150ppm @ SMHz, so the
frequency variation is 750Hz, corresponding to the tuning range of PFTCG +30ps. To
achieve this resolution, the loading variation of NAND logic-gate capacitance is
applied as shown in Fig. 6-46 [68]. The 3-input NAND is selected with one input
node tied to zero to cut off the path of NMOS and PMOS from ground and voltage
supply, respectively. Then the on-off behavior from ON3 decides if an additional
capacitance AC appeared in the output node of the delay cells, resulting in the

change of charge and discharge in the desired delay resolution.

In the beginning of the RESET trigger, the PFTCG starts to.converge to the generated
clock to SMHz until the LOCK signal appeared. Puring this time, it is found that the
CLEAR DCO signal is sent frequently, to update the*loop to a.new delay path. After

this, the circuit enters the steady state. When' the PETCG is required to change the

frequency from the control signal 3 (corresponding to the signals TUNE VALID
and TUNE CODE), the resulting clock=thenvhasranrupdated ifrequency. In the Fig.
6-47 shows 8 even-spaced clock waveforms in the steady.state. Each pair of
waveforms has about 25ns delay. When looking- into the ‘exact delay spacing, the
percentage between each phase slot 1s 10%, 10%, 10%, 12%, 14%, 14%, 14%, and

15% of one period from Phase 0 to Phase 7.
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Fig. 6-47. The generated waveforms from the PFTCG (a) operation overview (b) multi-phase

waveforms

This PFTCG is implemented in the standard process 90nm high threshold voltage

(SPHVT) CMOS technology. The generated clock frequency and phase number are
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SMHz and 8 phases, respectively. The lock-in time is designed within 128 cycles. The
delay cell resolutions of 1% ~ 3 tuning stage in the DCO circuit are 37.16ns, 1.16ns,
and 18ps, respectively. With the scaled 0.8V and SPHVT CMOS, the power consumes
77.56uW with maximum RMS jitter 62ps. In the area of this PFTCG, the main part is
the DCO circuits, largely from the delay cells to constitute the 25ns delay in each
delay phase. In the rest of the area, it mainly comes from the control circuits because
the long delay line has multiple of delay stage to control and it requires lots of circuits
to decode the control signals. This PFTCG is integrated in a test system for system

verification with the PFTCG.afea 125pm x 252pum.

The proposed ‘WiBoC baseband transceiver chipset is fabricated in 90nm 1P9M
CMOS standard process, where both devices. of high- ‘and regular-threshold voltages
(SPHVT and SPRVT) are applied in this design. The measurement instruments
include a constant-temperature oven, LeCroy LCS584A, and a cutrent-meter with

resolution of 100pA.

The PFTCG is an always-on building block that-centinuously consumes both
dynamic and static powet. Therefore, it is implemeénted in the high threshold-voltage
device for static current saving. The generated clock frequency and phase number are
5MHz and 8 phases, respectively. Four generated phases (PHO, PH2, PH4, PH6) are
shown in Fig. 6-48. The measured RMS and peak-to-peak jitter is 145ps and 340ps,

respectively. The power consumption is 145.8uW at SMHz frequency and 1V power

supply.
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Fig. 6-48. Clock phases from the PFTCG circuits

TABLE 6-9. CHIP CORE POWERJIN THE DUAL-MODE WSN AND CPN CHIPSET

WSN CPN
DL-TX 3.940W
Total
5.52W |l UL-RX 520uW
Modulator
MT-RX 490uW
FIFO+TS 289.5uW N/A N/A
PFTCG 145.8uW | PFTCG 145.8uW

The building blecks in this chip are fended to be designed with individual groups of
power pads. This enables the power consumption-in some of the blocks measured
separately. Table 6-9 shows “the measured core power. consumption in the

corresponding power domain.

The power-domain is turned on by the DCG-PGC. The OFDM DL-TX building
block is used for the illustration of the current profile between active and sleep states.
This current profile is generated by concatenating a resistor (51k ohm) in the way of
core power path for clear instrument observation, and the voltage between this
resistor’s two sides is shown in Fig. 6-49. As the ENABLE signal is activated, the
OFDM DL-TX domain is turned on, and more current is drawn (current = (measured

voltage)/51kohm) that corresponds to p-level power consumption.
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This WiBoC improves the system data rate from 143kbps to 4.85Mbps. This
largely reduces the system working duty cycle (the percentage of circuit-active time).
The transmission power is reduced from previous proposal 21uW to this work
5.52uW, resulting in 73.7% efficiency improvement in baseband circuit processing.
Fig. 6-50 shows the micro chip photos. Each bold-rectangular denotes a separate
power domain with the rest region as the transfer domain for I/O-pad interfaces. Table

6-10 summarizes the features of this work.

| -
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Fig. 6-50. Micro-photo of the dual mode test chip in 90nm standard CMOS technology
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TABLE 6-10. THE DUAL-MODE TRANSCEIVER CHIP SUMMARY

Standard 90nm
Technology
SPHVT/SPRVT CMOS
4.85Mbps (OFDM)
Max Data Rate
143kbps (MT-CDMA)
Temperature

Error < 0.3°C (35~40°C)
Sensor Accuracy

8 Phases Generations
RMS lJitter 145ps
:2191um x 3030pum

PFTCG

Die Size

-197-



Chapter 7:

Conclusion and Future Work

7-1 Conclusion

The design challenges in more Moore and more than Moore are explored in this
work, proximity data communications. Here, Table 7-1 summarizes the contributions

in this work.

TABLE 7-1. THE SUMMARY OF THIS WORK

Narrow band error function
ADIQMC Wideband dual properties

Wideband error function

Symbol-rate synchronization

DSTC Optimum sampling-instance search
Collaboration with PTCG
Delay cells use with HDC
HDC:€lock Generator Power-of=twordelay line architecture
HDC topology designs
Baseband Core Design Low-poewer design flow

In the near future, the applications will approach both of the more Moore and
more than Moore trends at the same time. Consequently, this work provides several
schemes with reduced power and improved performance that may cover several items
in the spectrum of more transistors or more heterogeneous integrations. With this
work, a possible beyond-Moore scenario may be achieved with the foundation of the

power and performance efforts in this work.
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7-2  Future Work

The external components, for example a crystal, disable a highly integration of a
single chip design. However, an elimination of crystal results in difficulty in accurate
synchronization in the communications operations. Accordingly, a proposal with the
embedded silicon crystal generator (ESCG) is on-going developed for the elimination

of an external crystal to achieve the goal of the single chip. With this scheme, both

ends of more transistors and more heterogeneous integrations become solid complete.
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Appendix I:

Voltage-Power Domain Designs

In the beginning of chip designs, the power domain and voltage domain are
defined first. Fig. A1-1 illustrates the WiBoC CPN design and the module groupings.

Different colors indicate different domains in terms of voltage level or power

o ARy,

VDD_OARK(TU=47.5%)

behavior.

Fig. A1-1. Initial modiie Ed power domain partitions

Each domain is then placed in the designed partitions as shown in Fig. A1-2. Note
that a transfer domain exists in the rest of power-domain partitions to interface with
the 1/0 pad for a proper level transformation. Moreover, the I/O data pad and also the
I/O power pad are grouped so that each power domain can be powered on individually
for convenient measurement and behavior monitoring. The power gating cells are

located in certain domains to enable the power-switch capability. The gating cells are
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placed as stripes to be attached with the stripe power lines. These positions match the

power designs as a bridge between power VDD and virtual VDD.

pl [ FH

I nay

I.

L !ﬂﬂﬂ!lﬂllﬂllﬂﬂﬂﬂlﬂﬁllﬂ!!!!!llﬂﬂ!!l!

Fig. A1-2. ing insthe nd pc ain partitions

Fig. A1-3 illus § planning ds attach to the
ripes cross each
power domain pcatic 1 thi step, the power

gating cell succes S the er VDI ' i D nodes.

Fig. A1-3. The results of power planning
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After the completeness of power planning, the standard cells are placed to the
corresponding modules, in addition to the level shifter cells, as shown in Fig. A1-4.
Those level shifters are placed around the module boundary to interface with the
transfer domain that may pass the signals to the I/O pads or the other power domains

with different voltage levels or power behaviors.

Level shifters

that is the always-on domain. So, this d provides the no-sleep power line to the
isolation cells to guarantee the output signals providing a specific tie-high or tie-low

voltage level.

The rest of the APR design follows depends on the design specifications in terms of
timing, signal integrity, logic behaviors, etc. The final scope of the chip with the

bonding pad is shown in Fig. A1-6.

-202-



Isolation cells

Fig. A1-5. Standard i isolation cell insertions
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Fig. A1-6. Final chip view with bonding pads attached
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Appendix II:
Power Gating Cell Exploration

A2-1 Introduction

Leakage power plays a crucial role in the deep sub-micron CMOS technology.
The operation current leaks in both active and sleep phases. To reduce this amount, a
multi-threshold CMOS (MTCMOS) itechnique [77] has been reported to apply
transistors with different threshold voltage (Vry) 1n-differént timing paths. Circuits
with lower Vg implies higher computing speéd and also higher leakage power
consumption. This approach-effectively reduces' the static ‘current whenever the
circuits are in,full-speed operations or stay insan idle state. However, the unsolved
static current of the idle circuits mayscause dramatic power waste, shrinking the
lifetime of batteries in portable‘devices. As a result, power gating approaches are
further applied tofcut off any ‘pessible paths from power sources to leakage victim

devices.

Existing power gating techniques cover two mainstreams, fine grain and coarse
grain schemes. In the fine-grain power-gating approach [78], power gating cells
(PGC), either a header (between the VDD and a logic core) or a footer (between a
logic core and the VSS) or both of them, are inserted into each standard cell,
isolating the static current path from VDD to VSS. In other words, every standard cell
has an additional port for the PGC control. This methodology has the advantage of
unchanged automatic EDA design flows whereas it requires the redesigned

standard-cell libraries. Moreover, this extra control-pin occupies routing space,
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largely increasing the routing complexity. On the other hand in the coarse-grain
design scheme, PGCs are placed outside standard cells, and each PGC supplies the
operation current to cells depending on the driving ability itself. This has been shown
to achieve about an order leakage saving more than that of fine-grain schemes. At the
same time, the area and power overheads are tremendously reduced. The difficulties
of the coarse-grain design approach are the increased complexity in the design
methodology and circuit verification, and the most critical problem is to guarantee the
unchanged functionality after PGC insertion. Previous work, the super cut-off CMOS
(SCCMOS) [79], was proposéd to perform picoampere current per logic gate in the
stand-by mode with PMOS header (PMOSH) as power switches. It applies p-type
header CMOS (PHEMOS) with overdriven gate voltage to be the'power switches. To
improve circuit'wake-up time by the use of non-overdriven single VDD, the zigzag
super cut-off CMOS (ZSCCMOS) [80] was proposed with a particular phase-forced
flip-flop pair as the pipeline stage. This has difficulties in connecting those pipeline
stages with the"automatic place-and=route”(APR)mimplementation flow [69].To ease
the design efforts ‘by the APR flow, the single-low-VDD" €MOS (SLVCMOS) [78]
technique was developed. with. PMOSH-PGC concentrated ‘and combined outside a
core design. To achieve the purpose of single power supply in the ZSCCMOS and
SLVCMOS designs, several voltage-boosting techniques like bootstrap and charge

pump with the aid of level detectors are applied.

For the benefits of reduced leakage current, larger current driving force, faster
circuit wake-up time, smaller area-power overhead, smaller IR-drop variation, and
higher power integrity in a core design, a charge-pumped NMOS header
(CP-NMOSH) is analyzed and verified in this paper. To distinguish the PGC

fundamental characteristics between a NMOS and a PMOS, section II presents a
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numerical analysis of current and voltage-drop behaviors. In section III, the proposed
CP-NMOSH is designed and discussed for leakage reduction, and also the logic-core
performance indices mounted under PGCs in the operation mode is described. Finally,

this work is concluded in section IV.

A2-2 Power Gating Cell Fundamental Exploration

A2-2-1 Header vs. Footer

The use of a power switchby a header or a,footer with a NMOS or a PMOS
depends on the overallichip floorplanning and performance considerations. Existing
literature has reported-that a footer power switch is less effective than a header one for
leakage reduction because static current may. leak out from VDD to CMOS substrate
even if the ground path is cut off. As a result,.we focus on the header power gating
scheme in this_paper, and discuss the difference between NMOS- and PMOS-header

designs.

Before a deeper analysis, we compare the operation behayior between PMOSH,
which is applied in both. SCCMOS and SLVCMOS, and the desired NMOSH. In
Fig.A2-2, it is found that the PMOS" is turned on and off with the gate voltage
switched to VSS and VDD+Vgy, respectively, with the overdriven voltage Voy for
further leakage reduction in the sleep mode. Based on these two voltage levels, VDD
and VDD+Voy, we are going to illustrate the NMOSH and PMOSH performance
indices, and show that the selection of NMOSH scheme performs better than the

PMOSH as used in the SCCMOS and SLVCMOS schemes.
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A2-2-2 NMOS-Header vs. PMOS-Header

The PGC behavior is modeled as a resistor when it is turned on, acting as a gate
between a VDD power rail and a virtual VDD (VDDV) power line. The VDDV value
is required as approach the VDD voltage as possible because a higher voltage drop
implies a larger power overhead dissipated in the PGC and smaller current driving
force, and also unexpected timing in a logic function. This is going to be illustrated in
terms of the transconductance in an active MOSFET. According to the square-law

model, the current of a NMOS in the triode region is approximately proportional to

Iy iy Cor Vo5 Vi Wiy 5 Vi) (A2-1)
where , is thévelectron mobility, °C,, is the' oxide ‘capacitance; /' and L are the
width and length of a MOSFET, respectively. #7yis the NMOS threshold voltage. Vs
and Vps represent the voltage differences of gate-source and drain-source, respectively.
Fig. A2-2 shows the configuration-of-header=style"PGCs. In a power-gating design,
the correlation of voltage drop (VDD-VDDYV) and driving,curtent (/y) is concerned.

We may further rewritel(A2-1).as
w 1 2
I, OC:LINCOXT[(VOV +AV—VTN)AV—EAV ] (A2-2)

where AV =V,,, V,, 1s the overdriven voltage relative to the VDD level, and
V.s =V,, + AV . Therefore, the transconductance of this NMOS PCG can be derived by

the derivative of (A2-2) with respectto AV .

w
Enn = 4y Cox T(VOV +AV Vi) (A2'3)

N
OAV
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To compare with the PMOS PCG, the transistor’s current is derived in a similar

way except covering both the saturation and triode region.

w 1
1pCox T[(VSG =1V Wsp — EVSZD]
I, o (triode region) (A2-4)

w
/JPCOXT(VSG—WTP N? (saturation region)

where u, is the hole mobility. We may further rewrite (A2-4) with Vg and Vsp

replaced by VDD and AV, respectively.

—A

—[(VDD— |V, DAV =
T L0DD= V7, AV ==

(A2-5)

has only slight
increase of the'/z . as dis . has applied the
second overdriven ) ran i oved leaka ing. Therefore, we
ignore the possible tk ) olow the VSS level for a fair

s transconductance of a

w
1pCox T(VDD_ |Vip [-AV)
(triode region) (A2-6)

0 (saturation region)
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Fig. A2-2. Power gating cell operation mechanism (a) PMOSH (b) NMOSH

In comparison of Iy and Ip, there are two main differences and thus impacts to
the mounted logic cells. First, Iy is able to provide a larger driving current with a
proper selection of the overdriven Vyp value whereas Ip current behavior is fixed

when the VDD value is determined. Second, when logic cells are activated from the

-209-



stand-by mode, i.e. AV =VDD to AV =0, the restored current of /p covers both the
saturation and triode region whereas /y is only in the triode region. This implies that
the saturated /» does not provide a larger current value when the voltage gap between
VDD and VDDV becomes larger, whereas Iy from a NMOS does. Furthermore, the
mobility value of 4, is more than twice of u,, and this again guarantees that NMOS
PGC is capable of providing larger driving current. To illustrate the driving current of
NMOSH and PMOSH PGCs, the circuits are based on 90nm CMOS technology, and
VDD and Voy are designed in 0.5V and 0.4V [78], respectively. The NMOSH and
PMOSH are sized in the same length and width, say 80nm and 0.6um for evaluations.
As a result, Fig.A2-3:shows the current and transconductance curves. In the current
plot, the curves reflect the providedscurrent pulling the VDDV froin the stand-by level
to VDD with different MOS threshold voltage, regular=V¢ (RVT) and high-Vr (HVT).
In the RVT-NMOS and PMOS curves, it+is found that the driving current of
RVT-NMOS is about an order higher than that of RVT-PMOS when' AV =0.5/ . This
means RVT-NMOS provides +1 Ox currentratreircuit’s wakeup instance. When the
voltage drop AV approaches izero, the value becomes ,1.3x, difference, and the
RVT-NMOS current still remains higher than RVT-PMOS. Basically, the region
around AV =0 implies the loaded circuits are active, so the current reflects the ability
that the PGC can afford when a sudden large current is required without a voltage
drop. On the other hand in the region around AV =0.5V, it reflects that the circuits are
in the sleep status, and the driving current corresponds to the provided value for
circuit wakeup. As a result, it is shown that the Ip value of the RVT-NMOS over
AV =0~0.5V 1is larger than that of RVT-PMOS. This means a RVT-NMOS PGC
provides better driving ability than a PMOS PGC either in active or sleep state. In the
HVT-NMOS and PMOS, both of them has poorer driving force in terms of provided

current than the RVT-NMOS and PMOS. If we look at the transconductance as shown
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in Fig. A2-3(b), it is also found that the RVT-NMOS possesses a higher g, value over
the whole AV range. From the Ip and g plots, we are able to confirm the use of
RVT-NMOS as a power gating cell. In the following discussion and comparison, we

denote the RVT-NMOS and RVT-PMOS as NMOS and PMOS for simplicity.
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Fig. A2-3. NMOS:VD(0.5V)+VG(0.9V) and PMOS:VS(0.5V)+VG(0V) (a) driving current (b)

transconductance
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A2-3 Power Gating Cell Fundamental Exploration

Previous discussion confirms the utilization of NMOSH and PMOSH with
overdriven Voy for further leakage reduction and enhanced current driving ability,
respectively. The purpose of adding power gating cells is to reduce the leakage
current when circuits are not in operations whereas maintaining the signal and power
integrity when circuits are in normal working conditions. Therefore in the following,
these two design schemes, NMOSH and PMOSH, are explored in terms of leakage

level and current driving abilitiesgrespectively.

A2-3-1 Leakage Characteristics

The characteristics of leakage current.in a 'NMOSH and a PMOSH are first
simulated and summarized in the Table A2-1.and Table A2-2. The environmental
conditions are defined in two process-voltage-temperature (PVT) extreme corners, say
fast-0.55V-125°C (best) and slow-045V-0°C (worst) cases. The gate and body
voltages are applied with reversely 0~0.9V- to look-for the minimum leakage values
for both design schemes in.each corner condition. Foria NMOSH, VB and VG are
swept from 0~ -0.9V, and for a PMOSH, VB and VG are swept from 0.5~ (0.5+0.9)V.
Each variable is simulated with voltage step 0.05V. In the worst case, the NMOS
sinks minimum 7.65pA at VG=-0.05V and VB=-0.65V, and the PMOS sinks
minimum 6.75pA at VG=0.65V and VB=0.1V. With these biased voltages for
minimum current, however, the operation PVT conditions may change due to
unexpected manufacturing variation and environmental conditions. Then the leakage
current under these pre-fixed VG and VB becomes 14.46nA and 90.47nA for a
NMOSH and a PMOSH, respectively, when PVT moves to the opposite extreme case,

say best case. Although the minimum leakage of a NMOSH in a certain case
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consumes a little higher current than PMOSH, it becomes lower when PVT changes
for both directions of extreme cases (best -> worst or worst -> best). The possible
leakage variation range for a NMOSH is 7.65pA~14.46nA, which is much lower than
that for a PMOSH, say 6.75pA~90.47nA. On the other hand, the SLVCMOS
(PMOSH) approach provides an overdriven gate voltage VG=0.9V, so it is more
likely for the gate and body voltages close to VG=0.65V and VB=0.1V in a huge

system-on-a-chip silicon, resulting in possible maximum leakage increase.

For least leakage variation, we confirm the utilization of a NMOSH as a power
gating cell for power saving: To generate the reversely-biased VG and VB voltages, a
charge-pumped NMOSH (CP-NMOSH) scheme is proposed as depicted in Fig. A2-4
with the control sequences as shown in _Fig..A2-5. In" the.active phase (T1), the logic
circuits are in_operations with currents provided by the power gating cell (M0). M4
passes an overdriven 0.9V to the VGy..M1.and M3 charge the capacitor (CO0), so the
voltage difference of CO is[0.9V.4Vrws. The NMOS™MS disconnects the M0’s gate
and body, so the VByy.- is increased to Vegps.sIn-other wordsjsthe current driving

ability of a NHCMOS is further improved.

When the logic circuits turn into sleep phase (T2), M4 first cuts off the path
between power supply and VGyp. Then M5 is first turned on to share the charge
between VByp and VGyy, whereas keeping M1 turned on to provide the necessary
charge for VByo and VGyy balances. After M1 is turned off, M2 is turned on in a
burst to shift CO’s reference voltage from 0.9V to Vry, m2. As a result, both VGyy and
VB are reversely biased. From sleep phase to active phase, M5 should disconnect
VG and VByy first, then the rest necessary transistors could be turned on again in

an arbitrary ordering. Note that the transistors required in the charge-pumped circuit
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are designed in high-Viy PMOS (M1~M4) due to two reasons. First, there are no
further biased voltages provided for these transistors except a 0.9V overdriven voltage.
So only a PMOS with VG=0.9V provides good enough leakage isolation. Second,
these transistors provide only biased voltage to MO rather than a current driving
ability, so a high-Vy transistor could perform less leakage current. The only NMOS
(M5) used is to provide good connection between VGy and VByy. Those transistors,
MI1~MS5, are implemented in minimum sizes. The capacitor applied here is designed
from MOS transistors, providing a several tens fF-scale capacitance. With proper
selections of RVT/HVT NMOS and PMOS transistors, the power gating cell performs

both good driving ability and little leakage consumption.

To evaluate the leakage reduction performance, antinverter chain composed of
1677 minimum-sized inverters is applied as shown.in Fig. A2-6. Under 0.5V supply
voltage, this inverter chain constitutes a delay about 200ns. To maintain the same
delay, the PGCs.with equivalent-W/L=12um/80nm ar¢ used. During the sleep mode,
the leakage current is .summarized in.Table. A2-3 with different PGC schemes
(SCCMOS: VG=0.5V; SLVCMOS: VG=0.9V; NMOSH: VG=0V; CP-NMOSH: VG
& VB are charge-pumped biased). It is found that theleakage level for SLVCMOS
varies in a wide range. With the proposed charge-pumped gate-body biasing, the
CP-NMOSH sustains a small enough leakage level and keeps the total leakage in the
nano-scale rather than diverges to micro-scale, which is comparable to the whole chip

leakage current without PGC schemes.

A2-3-2  Performance Evaluations

To see the performance indices for NMOSH and SLVCMOS, the same testing

circuit in Fig. A2-6 is used. To evaluate the PGC with the circuit loads, the plot of
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delay penalty vs. power switch width is shown in Fig. A2-7. For the test of the delay
penalty, we apply a rectangular pulse as an input of the inverter chain, and it is found
that the NMOSH has a delay penalty of 7% less than the SLVCMOS approach in the
same switch width. Similarly, the PGC with equivalent W/L= 12um/80nm is used for
the following evaluations, which maintains the 200ns delay of this inverter chain. The
restored time is shown in Fig. A2-8. Following the definition for system restored time
[6], it includes (1) the VDDV level from 50mV to 450mV (10% and 90% of VDD)
and (2) the setup time of the circuit load from VDDV=450mV to Voyr = 50mV or

450mV (£10% of VDD or V.SS level), where Voyr is'the circuit load’s output voltage.

In Fig. A2-8(a),the VDDV restored time with NMOSH and SLVCMOS are
15ns and 68ns, respectively. Fig. A2-8(b) shows the cireuit load’s setup time of 6ns
and 9ns with NMOSH and SLVCMOS, respectively. Therefore, the restored time
reaches 268.8% reduction including.‘both VDDV and circuit’s setup time.
Furthermore, the required efiergy-for a PGC from sleep to active state is summarized
in Table A2-4. It is shown that NMOSH requires only 26.5pJ wherecas PMOSH takes

96.6pJ, resulting in a72.6% reduction.

In order to maintain the functionality'inlogic sequential circuits, we have to keep
the voltage variation of power rails (VDDV) in standard cells as small as possible.
Any VDDV variations cause the change of computing time of a logic cell. In
nowadays sequential design philosophy, the setup and hold time violations are
prevented by computation speedup or buffer insertion under the assumption that the
voltage of power rails in each logic cell rises or falls together. If the assumption does
not hold, the system function correctness becomes much more difficult. In other

words, PGC insertion with improper MOS sizing may cause different IR-drops in
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different logic cells, resulting in malfunction to the overall system. To see the features
of a NMOSH and a SLVCMOS in terms of IR-drop and current sink, we apply
different number of inverters (min. size) connected in parallel, and trigger those
inverters at the same time by a continuous rectangular waveform. Then, the maximum
IR-drop of virtual VDD and the maximum affordable current sink is depicted in Fig.
A2-9. It is found that NMOSH not only provides larger current but also keep a smaller
IR-drop. This again guarantees the utilization of a NMOSH as the power gating cell

for system functionality and leakage savings.

TABLE A2-1. MINIMUM LEAKAGE SEARCH WITH COMBINATIONS OF VG AND VB

NMOSH-PGC PMOSH-PGC
Minimum [VG,VB] @ Minimuim [VG,VB] @
PVT conditions y ]
current min. current current min. current
| [-0.3V, [0.9V,
Fast/0.55V/125°C 121.96pA 96.78pA
-0.9V] 1.4V]
A [-0.05V, [0.65V,
Slow/0.45V/0"C 7:65p Al 6.75pA
=0.65V] 0.1V]

Power gating.cell (PGC) W/L =.0.6um/80nui (@, 90nin.standard process
NHCMOS consumes. a little high leakage then PHCMOS

TABLE A2-2. LEAKAGE VARIATIONS WITH UNCHANGED [VG,VB] BUT CHANGED PVT

NMOSH-PGC PMOSH-PGC
Changed Changed Unchanged Changed Unchanged
PVT conditions current [VG,VB] current [VG,VB]
0 [-0.3V, [0.9V,
Slow/0.45V/0°C  17.34pA 24.39pA
-0.9V] 1.4V]
0 [-0.05V, [0.65V,
Fast/0.55V/125°C  14.46nA 90.47nA
-0.65V] 0.1V]

Power gating cell (PGC) W/L = 0.6um/80nm @ 90nm standard process
PHCMOS may consume much higher leakage than NHCMOS after
changed PVT conditions with unchanged pre-designed [VG,VB]
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TABLE A2-3. LEAKAGE CURRENT SUMMARY IN DIFFERENT DESIGN SCHEMES

Leakage current (A)

Worst case  Best case

SCCMOS PGC only 15.6u 1.48n
PGC 3.42n 1.33n
SLVCMOS .
Aided circuits Not reported
NMOSH PGC only 2.71u 1.40n
Proposed PGC 654.1p 122.1p
CP-NMOSH  Aided circuits 5.71n 87.8p

PGC W/L = 12um/80nm @ 90nm standard process

PGC: power gating cell

Worst case: process/voltage/temperature; fast/0.:55V/125C

Best case: process/voltage/temperatute: slow/0.45V/0°C

*: The relative circuit sizes of Both SLVCMOS PGC and aided circuifs are not reported.
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Fig. A2-7. Delay penalty vs. power switch size

TABLE A2-4. REQUIRED ENERGY OVERHEAD FROM SLEEP STATE TO ACTIVE STATE

Energy Normalized
SLVCMOS 96.6pJ 100%
CP-NHCMOS 26.5p] 27.43%
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