Bd 3T E AT E R i i Bk 4p R
TR
A Dynamic Phase-Freguency Recovery

Method for Wireless Body Area

Network
Frd iR

By ga L

voE R4 L 'S



-

b i, B AR A 5 A

:{4\
-
N

_ﬁ

.%T\
3
\

[

)i %:&g‘f‘(ﬁ{\ d

A Dynamic Phase-Frequency Recovery Method

for Wireless Body Area Network

Student : Mei-Hui Yang

hERR FEY R Advisor : Prof. Chen-Yi Lee

A Thesis
Submitted to Institute of Electronics
College of Electrical and Computer Engineering
National Chiao Tung University
in partial Fulfillment of the Requirements
for the Degree of

Master
in
Electronics Engineering

July 2007
Hsinchu, Taiwan, Republic of China

PoE R4 &



FEREIT L R T © LB P LR A B AT ML FTR
e R TEH T L & X T fﬁ%&:)ﬁ:& AIIEB®RB %5;;4:,&){ AR ¢ R
BLivBEh A A AR > vl B3R AR L MW LY &
LHTA TR BT T UARAFE AF PR A B A R XY >3 RF K

L B Seril o R AR O e LR

AR BN - BRY DN ARG R > FLIIFILHE LB IE G
B e o Bo b R 5 T A MFEARES B et B 1 % k]
FOERERF R P EBE R FERETE o 21 PR R R
S TN ARA S E LR R Sk e S
2ot MBS R R Ak Kends i BoRAp Ol 5 0 R - B F

PES STRER-E Y R S TR ST R TSN SVt
TE > 1 MR B B ot ) 423246, 45% 0 @ e PE o B L B4R
P A A s e R s R R B R B B R T
R H AR 0 G AWONAL S iRk Y 0 B B et RS B Y

BE o g AR el 455 0. 8dB -



A Dynamic Phase-Frequency Recovery
Method for Wireless Body Area Network

Student: Mei-Hui Yang Advisor: Chen-Yi Lee
Department of Electronics Engineering and Institute of Electronics,
National Chiao-Tung University

Abstract

In this thesis we propose a MT-CDMA baseband processor for Wireless Body Area
Network application comprising the dynamic phase and frequency recovery scheme to

assure the overall system power reduction and performance improvement.

In recent years, health monitoring has gradually attracted many attentions. In such
applications, a transmitter node -Will be placed on human body for long time
monitoring, while the receiver.can 'be bundled iinto. mobile phones or PDAs. Low
power demand for transmitter node and‘good transmission performance is required in
this system. We propose a MT-CDMA system for this application, using the
advantage of orthogonal frequency division multiplexing (OFDM) and code division
multiple access (CDMA). Besides that, a dynamic phase and frequency recovery
scheme is proposed for power reduction and performance improvement. By the
dynamic phase recovery, signal sampling rate is reduced from Nyquist rate (or higher)
to the symbol rate, resulting in reduced ADC circuit power. By the dynamic
frequency recovery, data is recovered from less-interfered data. In the MT-CDMA
system, the simulations show that the system improves 0.8 dB SNR and reduce

46.45% ADC power with the DFR and DPR techniques, respectively.
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CHAPTER 1

Introduction

1.1 Ubiquitous personal health inspector (UPHI) system

The global aging of population grows; health ‘care of chronic patients is more
important in recent years. Patient monitoring increases staff efficiency and decreases
costs in the care process. It makes clinicians-can access patient’s data from patient’s

office or patient’s bedside anytime and‘file the data in hospital.

Wireless ECG is a mainly application of health care. Fig. 1-1 shows the profiled

diagram of wireless ECG application.

Fig. 1-1, UPHI application.



Some systems have been designed for this application domain, e.g. BT, Zigbee,
UWRB. There can be multiple wireless sensor nodes (WSN) placed on human body,
and each sensor nodes perform human data collection, modulation and transmission.
The corresponding receiver can be buried into mobile phones as the central processing
node (CPN). The UPHI transmitter node design is emphasized on low power, and
must be designed in small area, therefore it can be easy to apply and remove, while
the receiver is designed to enable a small power-dissipated transmitter and also
targeting at low power. Besides that, medical information is sensitive and must to be
protected and high transmission quality is also required to ensure the system

reliability.

Wireless channel effect such as samplingrelock offset from transmitter to receiver
degrades the system performanee largely. BExisting wireless system receiver adapts
over-sampling for timing recovery of the transmitted data. Over-sampling provides
degree of freedom of signal processing for'baseband to reconstruct the original data
by an interpolation filter. However, over-sampling ADC also causes large power
consumption, which is not very suitable in power-limited devices. Fig. 1-2 shows the
relationship between ADC sampling rate to its power consumption. The power of
ADC is almost directly proportional to its sampling speed. In our developed system,
in order to maintain the system performance and reliability and prevent using
over-sampling rate ADC for power reduction at the same time, we proposed a
dynamic phase recovery method. On the other hand, opposing to the existing
sampling frequency offset recovery method: least square estimation of pilot phase
error and phase compensation [7], we propose a dynamic frequency recovery method
to automatic adjust the sampling frequency and try to eliminate sampling frequency

offset to improve system performance under frequency offset distortion. The proposed



dynamic phase-frequency recovery method tries to estimate the sampling clock phase
and frequency offset with the aid of a phase-frequency tunable clock generator to
drive the ADC sampling in only symbol rate. Thus, with this proposed dynamic

phase-frequency recovery, a low power CPN can be attained.
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Fig. 1-2, The relation of ADC’s power consumption to its sampling speed.



CHPTER 2

Multi-Tone CDMA System

Body signal possesses high correlativity and‘periodicity. The data rate is only in the
order of kbps, which is not very;fast. Based on this low data rate property of the UPHI
system and to ensure the security and .reliability of the overall system, multi-tone
CDMA (MT-CDMA) system is applied. It takes both the advantage of OFDM and
CDMA techniques. OFDM is an effective modulation technique for high-rate and
high-speed transmission over frequency selective fading channels. The available
bandwidth is divided into several orthogonal sub-carriers, where the data are shared
among, so it can provide better spectral efficiency, as shown in Fig. 2-1. For
communications over frequency selective channel, it provides a frequency domain
processing technique that contains carrier-by-carrier equalization and mitigates the
effects of frequency-selective multipath fading because the fading on each sub-carrier

can be taken as being flat.



In CDMA, the narrowband signal is multiplied by a large bandwidth signal which
is pseudo random noise code (PN code), as shown in Fig.2-2. All users in CDMA use
the same frequency band and transmit simultaneously. The transmitted signal is
recovered by correlating the specified PN code used by the transmitter. Thus, CDMA
provides the ability of transmission of multiple users and also the encryption of the

transmitted data by the specified PN code.
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Fig. 2-1, Orthogonal frequency division multiplexing.
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Fig 2-2, Code division multiple access.

Table 2-1 lists the system feature comparisons with ZigBee, Bluetooth, and

impulse-radio UWB. Table 2-2 shows the summary of data format.

u-PHI ZigBee IR-UWB Bluetooth
OFDM/
) BPSK
Modulation CDMA+ i ot PPM FHSS
TDM Q
868M/915
Center 1.4G 3~4G
Freq.(f) (WMTS) M/2.4G (ISM) 2.4G (ISM)
req.(f-
a (ISM)
Radio BW 3M 300k~2M 528M 1M
Data Rate
48.2k 250k 100k 250k
(bps)
Sensor
~10 ~254 ~10 ~7
Nodes
Total Power 700u 50m Im 150m
Energy*BW
(mJ*MHz/bit 0.0244 0.06 5.28 0.6
)

Table 2-1, System feature comparisons



RF Band
DAC Wordlength
Maximum Data Throughput
User Spreading Code Type
Spreading Code Length
Spreading Code Chip Rate
IFFT/FFT Block Size
Guard Interval Duration
Constellation Mapper
Coded bits per subcarrier
Data bits per OFDM symbol

1395~1400MHz
6
48.2kb/s
PN Code
31
3Mc/s
32
20.6 us
QPSK
2
22

Table 2-2, System format summary.

Data length of each packet 11232us
Number of OFDM symbol of each packet | 32
Number of data subcarriers 22
Number of pilot subcarriers 8
Number of subcarriers, total 32

Subcarrier frequency spacing

3MHz/32=93.75kHz

Preamble duration 3378us
GI duration 20.46us
Training symbol GI2 duration 163.68us
Symbol interval 0.33us
Tshort : Short training sequence duration 163.68us
Tiong: Long training sequence duration 327.36us

Table 2-3, The timing related parameter.




2.1 Packet format

Every packet can be divided into two parts such as the preamble part and the data
part, as shown in Fig.2-3. It contains a 3378us long preamble, and totally 32 OFDM
symbols that take 11232us to transmit where each OFDM symbol contains 32

symbols and 2-symbols guard interval is inserted between each OFDM symbols.

preamble data

3378us 351us x 32 OFDM symbols=11232us

Fig.2-35The-packet format.

2.2 Preamble format

The preamble consists of three parts. We use the known short preamble without PN
code spreading for the purpose of packet detection and carrier frequency offset
estimation. It is the shortest part of the preamble, which is only 239.76us long. Next,
the short preamble with PN code spreading is transmitted for the purpose of searching

of the PN code boundary. The final part is the long preamble which consists of 2



16-point guard interval and 2 repeated 32-point OFDM symbol, which are for the

purpose of channel estimation.

The content of short preamble: [0.1021, -0.2939, -0.0299, 0.3167, 0.2041, 0.3167,
-0.0299, -0.2939, 0.1021, 0.0052, -0.1742, -0.0281, 0.2041, -0.0281, -0.1742,

0.0052 1.

The content of long preamble 1 (L1) in time domain: [-0.1326, 0.0884, 0.0076,
0.0442, -0.0884, 0.1574, 0, -0.4861, -0.0884, 0.2576, 0, 0.2942, -0.0884, 0.2161, 0,
0.2210, -0.0884, 0.0076, 0, 0.0442, -0.0884, -0.4958, 0, -0.1326, -0.0884, 0.2576, 0,

-0.2058, -0.0884, -0.0545, 0].

The content of long preamble 1 (L1) in frequency domain: [-1-j, -1-j, 1+j, -1-j,
'l'j: 1+j= 1+j9 '1'j9 '1+j’ '1+j: l'ja l'ja '1+j’ '1+ja l'ja '1+j= 1+j9 'l'j9 1+j9 'l'jv '1'ja 1+j:

145, -1+j, -1, -1+, 1), 1, -1+ 14, 1), -1 /42

The content of long preamble 2.(L2) in time-domain: [-0.1326, 0.0266, -0.0235,
-0.0287, -0.0808, 0.1162, 0.2075, -0.3195, -0.3094, 0.1248, -0.1191, 0.2485, 0.1692,
0.0304, 0.1118, 0.0441, 0.2210, -0.1325, 0.1118, -0.1188, 0.1692, -0.3369, -0.1191,

-0.2132,-0.3094, 0.2311, 0.2075, -0.2046, -0.0808, -0.0597, -0.0235, -0.1150].
The content of long preamble 2 (L2) in frequency domain: [-1-j, -1-j, 14j, -1-j,
_l_j’ 1+J’ 1+.]’ _l_j’ _l_j’ _l_jﬂ 1+.]7 1+J’ _l_j') _1_j7 1+J> _l_ja 1+J> _1+j> l_ja _1+j> _1+j9 l_ja

15, =14, -1+j, -14j, 1-j, 1), -14, -1+, 1§, -1+ 1 /N2 .
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Short preamble
without spreading

Short preamble with
spreading code length 31

Long preamble with
spreading code length 31

333ns*16*45 _ 333ns*(16+32+32)*2*31
Length =239 76Us 333ns*16*9*31=1486.5us =1651.68us
P Packet detection Search of PN code boundar Symbol boundary detection &
UrPOse | g CFO estimation y Channel estimation

Fig.2-4, The preamble format.

2.3 Block diagram

2.3.1 Transmitter:

The WSN side collects data queued in a FIFO or memory. After the FIFO or
memory is full, the data will be sent out. The transmitter block diagram is shown in
Fig.2-5. We use QPSK mapping the transmitted data in 4 quadrants as shown in
Fig.2-6. Before Inverse Fourier transform (IFFT), the mapped data accompanied with
pilots are scheduled in order as illustrated in Fig.2-7. The frequency domain spreading

is applied in order to make the IFFT-transformed data only contains real parts, that

10



means that the imaginary parts are all zeros. By allocating the conjugate of 15" to

1st sub-carriers to 17" to 31% sub-carriers, data after IFFT becomes:

—j2rnk

31
X[k]= Zx[n]e 32
n=0

15 . 2rnk . 27w-n-k
(Lx[n]-——) —Jj(&£x[n]- )
= Z|x[n]| . (ej 2 7 4 (e / 27
n=l e (2-1)
o 27n-k
:ZZ-|x[n]|-cos(4x[n]—3—2) for k=0~ 31
n=1

With frequency domain spreading, the transmitter only has to send out one
channel of data, thus only one DAC and mixer are needed instead of two, while in the
same time the data rate is reduced to half of the original data rate. So we sacrifice data

rate to gain the hardware and power reduetion.in the transmitter side.

After the OFDM symbols are formed, all the data are multiplied by a 31 chips
PN code known as PN code spreading, and the preamble is added for synchronization

demand in the receiver side.

From QPSK Pilot
MAC mapping insertion

IFFT

PN code Preamble Y

spreading insertion

Fig. 2-5, The block diagram of transmitter.

11



data#l

Imaginary

pilot

01 11
([ J +1 (]
) 1 Real
[ ] T -1 @
00 10

Fig.2-6, QPSK mapping

null ___|

data#2

data#3

pilot

data#4

data#s

data#6
data#7

pilot

© 0O ~NOO U~ WNFRO

data#8

data#9

data#10

pilot

data#ll

data#l11*

null —16

data#10*

pilot*

data#9*

data#8*

data#7*
data#6*

pilot*

data#5*

data#4*

data#3*

pilot*

data#2*

data#1*

pilot*

Fig.2-7, The data is scheduled before entering IFFT
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2.3.2 Receiver

In the receiver side, the block diagram is shown in Fig.2-8. First we use the
preamble part to do synchronization including packet detection, CFO estimation, PN

code boundary detection and symbol boundary detection.

Packet CFO estimation PN code

detection & compensation de-spreading

Symbol boundary

detection FFT Equalization
Phase QPSK | |
recovery de-mapping To MAC

Fig.2-8, The block diagram of receiver.

Packet detection is done by using 144-point autocorrelation because autocorrelation
can detect periodic signal as defined in the initial preamble. The equation is written

below where Y[n] is the received data:

144

ZZ[n]

n=1

Z[n]=Y[n]xY[n+144]" Autocorrelation power=

And the simulation of auto-correlation result is shown in Fig. 2-9, when the
autocorrelation power is larger than a specified level, the packet is claimed to be
detected. Fig.2-10 shows the packet detect error rate under signal to noise ratio
ranging from -10dB to 0dB plus random carrier frequency offset (<120 kHz), and it
shows that packets can be 100% detected even when SNR is 0dB.

13



| Packet Packet
i] | detected ' ' detected

normalized autocorrelation power

Fig.2-9, Use autocorrelation to detect packet.

e

0.7+ =5 Packet detect error rate with random CF0<120kHz |-

T ' ' ' ' ' ' '
06 F----- i S P ——— memeam [ —— FRpp— [ p—— [ —— [ [Ip—— —
. v v I v ' ] '

e ¢ e [ S e S o
e

i i i i i i i i
i i i i i i i i

0.3 F----- beees P N LU e [ [ [ _
i i i i i i i

packet detect error rate

0.2 brmm et e e N e -

17 [ O S MU SUOUONS. - NS O S SO S .
- [ [ ' [ ' ' ' '
' '

l]-1l] 9 8 T 6 5 4 3 2 -? (ﬁj
SNR [dB]

Fig. 2-10, Packet detect error rate in different signal to noise ratio with random

CFO<120 kHz

In a realistic wireless system, the carrier frequency offset from the transmitter to the

receiver exists and makes the phase of the received data be rotated, as written in

14



equation (2-3) where x[n] is the transmitted data, Y[n] is the received data.

Y[n]= X[n]xexp(jx2xxxnxCFO/symbol _rate) ... ... (2-3)

Thus, carrier frequency offset estimation and compensation is needed to recover the
transmitted data. We use the periodicity of the preamble to do the CFO estimation.
Assume in our developed system, at most 120 kHz carrier frequency offset needs to

be solved and the symbol rate is 200ns, and equation (2-3) becomes

Y[n]=X[n]xexp(jx2xmxnx0.024) ....ccoiiiiiiiiiiii i (2-4)

That means the CFO will make the data phase rotated for 2 7 in about only 42
symbols which is very serious and the estimation result is also asked to be more
accurate. To make the estimation result more accurate, the estimation is divided into
two steps. First is the coarse CFO estimation, by using 9 periodic short preambles

which only composed of 16 symbols;

Y[16x (k+1)+n]=Y[16x k + n]xexp( 2z x16xCFOx (200x10"))

7 16
Cro,,,..= %x Z(%x tan”' (Z(Y[16>< k+n] xY[16x (k +1)+n])))
k=0

n=1

Noted that even with the assumed maximal CFO 120 kHz, the phase rotation between
16 symbols is kept within £ 7, so when the estimated result be divided by 16, its
correctness will be kept otherwise the positive CFO will be taken as being negative
and vice versa. After coarse CFO estimation, the estimation result is used to

compensate the received data as written in equation (2-6).

z[n]=Y[n]xexp(—j2xxnx CFO

coarse x 200 x 10_9)
=Y[n]x(cos(2zxnxCFO,,,.,x200x107)— jxsin(2zxnx CFO

coarse

x200x107%))

The compensated data is further used on fine CFO estimation. Here in order to
increase accuracy, we use 9 periodic preambles that spacing 64 symbols to do

estimation as written in equation (2-7).

15



CFO

fine

- %x i(éx tan™! (i (Y[64xk +n] x Y[64% (k+1)+ A1) eeerereenern.. 2-7)

n=1

Thus, the total estimated CFO result isCFO,,,,, + CFO,,,, and we used the result to

compensate the incoming data. The simulation of the accuracy of carrier frequency
offset estimation is shown in Fig.2-11 with 120 kHz CFO is added. The simulation
result shows with both coarse and fine CFO estimation, the resulting root mean square

error can be reduced to under 200Hz for SNR larger than 3dB.

14000 T 7 r T T T C L
: : ; =8- after coarse CFO estimation

== after fine CFO estimation

RMSE(Hz)

SNR [dB]

Fig.2-11, CFO estimation accuracy.

In the hardware implementation side, the most complex part will be the angle
calculation (tan™), the log-arctan method has been widely used for its special feature
that no divider is used [xx]. The input real part and imaginary part are sent into the log

table, and log (real part) and log (imaginary part) is obtained. Using log (real
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part)-log(imaginary part) to replace real part / imaginary part into the arctan lookup

table, as shown in Fig. 2-12.

Re(input)— |Log table

X1

VR
N

Arctan table — tan-(input)

Im(@inputy—{ Log table

Fig. 2-12, Log-arctan method to find angle.

However, in this method, if the input word length is required to be larger than 20 to
achieve the CFO estimation accuracy; the-log table will become too large as a 220 to
1 table. In order to prevent from-using /divider again, we use a binary search method to
derive the desired angle. The block diagram is shown in Fig. 2-13. Its major benefit is
that it only contains one lookup table, and the table size only depends on the output
word length rather than the input. It uses several steps depending on the accuracy you
want to get the nearest angle instead of a one time lookup table. Since the latency of
angle calculation is not critical in the CFO estimation, the binary search method is

more suitable to reduce the hardware area.
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Im(input)

la

Comparator

ClIfa>b,c=+1| b

If a<b, c=-1
If a=b, c=0
S ncounter 5 tan table
cojnter Re(input)
Register—

l

tan-(input)

Fig. 2-13, Block diagram of binary search method to find angle.

Els
1= iy 3
After CFO compensation, we use the second part of preamble which contains short
preambles with spreading to do PN code bOﬁﬁdary detection for de-spreading. While
the de-spreading window moves, calculate”the cross-correlation power to detect the

PN code boundary as shown in Fig. 2-14.

N

De-spreading window

Fig.2-14, De-spreading window.

Cross-correlation power is calculated as in equation (2-8), where Y[n] is the CFO
compensated data with de-spreading and X[n] is the known short preamble. As the
de-spreading window moves to the correct boundary, cross-correlation will have a
peak value.
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16 2

> Z[n]

n=1

Z[n]=Y[n]x X[n]" Cross-correlation power=

Long preamble symbol boundary detection is done followed. It uses cross-correlation
again. The long preamble and OFDM symbols in the data part are transformed by
32-point FFT into frequency domain. The flow graph of the used 32-point FFT is

shown in Fig. 2-15.
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Fig. 2-15, Flow graph of 32-point FFT.
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The long preamble in frequency domain is used for channel estimation as written in

equation (2-9).

Y[n]=(X[n]+wln])x H[n]
H [n]=Y[n]/ X[n]

Since the mapping method in our developed system is QPSK, that means when we
do de-mapping, only the angle of the data influences the decoded result. So we only
have to equalize the data phase instead of both the phase and magnitude of the data.
Thus in the channel estimation side, phase estimation is enough. It can be simplified

as in equation (2-10) such that only 2 adders instead of multipliers are needed.

X[n]=0+/)/N2
Y[n]/ X[n] = Y[n]x~2 /(1 + /) SHAICEZET daoeeeoeeoeeeeeeeeee, (2-10)
=Re(Y[n])+ Im(Y[n]) + j x (Im(Y[n])=Re(Y[n]))

The equalized phase is calculated by log-arctan method as illustrated in Fig.1-11. The
equalization step is simplified to phase subtraction and again no multipliers are used.

AWGN will cause synchronization error including CFO estimation error. Using pilot
phase error tracking, this residual CFO can be compensated by phase recovery. Phase
error of frequency signal can be separated as mean phase error caused by residual
CFO and linear phase error caused by sampling clock offset. Equation (2-11) shows

the influences of residual CFO to the frequency domain signal.
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Time domain signal with residual CFO Af in m, OFDM symbol with n, symbol, :
x[m,n]xexp(—jx 2z xAf x(mx N +n)xT) N=34, T=6200ns

Frequency domain signal becomes:

31
X[k]:Z[x[m,n]xexp(—jxZﬁfox(mxN+n)xT)xexp(—jXZﬁxkanZ) ]
n=0
. [ X[m,n]xexp(=jx 27 x Af xnxT)
:exp(—]x27zfoxmexT)zxeX ixomxkn/
~ p(—jx2mxkxn/64)]

’ Mean phase error ‘ ’ Inter carrier interference ‘

As the residual CFO is < *lppm, the inter carrier interference (ICI) error is not
obvious, but the mean phase error will increase when OFDM symbol increases.
Equation (2-12) shows the influence of sampling.clock offset to the frequency domain

signal.

FFT {x(t — At)}=X(£) x exp(-]x 2% EXAL) ..o (2-12)

In order to extract these two kinds of phase error, pilot-aided estimation is used. The

main idea of that is to solve least square equation (2-13).

A{l b IT E=[E. E, - E T

LI o I, LTl LM 3 2

E, ,, - phase error on I, OFDM symbol, M, pilot subcarrier

AC,=E, (2-13)
A"AC, = A"E,

C,=(A"4)"A"E, where C,=[C,, C,,]' is the least square solution.

C,, 1s the mean phase error, C,, is the linear phase error slope.

We subtract the estimated phase error in each OFDM symbol, and finally the result is
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sent to the de-mapper to decide the output bits.

2.4 Channel model

2.4.1 Measured channel model around the human body

Using wireless sensors placed on a person to continuously monitor health
information is a new promising application. Therefore the channel model around the
human body is recently paid more.attention to. Meéasurements have showed that in the
GHz range, the electromagnetic wave will travel around the body rather than pass
through the body. In addition, the path less-mechanisms near the body are probably
dominated by energy absorption from-human tissue which results in an exponential
decay of power versus distance. So the path loss near the body is much higher than in
free space especially when the transmitter and receiver are placed on the different side
of the body. This can be illustrated by that the path loss is usually modeled with the

following empirical power decay law:

P =Py +10010(d /dy) o.eoeoeoeee e (1-14)

where n is the path loss exponent, d is the distance from the antenna, dy is the
reference distance(usually set to 0.1m), and the Pygg is the path loss at the reference
distance. The measured path loss exponent is n=7.5 around the human body while in

the free space, the path loss exponent is n=2.
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By only considering the human body and ground in the indoor environment, this
wireless body area network can be modeled as the measured received power delay
profile containing 2 main clusters: one results from the electromagnetic wave
diffracting around the body; the other results from the electromagnetic wave reflecting
off the ground. To further examining the transmitting amplitude distribution, it has
been found that the lognormal model provides a reasonable fit. And because of the
symmetry of the human body, the adjacent bins of the measured channel model

possess a high correlation property. One of the possible channel models can be plotted

as below:

0 ! : :
100

-150

amplitucle (dB)
R
3

-250

300 i i

Fig. 2-16, Human body path loss model.

2.4.2 Consider the whole indoor environment

As the knowledge we know, it is likely that additional multipath component will be
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seen in indoor environment due to reflection of the wall and furniture. The measured
channel model result by Saleh and Valenzuela reported a maximum multipath delay
spread of 100ns to 200ns within the rooms of a building, and 300ns in hallways.
The measured rms delay spread within rooms had a median of 25ns and a maximum
of 50ns. The large-scale path loss with no line-of-sight path was found to vary over a
60 dB range and obey a log-distance power law (empirical power decay law) with an
exponent n between 3 and 4. Reminded that in our developed system, the guard
interval inserted is very long compared to the maximal delay spread as 12.4 us, so
almost no ISI will occur.

Saleh and Valenzuela developed a simple multipath model for indoor channels
based on measurement results. The model assumes that the multipath components
arrive in clusters. The amplitudés of the received components are independent
Rayleigh random variables with-variances that decay- exponentially with excess delay
within a cluster. The corresponding:phase-angles are independent uniform random
variables over [0 2x]. The clusters<and. multipath components within a cluster form
Poisson arrival process with different rates. The clusters and multipath components
within a cluster have exponentially distributed inter arrival times. The formation of
the clusters is related to the building structure, while the components within the
cluster are formed by multiple reflections from objects in the vicinity of the
transmitter and receiver. The corresponding channel model written with Matlab code

can be found in the website: http://www.ieee802.org/15/pub/TG4a.html

2.4.3 Consider the channel model when there is relative motion between transmitter

and receiver

Relative motion between the transmitter and receiver causes Doppler shifts in the
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signal frequency. In mobile radio channels, the Rayleigh distribution is commonly
used to describe the statistical time varying nature of the received envelope of a flat
fading signal, or the envelope of an individual multipath component. The Jakes PSD
(power spectral density) determines the spectrum of the Rayleigh process. Since a
multipath channel reflects signals at multiple places, a transmitted signal travels to the
receiver along several paths that may have different lengths and hence different
associated time delays. Fading occurs when signals traveling along different paths

interfere with each other [9]-[13].

2.4.4 Consider when there is interferenee (other sensor node placed nearby)

In realistic application, there ¢an.be-multiple” wireless sensors placed on the
human body, each of which is in charge.of different monitoring. Besides that, it is also
possible that the person near you also wear wireless sensors. Therefore the
transmission interference problem needs to be taken into account. One way of
differentiate transmitting data of each wireless sensors is by using different PN codes
to spread the transmitting signal so that the receiver end can extract the wanted part
by dispreading with the corresponding PN codes. Fig.2-16 shows the simulation PER

performance with different number of interferences for SNR=10dB.
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Fig. 2-16, System packet error rate with different number of interferences.

2.5 Frequency allocation

The industrial, scientific and medical (ISM) radio bands were originally reserved
internationally for the use of RF electromagnetic fields for industrial, scientific and
medical purposes other than communications. These bands are typically given over to
uses intended for unlicensed operation, since unlicensed operation typically needs to
be tolerant of interference from other devices anyway. For many people, the most
commonly encountered ISM device is the home microwave oven operating at 2450
MHz. However, in recent years these bands have also been shared with license-free
error-tolerant communications applications such as wireless LANs and cordless
phones in the 915 MHz, 2450 MHz, and 5800 MHz bands.

In response to growing concerns about interference resulting from the ISM band
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devices, the Federal Communications Commission (FCC) established the Wireless
Medical Telemetry Services (WMTS), dedicating bands of frequencies for
interference-free operation of medical telemetry systems. The WMTS bands are 608 —
614 MHz, 1395 — 1400 MHz, and 1427 — 1432 MHz. All transmitters operating in the
WMTS bands must be registered in the database to ensure interference-free operation.

Our u-PHI system is designed targeting at 1395 — 1400 MHz WMTS band.
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CHPTER 3

Dynamic Phase & Frequency Recovery

Clock timing recovery is to adjust the sampling timing for each received symbol
from analog-to-digital converter.and also’compensate the signals due to clock phase
and frequency offset between the oscillators in transmitter and receiver. In order to
solve the symbol timing problem, most OEDM standards set pilot data in an OFDM
symbol to do the estimation and compensation of timing error. Pilot symbol aided
symbol timing recovery scheme has been investigated and adopted for years.

However its effect is still limited for just using the polluted data.

In reference [7] [8], a feed-forward timing recovery is proposed with sampling
rate that 1s multiple times of the symbol rate, the timing information can be extracted
directly from the received data, the transmitting data then can be easily reconstructed
by interpolation among signal samples. With the low-power requirement in about
100mW under 130nm manufacturing process, This implies that the computation
complexity of timing phase should be reduced and the ADC operating frequency has
to be set as low as possible which usually occupies an equivalent power amount as the

one in baseband. Here the power consumption comparison of the MT-CDMA system
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receiver baseband and two times over-sampling rate ADC is shown in Fig.3-1. We
can see that over-sampling rate ADC consumes about 2/3 baseband power which is
we want to reduce. Therefore, to prevent over-sampling rate ADC, we propose a
dynamic phase and frequency recovery method with no up-sampled data and still keep

about the same performance with sampling clock phase and frequency offset effect.

2 times over-sampling rate
receiver ADC power [14]

41%

MT-CDMA receiver
baseband power

Fig. 3-1, Power comparison of receiver baseband and 2 times over-sampling rate

'ADC.

3.1 Sampling clock offset

With the receiver ADC sampling clock phase and frequency offset, the received
data is showed in Fig. 3-2. In Fig. 3-2(a) with the assumption of ADC sampling phase
offsets, the dash line x,represents the sampled data while the opt represents the
optimal sampled data. The sampled data all space a fixed time interval to the optimal
sampled data. In Fig. 3-2(b) with the assumption that DPR has been done and there is
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only sampling frequency offset¢, the sampled data is represented by the dash lines x,,,
while again the optimal sampled data is represented by op? . The sampled data space a
increasingly time interval to the optimal sampled data. We see that as the symbol
index increases, the timing error increases, and this will make the adjusted optimal
sampling phase drift away. So we apply DFR to recover the optimal sampling

frequency.

Fig.3-2(a),sSampling phase offset

Fig.3-2(b), Sampling frequency offset

3.2 Timing recovery with interpolation

Low power consumption is required especially in wireless personal area ne@ypt
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(WPAN) [1] and portable devices. In the interpolation approaches, however, received
signals are sampled by Nyquist or even higher rate, resulting in large ADC circuit
power and dominating the overall system power dissipation. It is shown in Fig. 3-3

that ADC power is about twice as the sampling rate is doubled.
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1
10 L L Lol L L Lol L L Lo
10" 10° 10° 10°

sampling rate (MS/s)

Fig.3-3, The relation of ADC’s power consumption to its sampling speed.

The conventional interpolation method is shown in Fig. 3-4, where the input signal
is assumed to be converted to baseband by a free running oscillator. The clock phase

® estimation is done by using the up-sampled data, followed by the interpolation
coefficients C, is updated by the estimated clock phase. A data buffer is needed to

store I and Q samples to wait for interpolation [3]-[4].
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Fig. 3-4, Block diagram with receiver with interpolations to solve symbol timing

CITor.

Using the interpolation methdd,inot only the sampling timing can be extracted but
also the noise interference can‘be averaged-by: the interpolation filter. However the
major drawback of that is to use 2'fimes-up sampling rate, because it will brings

almost 2 times of the ADC power which is not suitable in low power applications.

To meet the system power limitation and reduce the power consumed in an ADC
circuit, a dynamic phase recovery (DPR) is proposed to drive the ADC circuits
sampling in the symbol rate with the aid of a phase-tunable clock generator (PTCQ),
which search the best sampling phase in the received signals. To maintain the
searched clocking phase without drifting due to clock frequency offset, a dynamic
frequency recovery (DFR) accompanied with a frequency-tunable clock generator
(FTCQG) is also proposed to improve the data recovery performance opposing to the

decision-directed phase recovery from noise interfered data.
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The overall system power reduction is made from preventing using over-sampling
ADC by adopting a phase and frequency tunable clock generator. The power
consumption of these two features is compared in Fig. 3-5. From reference [14] under
90nm process, an ADC with sampling rate SMHz is about 1.ImW. Doubling the
sampling rate will increase its power consumption to around double. However,
according to the implementation under 90nm process, the power consumption of a
phase-frequency tunable clock generator (PFTCG) is about only 77uW. We can see

that they differ by an order amount. So the power reduction is guaranteed.

3500
3000 [
2500
2000 [
1500 F
1000
500 F

power(uW)

10MHz sampling 5MHz sampling

rate ADC rate ADC PFTCG

Fig. 3-5, Power consumption of ADC and PFTCG under 90nm CMOS technology.
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3.3 Dynamic phase recovery

ADC clock sampling phase offset will result in worse system performance, thus the
dynamic phase recovery (DPR) is applied to recover clock sampling phase. Since we
want to keep the ADC sampling rate as the same as symbol rate and also reconstruct
the received data with optimal sampling phase, a phase tunable clock generator is
required to dynamically adjust the ADC sampling clock phase. The repeated preamble
can be used to search the optimal sampling phase. Suppose the transmitter pulse

response and receiver analog prefilter are considered as an equivalent response

FE = Lo fo0) oo i ) 3-1)

and let f,[n]= fl(n—¢)T,], 0<& <05, &€ represent” the ADC clock sampling phase
offset. The optimum sampling phase &,,, is defined that makes a maximum ratio of

signal to inter-symbol interference power ratio (SIR), as written in equation (3-2).

&,y = arg max(oofgLﬂ) ............................................................ (3-2)
A

The normalized received data power can be expressed as

L] 0, i, (3-3)

HEAREDY

where o, is the noise power. Equation (3-3) can be arranged as
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E{| X, Y= (SIR 1T+ 0,7 oo, (3-4)

where / =Y _| f.[n] . Equation shows that with the optimum sampling phase¢,, , a
n#0

maximum E{| x, , I’} is obtained. So we may rewrite equation (3-4) as

£, =arg max(E{|x,, ) e (3-5)

Since the expect value E{.} is impossible to get realistically, the power calculation can
be done by averaging of finite samples. We use the maximum-absolute-squared-sum
(MASS) search of the initial preamble, which is to search for the maximum of the
sum of the absolute squared value.of the data. Each OFDM symbol of the preamble is
sampled using different samphing. phases € s provided by the phase-tunable clock

generator (PTCG), then «choosé.-the, phase that results in the

maximum-absolute-squared-sum to be the sampling phase £ . Moreover, the carrier

frequency offset caused by the carrier frequency mismatch between transmitter and
receiver will not affect the absolute value, because it only makes the received signal

phase rotation in time domain, as shown in equation (3-6)

Xe[n]=x [n]-exp (27 fon-Ty) o, (3-6)

where / is the carrier frequency offset and T, s is the symbol period. Therefore the

MASS search can be started as soon as the packet detection is done. In order to
increase the estimation accuracy, the comparison can be done more than once. For

example, we can first choose half of the applying phase with maximal absolute value
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search, and then perform it again on the searched phases in last step and so on.

3.4 Dynamic frequency recovery

Although dynamic phase recovery adjusts the sampling clock phase, the drift
amount due to sampling clock frequency offset still increases. The most significant
effect of sampling clock frequency offset is the phase rotation to received subcarriers

as written in equation (3-7).

j27r(kl§+£)T—S

Y, =e g X, SnefrhG JH N A Wi, (3-7)

where H |, is channel frequency respense at« A-th subcarrier, 7, is the useful data

portion, I, , is the additive white Gaussian noise and the N, ,, is additional noise due to

Cilk
clock sampling frequency error at /-th symbol and k-th subcarrier. Clearly, the phase
error is proportional to the symbol index, subcarrier index and sampling clock
frequency offset. However, the decision-directed phase recovery method is incapable
of recovering the increasing phase error when the drift amount becomes large.
Dynamic frequency recovery not only directly compensates the phase error of data
after FFT but also tunes the sampling frequency of ADC to eliminate the sampling
clock frequency offset.

As a result of the small clock frequency offset{ , the factor sinc(mk() in equation

(3-7) approximates to one. ADC clock sampling phase offset ¢ is assumed to be
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Z€10.

where 7, is the received data on pilot position at /-th symbol and /,-th subcarrier

which is also the pilot index. In order to estimate clock frequency offset, we use the
least squares algorithm [7] which.ean track the residual carrier frequency offset and
clock sampling frequency offset.. The elock sampling frequency offset can

accurately estimated as equation (3-10)

A{l b IT E=[E. E, - E T
LI - I, L LM 32

E, ,, - phase error on I, OFDM symbol, M, pilot subcarrier
AC, =E,

ATAC, = A"E,

C,=(A"4)"A"E, where C,=[C,, C,,]" is the least square solution.
C,, 1s the estimated residual CFO, C,, is the estimated clock frequency offset.

............................................................................................... (3-10)
C,,is the estimated sampling clock frequency offset in equation (3-9).
T
C, =2ﬂl§7S .............................................................................. (3-11)
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Then, the estimated sampling clock frequency offset at /-th symbol can be easily

calculated by equation (3-12).

Because the additional noise N due to clock sampling frequency offset and the
inter-channel interference (ICI), the result of clock sampling frequency offset

estimation is not very stable. And from equation (3-11), we can see that the
calculation resultC, ,is proportional to the sampling clock frequency offsets , and is
increasing with the OFDM symbol index/ as shown in Fig. 3-6. Thus in order to

increase the estimation accuracy and’prevent burst errors, we solve the least square

equation again to extract the sampling clock - frequeney offset < .

>
—
o

s0]

T T T
—8- 50ppm sampling frequency offset
== |east square solution of 50ppm

¥

O

estimated phase error slope:

o))
i

I
i

2 1|0 2|0 _ 3|0
OFDM symbol index /

Fig. 3-6, The relationship of estimated phase rotation slope C;,and OFDM symbol
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The overall system receiver block diagram with dynamic phase-frequency recovery
is shown in Fig. 3-7. After packet detection, the dynamic sampling phase is turned on
to adjust the ADC sampling clock to the optimal phase, and the dynamic sampling
frequency estimation is also turned on after data processed through the FFT. The
Timing error detector performs MASS search while the Frequency error detector

performs least squares algorithm. The ADC sampling clock is controlled by PTCG

and FTCG, showed in Fig. 3-8.

Dynamic phase |
recovery

CFO estimation |:
& compensation |

Packet
detection

Symbol boundary L
detection

PN code
de-spreading

Dynamic frequency |
recovery

Fig. 3-7, Receiver block diagram with dynamic phase and frequency recovery.
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Fig. 3-8, The function of PTCG and FTCG.
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3.5 The structure of phase-frequency tunable clock generator

The PFTCG architecture is shown in Fig. 3-9. The reference clock is generated by

the crystal oscillator circuit. The PFD detects the difference of frequency and phase

between the reference clock (REF CLK) generated by crystal oscillator circuit and

the DCO (digital clock oscillator) output (FB_CLK). DCO is composed of several

delay cells, and they constitute several delay paths, as shown in Fig.3-10. The UP and

DOWN signals indicate that the controller adjusts the DCO control code to select the

delay path, thus, a frequency-tunable ability is reached. For generating the multiphase

clock signal, different phase is extracted in the delay path, too. (By selecting the

output position) [6].

Frequency Offset

EstirIated

Phase Select

REF_CLK
] PFD . C 11 Lot
DOWN ontroller
FB_CLK
- DCO_CODE

PHASE7
DCO >

PHASEO

Fig. 3-9, The block diagram of PFTCG.
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Fig.3-10, Digital control oscillator.

The PFTCG control flow is illustrated in Fig. 3-11." After the system reset, the DCO is
tuned by the PFD to catch up the speed of the reference clock. The tuning time will
last for a fixed period, then the LOCK signal gets high. Afterwards, the DCO is
continuously tuned by the estimation of sampling frequency offset which was done by

pilot-aided phase recovery.
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Fig. 3-11, Thé-control mechanism-of the PFTCG.
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CHPTER 4

Simulation Result

4.1 Simulation on AD/DA resolution

The simulation environment “that*contains“MT-€DMA baseband transceiver and
channel model is established by high-level language. Simulation of optimal AD/DA
resolution will find a optimal AD/DA word length with the trade-off between error
rate performance and hardware complexity. As the word length increases, the
computation resolution will also increase and the transmission performance will be
better while in the same time more hardware or power consumption is needed.
Transmission without any quantization error provides an ideal referenced
performance for simulation of the fixed-point transceiver. Fig. 4-1 shows the PER
curves of different transmitter DAC resolution. Here we choose DAC word length to
be 5 because the performance loss is only 0.5dB at PER=1% which is in the
acceptable region. In another way, the simulation of different receiver ADC word

length to the overall PER performance is shown in Fig. 4-2. We choose the word
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length to be 6 for the SNR loss is only 0.2 dB at PER= 1% compared to the floating

point case.

i
10 e e ——  P—— 5
-| =&~ floating point |4
- =B~ word length=6 |

=& word length=5 |]
= word length=4 ||

--- PER=1%

10 §
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choice
10
10 : |
1 15 2 25 3 3.5 4
SNR [dB]
Fig.4-1, PER comparison of-different DAC word length
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—& floating point
- =B~ word length=7

=4 word length=6
== word length=5 ||
--- PER=1%

10- '; :::E

PER e — AR

choice

_______________________________________

10- mmEE

______________

__________________________

. .
1 15 2 25 3 35 4
SNR [dlB]

Fig.4-2, PER comparison of different ADC word length
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4.2 Simulation on PER performance with carrier frequency offset
and sampling clock offset

Carrier frequency mismatch between transmitter and receiver leads the received
data be distorted, so a compensation scheme is needed to recover the original signal.
In our developed system, the CFO estimation is divided into two steps to increase the
estimation accuracy: one is coarse CFO estimation and the other is fine CFO
estimation. Then use the estimation result to compensate the received data and in
Fig.4-3, the simulation of PER with 112 kHz carrier frequency offset is shown. The
performance loss is about 0.7dB compared to:0 kHz carrier frequency offset when

PER reaches 1%.

10 . . . -
—©- CFO=0ppm ]
—B- CFO=80ppm(112kHz) |
PER | NN
10_2 T:'____J:'__"__'::___'__'JE' k :::i?'__:"_i:'"__:::'
-3 '
10 |
1 15 2 25 3 35 4

SNR [dB]

Fig. 4-3, PER with 112 kHz carrier frequency offset.

46



Sampling clock offset influences the received sampled data, and the offset timing
interval will even increase and it may make some data lost. Especially in our
developed system, 31-point PN code spreading is performed, so every data symbol is
spread to 31 symbols. The timing offset is increasing among the 31 symbols making
the de-spread data be largely distorted. Existing frequency offset method is pilot-aided
data calibration [7]. It is to estimated data phase rotation caused by sampling
frequency offset, and to compensate the data by subtract the estimated phase error.
Fig. 4-4 shows the simulated PER with different sampling clock offset with the
reference recovery method [7]. In the simulation result, we can see that the
performance loss of 50ppm sampling clock offset compared to no frequency offset

case is still 1dB at PER=1%, so the reference method is not very robust.

| —8— £=0ppm with data calibration
| == £=50ppm with data calibration
---- PER=1%

PER

1 15 2 25 3 35 4
SNR [dB]

Fig. 4-4, PER with 50ppm sampling clock frequency offset and data calibration

method [7].
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4.3 Simulation on dynamic phase recovery

In chapter 3, we have discussed the sampling clock phase offset. Worse sampling
phase will lead to large performance degradation. We want to examine on how the
sampling phase offset influences the system performance, so by dividing the sampling

timing to 8 different phases with equivalent interval noted by

& =1{10.5,-0.325,-0.25,-0.125,;0,0.125,0.25;0.325} ............cciiiiiiiinin (4-1)

The simulation was done with‘the assumiption of theése phases, and is shown in Fig.
4-5. Because of the symmetry of these sampling phase offsets, we only show 5 phases
in Fig. 4-5. It can be inferred that positive offset and negative offset with the same
amount will result in the same performance. The simulation result tells that as the
phase offset increases, the PER gets worse. The worst case is & =0.5, and the

performance loss is about 2dB at PER=1% compared to no phase offset.

48



0 —&— perfect (fixed £=0)
smmmmmmmniiiiiiiiiiiil e fixed e=0.125

__________________________________

...............................

e A— —%— fixed £=0.25

e | =& fixed £=0.375
—— fixed £=0.5

PER=1%

_________________________________________________

______________________________________________

_________________________

3
SNR [dB]

Fig. 4-5, PER with'different sampling, clock phase offset.

The proposed dynamic phase recovery is to do maximum absolute value search of
the initial preamble with different sampling phases provided by a phase-frequency
tunable clock generator. According to the proposed method, optimal sampling phase
will provide maximal signal power, so we calculate the maximum absolute value of
the sampled data while changing the sampling phase, and choose the phase that result
in maximal value to be the estimated optimal sampling phase. Number of phase
tunable choices increasing can help the optimal phase search to find the sampling
phase that is nearest to the optimal one. However, the sampling phases provided by

phase-tunable clock cannot be infinite. In Fig. 4-6, the SNR when PER=1% with
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different amount of sampling phase offset is simulated. Here we choose the
acceptable sampling phase offset to be 1/16 which means we need an §-phase tunable

clock generator to do the optimal phase searching.

=1%

SNR @ PER

32
142 144 /6 1/8 1410 1112 114 e 18
sampling phase offset s

Fig.4-6, SNR loss with different sampling phase offset.

The simulation result on probability distribution of phase searching is shown
in Fig. 4-7 with a 8-phase tunable clock generator and at SNR=5dB. Here we
calculate 128-point absolute square sum and the comparisons are performed three
times. First we pick up the top four with maximal absolute square sum, then two of
the four, then one of the two. Finally the optimal sampled phase can be decided.
Noted that the estimation accuracy will be affected by noise as shown in Fig. 4-8, the
probability of adjusted phase result under SNR=3dB and 10dB is simulated. We can
see that in the SNR=10dB condition, there is about 13.4% more probability lies in the
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region that phase offset is zero, while comparing with SNR=3dB condition.

07 ) ) ! ! ! ) )
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™

Fig. 4-7, Probability distribution of-adjusted-phase using maximal absolute square

sum search at SNR=5dB.
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Fig. 4-8, Probability distribution of adjusted phase under SNR=3dB and 10dB.

From the simulation results showedabove, we can see that most of the probability
distribution of phase adjustment lies in the region that makes the better packet error
rate. And the overall system performance applying the proposed dynamic phase
recovery method is also simulated. It is" shown in Fig. 4-9. PER of perfect case
(sampling phase offset & =0) is also drawn in the same plot as a comparison.
Originally with the best and worst sampling phase offset, there is about 2.05dB SNR
loss. After applying the dynamic phase recovery, through a phase searching and

tuning scheme, the resulting SNR when PER equals to 1% can be reduced for 1.9dB.
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Fig. 4-9, PER with.the proposed dynamic phase recovery.

4.3 Simulation on dynamic frequency recovery

In the dynamic frequency recovery method, the sampling frequency offset is
estimated by pilot symbol phase rotation in each OFDM symbol. According to
equation (3-7), the phase rotation of data in frequency domain is proportional to the
OFDM symbol index and data index. With this characteristic, by solving least square
equation, we can get the constant and slope terms, and the slope can be referred to the

wanted sampling frequency offset. In order to increase estimation accuracy again, the
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least square equation is solved two times, one is aiming at a single OFDM symbol,
and another is at several OFDM symbols with the estimated result of last step. Fig.
4-10 shows the simulation result of sampling frequency adjustment while using the
proposed dynamic frequency recovery. We assume the initial sampling frequency
offset be S0ppm. Here the frequency tuning is done once 8 OFDM symbols. In the
realistic application, the training packet might have to be sent in advance to get the
better sampling frequency. And the overall system performance is also simulated with
the proposed dynamic frequency recovery, and is shown in Fig. 4-11. With the
proposed dynamic frequency recovery, packet error rate of 50ppm sampling
frequency offset case can be kept close to the case of no frequency offset, and there is

about 0.2dB SNR loss when PER equals 1%.
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0

sampling frequency offset(ppm)
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%0 OFDM Symbol Count(xe}°  1%°

Fig. 4-10, Sampling frequency tuning with the dynamic frequency recovery.
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Fig. 4-11, PER with the proposed dynamic frequency recovery.

In the end, the simulation of both dynamic phase and frequency recovery with
50ppm frequency offset and random. phase offset'is shown in Fig.4-12. Comparing
with the no sampling offset case, there is about only 0.25dB SNR loss when PER=1%.
And the overall power comparison designed by 90nm CMOS process is shown in Fig.
4-13. The overhead of the proposed design includes the extra hardware of dynamic
phase and frequency recovery and a phase-frequency-tunable clock generator. By
replacing the 2 times over-sampling rate receiver ADC circuit with the proposed

design, about 46% ADC power can be reduced.
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Fig. 4-12, PER with the proposed dynamic phase and frequency recovery.

90nm CMOS technology
Supply voltage: 1V
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Fig. 4-13, Power comparison of the proposed method to the conventional design.

56



CHPTER S

Conclusion and Future Work

5.1 Conclusion

A multi-tone CDMA system is established for wireless body area network
application. By using the advantage of orthogonal frequency division multiplexing
(OFDM) and code division multiple access (CDMA), the proposed system is very
robust to the frequency selective multipath fading and noise interference. Packet error
rate can be kept under 1% when SNR>=3dB. The carrier frequency offset up to 112
kHz between transmitter and receiver can also be solved by CFO estimation and

compensation proposed in the system.

Besides that, in accordance with sampling clock phase offset between transmitters

and receivers, the performance loss from the worst phase to the best one is about 2dB
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SNR, so we proposed a dynamic phase recovery method to estimate the phase offset
and directly adjust the ADC sampling phase. With the proposed method, the
performance loss when there’s phase offset to the perfect case can be kept smaller

than 0.15dB SNR.

Sampling clock frequency offset also influences the system performance. The
performance loss with 50ppm frequency offset is about 1dB SNR. So a dynamic
frequency recovery is also proposed to resist sampling clock frequency offset. It uses
pilot sub-carriers of each OFDM symbol to estimate sampling frequency offset and
directly adjust the ADC sampling frequency. With the proposed method, there is

about 0.8dB SNR improvement under 50ppm frequency offset case.

Considering both the sampling phase and frequency offset, with the proposed
dynamic phase and frequency -recovery method under 50ppm frequency offset and
random phase offset case, theré’s only 0.25dB' SNR loss to the perfect case. Using
dynamic phase recovery can prevent using over-sampling rate ADC in the receiver
side. This will induce about 46.38% of ADC power reduction. Using dynamic
frequency recovery improves system performance because it deals with the ADC
sampling frequency offset not only compensate the received data but also adjusting

the ADC sampling frequency to the optimal one.
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5.2 Future Work

In the future, the following work is to the integration of the digital baseband and
the analog RF front-end. Through the integration, the data can be truly transmitted
wirelessly, and some potential existing problem such as RF filtering distortion, I/Q
mismatch, synchronization problem or the real channel model for indoor and outdoor
can be extracted and modeled in the software. Based on this progress, the multi-tone

CDMA baseband system can be re-designed and improved to become more robust.
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