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Abstract

With the*“advance™ of process technology and the  increasing' requirement of
portable electric products, the ‘power-consumption of these products becomes very
important. In this thesis,;» we: first make -the - overview about the advanced
characterization flowgof timing and power in deep submicron CMOS standard cell
library. Then, we propose’a methodology using mixed-threshold voltage transistors in
a circuit instead of single normal-threshold voltage transistors to reduce power
consumption with the same timing performance. We find out the critical path and the
critical transistors on the critical path that result in the longest delay time in the
pull-up and pull-down networks, respectively. Then we replace the critical transistors
with lower threshold voltage transistors and do resizing to meet the time performance
of original circuits. Using this technique, we do not have to use additional transistors
and do not change the structure of circuits to obtain the requirement of low power.

Moreover, the leakage current is also blocked in most of the transistor paths.



We apply this mixed-threshold voltage methodology to establish our 90nm low
power standard cell library. Then we use many design examples to compare the
performance with the high-Vt standard cell library and make the conclusion that we
can have around 5% to 30% dynamic power saving, 20% to 55% delay-power product
saving and the area is 0% to 40% larger than the standard cells with single high-Vt

transistors.
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Chapter 1

Introduction

1.1 Introduction of Standard Cell.L.ibrary

With the novel process technology is going to deep-submicron generation, the
high integrated gand high complex system, on chip «(SOC) design methodology
becomes practical and popular.- When circuit .designers wouldmlike to use the
cell-based design flow to design a digital chip;they have to ensureits specifications
such as the timing performance, power consumption,.area...ctc of the chip could meet
the requests of the circuit. A typical cell-based design flow is'shown in Fig. 1.1. For
timing specification, most designers and the synthesis toels use the method of static
timing analysis (STA) toverify their timing perfofmance. If the timing performance
doesn’t meet the specification, circuit designers or synthesis tools will replace some
cells in the circuit or change the architecture of the circuit to improve the timing
performance. Then, they would reiterate above steps until the timing performance
meets the specification. The methods to meet the design performance of power and
area are like that of timing tuning process. After verifying the characteristics of the
chip meets the specification, designers have to use an automatic placement and
routing tool to draw the circuit layout in order to tape out the chip.

The standard cell library plays a very important role in the cell-based design flow



from circuit synthesis step to automatic place and route step. The synthesis tool can
implement a large circuit with the cells supplied by the cell library. The standard cell
library also supplies the timing, power, and area information of cells to let the

synthesis tool optimize the circuit design to meet the specifications.

System Specification Tool Example
Behavioral Model MATLAB, SystemC
RTL Coding Verilog, VHDL
| Circuit design and Synopsys
” Synthesis Design Vision
Synopsys
> Gate level STA Design Vision

Standard cell
library, @

Pre-Layout Simulation NC-Verilog

<

Auto Place & Route SoC Encounter, Astro

¢

Post-Layout Simulation Nanesim

<

Tape Out

\ 4

Y

Fig. 1.1 Cell-based design flow
1.2 Deep-submicron Circuit Design Issues

As the novel technology process progress, the total power dissipation is not only
determined by the switching power and the internal power dissipation but also the
leakage power dissipation. When the transistor size scales down, the supply voltage

has to be scaled down at the same time in order to save power and considers the



problem of device reliability. With the decreasing of the supply voltage, the threshold
voltage has to be scaled down to meet the performance requirements. However, low
threshold voltage will increase the sub-threshold leakage current and it will dominate
the total leakage power at 90nm and below deep-submicron technology processes. In
90nm process, the threshold voltage between 0.1V and 0.2V causes 10nA-order
sub-threshold leakage current per logic gate in a standby mode, which leads to 10mA
standby current for 1M-gate VLSIs [9]. Therefore, we have to reduce the leakage
power very carefully when we design low power circuits at the deep submicron

process.

1.3 Motivation and Goals

Many commercial standard cell libraries have been proposed..In the cell base
design flow, we can synthesize our design by using the standard cell libraries
supported by the foundry [factory. However, we can not modify the data in the
commercial cell Jlibraries to.improve the: circuit performance for special design
requirement. Therefore, we.would like to build a procedure to create a low power
standard cell library. With this procedure, we can add some properties that we need in
the library to meet our research requirement. For example, if we design a new D-type
flip flop or Latch, we can add these new cells in our standard cell library for others to
use at any time.

Furthermore, with the growing use of solar batteries, portable and wireless
electronic systems, the designer has to reduce the power consumption in the novel
VLSI circuit and system designs [1]. Thus, we would like to use low power design
technique in our standard cells in order to create a low power standard cell library.

There are many methodologies and architectures for low power circuit design. We

3



choose the low power design methodology on circuit and logic level in our low power
cell library. In order to reduce the loading of the designer to design a low power
circuit such as finding the critical path of the circuit~designing additional circuits used
in the standby mode, etc, we want to create low power cells without changing the
schematics of cells. Therefore, we would use one of low power design methodologies
of multiple threshold voltage (Vt), mixed-Vt, in a cell by replacing the MOSs on the
critical path and resizing them to establish our low power standard cell library.
Besides, in order to avoid the over design causing the waste of area and power, we
characterize this mixed-Vt, low power standard ‘cell library by the advanced
characterization tool, Parex. Finally, we use our mixed-Vt lew power standard cell
library to synthesize several design examples and compare thé timing and power
performance with the single high-Vt standard cell library to'demonstrate that our

mixed-Vt method is very effective.

1.4 Thesis:Organization

In this thesis, a design flow and methodology of Mixed-Vt 90nm CMOS standard cell
library is presented. Design and implementation results are demonstrated to show the
performance of the proposed mixed-Vt cell library. The thesis organization is

described as follows:

Chapter 2 introduces power dissipation of CMOS circuits and the basics of a standard
cell library. We will also overview the improvement of present standard cell library in

advanced technology.

The characterization flows of time and power in a standard cell library are

demonstrated in Chapter 3.



Based on present commercial standard cell library, we will show the proposed
mixed-Vt low power standard cell library. We will also propose the methodology of
low power cell design and establish the flow of setting up the low power standard cell

library.

Finally, we use several design examples to demonstrate our low power standard cell

library in Chapter 5 and a conclusion is made in Chapter 6.




Chapter 2

Background Overview

2.1 Power Dissipation, in GMQS circuits

We know that the'power consumption of CMOS circuits is composed of two
components, the dynamic power and the static power:, The power dissipation can be

expressed as:

P

total

S

= denamic static (2.1)

where Piotal is the total power dissipation; Paynamic 1S the dynamic power and Psatic is the

static power dissipation.

2.1.1 Dynamic Power Dissipation

Dynamic power consumption occurs when the input signal transition results in
the signal state transient in the output. At this time, the power that the circuit exhausts
is called dynamic power consumption. The following equation shows the power

dissipation components of dynamic power.

ynamic = IDswitching

+ P

internal + Pshort—circuit (2-2)

Py



where Pgynamic 1S the dynamic power, Psuitching 1 the switching power, Pinternal s the
internal power and Pgport-circuit 1 the short circuit power dissipation.

For dynamic power consumption, there are three components. One is the power
in using to charge or discharge the output (Pswitching) and the parasitic capacitance
(Pinternal)(see Fig. 2.1). The other is short circuit power (see Fig. 2.1) due to the
non-zero rise and fall time of input waveforms. This situation will cause the N/PMOS
conducting simultaneously when input signal transits and the current will flow from
VDD into ground. In the high speed circuit, the amount of short-circuit power can be
ignored due to the fast transition time: The last one is the internal power component.

It results from the power supply charges/discharges the internal parasitic capacitance.

Short circuit
current Switching

iy - B
¥e
T

F -2

Fig. 2.1"Switching power example
2.1.2 Static Power Dissipation

The static power of a CMOS circuit is determined by the leakage current through

each transistor. It can be expressed as:

P

watic = Vstatic * Vb (2.3)

static
Let us take the static CMOS inverter shown in Fig. 2. for instance. When the

input signal is at the static state, a continuous high or low voltage level, one MOS of



the inverter will be always turn on and the other one will be always turn off. So we
can realize that there will be no switching current at this time in the ideal situation.
But the secondary effects of leakage current we ignored before becomes more and
more significant in the deep submicron process. The leakage sources for the static
CMOS circuits are illustrated in Fig. 2.2. These secondary effects including the
sub-threshold leakage, the PN reverse bias junction leakage, the Gate Induced Drain
Leakage (GIDL) and the punch-through gate oxide tunneling cause small static
current flowing through the turned off transistor. These leakage currents will produce
power consumption called leakage power. These static currents were ignored in the
0.18um or the earliersprocess -but they will occupy more portions of the total power

consumption in thé 90nm and below process.

Gate _ ]
gate.oxide tunneling
|
Source H Drain
‘ l A
+  JTaabthreshold +
n N

~ —

unchthrough /

\ /
N GIDL v
reverse bias diode p reverse bias diode
Bulk

Fig. 2.2 Static CMOS leakage sources

Designers have to consider many low power design methods to diminish leakage
power for low power circuits.

Before introducing the low power design methods, we have to know that what

the leakage sources of the MOS are and the reason cause these leakage currents. The

leakage sources of the static CMOS circuits in deep submicron process are illustrated

8



in Fig. 2. and we will introduce them respectively.

PN reverse bias diode junction leakage

It is due to the minority carrier drift near the edge of the depletion region and the
electron-hole pair generation in the depletion region. It is very small and can be
ignored. When the electric field across a reverse-biased p-n junction is
continuously high, significant current flow can occur due to band-to-band
tunneling. The PN reverse bias diode junction leakage current is about 0.1nA
with 1 V reverse bias voltage and 75°C [19].

Gate Induced Drain Leakage (GIDL)

It occurs at negative: VG-and high VD. Where VG is the voltage applied to the
gate of a tran§istor and VD is the voltage applied to the draifi of a transistor. It is
due to the“high electric ficld under the ‘gate’and drain overlap region, which
results in“the band-to-band tunneling [1-2]. The gate induced drain leakage
(GIDL) is'about 1nA with VG= -1 V;VD=L1.5 V, physical gate width is 1pm and
gate length'is 100 nm [18]:

Sub-threshold leakage

It is the weak inversion current between souree and ‘drain of MOS transistor
when the gate voltage is' less than the  threshold voltage. It increases
exponentially with the reduction of the threshold voltage. So it is the critical for
low voltage low power (LVLP) CMOS circuit design. The short channel effect
(SCE), such as Vth roll-off and Drain-Induced-Barrier-Lowering (DIBL), make
the sub-threshold leakage even worse. The sub-threshold leakage current is about
5nA with VGS= 0.5 V, gate width = 1um and gate length= 90nm in 90nm
process [17]. Where VGS is the gate related to source voltage of a transistor.
Punch-through

It occurs when the drain voltage is high and the drain and source depletion
9



regions approach each other. In the punch-through condition, the gate totally
loses the control of the channel current and the sub-threshold slope starts to
degrade.
—  Gate Oxide Tunneling

It is due to the high electric filed in the gate oxide, includes Fowler-Nordheim
tunneling through the oxide band and the direct tunneling through the gate.
Fowler-Nordheim tunneling is negligible for the normal device operations, but
the direct tunneling is important when the oxide thickness is less than 23nm [1-2].
The gate oxide tunneling current is about. InA" with VGS= 1 V, gate width =
10um and gate length= 10um in 90nm process [17]. Where VGS is the gate

related to soutee voltage of atransistor.

2.2 Common Formats of Standard Cell Library

Currently, there are two different kinds of standard cell library. 'The first type is
called Advanced Library Format (AlzF)[3]yand-thersecond type is called Liberty (.lib)
[4]. ALF is an IEEE standard, 1603-2003. It is a modeling.language for library
elements used in IC technology.- The content of ALF are electrical, functional, and
physical models of technology-specific libraries for cell-based and block-based design
in a formal language suitable for electronic design automation (EDA) application
tools targeted for design and analysis of an IC [3].

Liberty is proposed by Synopsys Corporation. It is the most popular library
format in the cell-based design flow now. The main difference between Liberty and
ALF is the ranges that they can model. ALF can describe many kinds of
characterizations from functional model to physical model. But Liberty is only
focusing on the model of timing, power, and signal integrity. We will introduce

Liberty more detailed in the following sections.
10



2.3 Brief Introduction to Liberty File

There are some basic attributes declared in the beginning of the .lib file. These
basic attributes define many specific characteristics. In every cell, there are attributes
of timing, power, area, capacitance, and footprint in the characteristic descriptions.
We will introduce these characteristic descriptions in accordance with each cell in the
following paragraph.

—  Footprint: Each cell in the standard cell library has its own name. The name is
composed of function and driving ability. We take the NAND2X4 for instance.
NAND2X4 can separate into two parts. One 1s NAND2 and the other one is X4.
NAND?2 stadds for its function and X4 means. its drividg ability. Although
NAND2X2"and NAND2X4 havel differcnt cell name; we know they have some
relations. From the above explanation, we know that NAND2X?2 and NAND2X4
have the 'same function and the numbers of input/output pin, but the synthesis
tools cannot know this/characteristicSorwerhaverto use the footprint attribute to
let synthesis tools know that these two cells have the same function and the same
numbers of input/output pin-in the .lib file even.if they have different names and
driving abilities. In the cell4based design flow, the synthesis tool can replace the
cell with the same footprint which has the more proper driving ability.

—  Area: This attribute can help the designer to estimate the area of the circuit
roughly in the synthesis stage. Users can determine if the chip area could be
accepted or they have to change some gates in the circuit.

— Power: This attribute declares the power consumption including the active and
static power dissipation. Designers can use this attribute to Users can use this
attribute to estimate the power consumption of the circuit and see if the power

dissipation can meet the specification.
11



—  Capacitance: This attribute records the equivalent capacitances of input and
output pins. It can help designer to analyze the circuit and adjust the circuit to
meet the specification.

—  Timing: This attribute records the transition time and propagation delay time
with different output loading when the cell is transiting. It can offer the delay
information for synthesis tool and static timing analysis (STA). After the
complete analysis of STA, users can determine if their circuits can operate
normally at the specified clock.

We take a section of our standard-cell forsinstance (see Fig. 2.3). By this example,

we can see the above attributes-in a practical .1ib file.

cell NAND2X1) {
cell footprint : nand2;
area : 3.92;
pin(A) {
direction : input;
capacitance+0.00118294;
}
pin(B) {
direction : input;
capacitance : 0.00109301;
}
pin(Y) {
direction : output;
capacitance : 0.0;
function : "(1(A B))'";
internal_power() {
related pin: "A";
rise_power(ptable2){
values("0.0009,0.0010",\
"0.0007,0.0007");}
fall_power(ptable2){
values("0.0005,0.0007",\
"0.0006,0.0006");}

H
timing() {
related pin:"A";
timing_sense : negative unate;
cell rise(table2){
values ("0.026925,0.037688"\
"1.2158,1.219");}
cell fall(table2){
values ("'0.0226,0.033009",\
"0.95619,0.96855");}
rise_transition(table2){
values ("'0.0175,0.020095",\
"1.1532,1.1588");}

licell name
[[footprint attribute
[larea.attribute
/linput pin group

//direction of pin
Ilinput capacitance (pF)

[linput pin group

/[direction of pin
/linput eapacitance (pF)

[foutput pin group

/ldirection of pin

[/loutput capacitance' (pF)

[Nogic functionrelated to output pin
[[power attribute

/loutput transition related to input pin
{lrise power lookup table*

[Ivalues of internal power (pJ)

[/fall power lookup table*
[Ivalues of internal power (pJ)

[ltiming attribute
[/loutput transition related to input pin

[[timing sense**
[Irise propagation delay time lookup table*
[Ivalues of delay time (ns)

[[fall propagation delay time lookup table*
[Ivalues of delay time (ns)

[lrise transition time lookup table*
[Ivalues of delay time (ns)
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fall transition(table2){
values ("0.013014,0.013843",\
"0.85331,0.87062");}
}
internal_power() {
related pin : "B";
rise_power(ptable2){
values("0.0008,0.0011",\
"0.0011,0.0009");}
fall_power(ptable2){
values("0.0006,0.0006",\
"0.0009,0.0007");}

timing() {
related pin : "B";
timing_sense : negative unate;
cell rise(table2){
values ("0.031405,0.042728" .\
"1.2167,1.2238");}
cell fall(table2){
values ("0.024612,0.027471",\
"0.96379,0.96674");}
rise_transition(table2){
values ("0.020571,0:021102",\
"1.1477,1.1341");}
fall_transition(table2){
values (+0.013076,0.014476\
"0.85792,0.85046");}

H
max_capacitance : 0,0314066;

}

cell leakage [power : 180.38;
leakage power () {
when :"A B";
value : 83.255;

}

leakage power () {
when :"A 'B";
value : 1291.2;

I

leakage power () {
when :"!'A B";
value : 108.62;

}

leakage power () {
when :"!A B";
value : 180.38;

}
i

//fall transition time lookup table*
[Ivalues of delay time (ns)

[[power attribute
/loutput transition related to input pin

[Irise power lookup table*
/Ivalues of internal power (pJ)

[/fall power lookup table*
[Ivalues of internal power (pJ)

[ltiming attribute
/loutput transition related to input pin

[[timing sense**
[Irise propagation delay time lookup table*
/Ivalues of delay time (ns)

[[fall propagation delay time lookup table*
[Ivalues of delay time (ns)

[Irise transition time lookup table*
{{valuiés of delay time (ns)

[[fall transition time leokup table*
[/Ivalués of delay time (ns)

/Imaximum output load capacitance (pF

[lleakage power (pW)

* Lookup table will be introduced in section 2.3.3.

**A function is said to be unate if a rising (or falling) change on a positive (or negative) unate
input variable causes the output function variable to rise (or fall) or not change.

Fig. 2.3 Example of .lib file
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2.3.1 Classification of Power [4] [5]

We know that the total power is composed of the dynamic power and the static
power. The dynamic power consists of switching power and internal power. We
classify these components respectively in the following paragraph.

(1) Switching power: The switching power can be expressed as :

2
P _ VDD
Switching —
0 2

Z(CL%ldi -ToggIeRatei) (2.4)

VNets(iy

The logic transitions at each net will charge/discharge the load capacitance
connected to it. At this time, circuits haveto consume the power and we call this kind
of power consumption as switching power consumption.»As shown in Eqn. (2.4), we
know that the switching power is related to supply voltage, load.capacitance, and
toggle rate. First, the operating condition of .the cell library with Synopsys model will
record the supply voltage. Second, we can derive the Toad capacitance from the input
capacitance of therdevice model and the load capacitance ofithe net. Because we can
derive the information of the toggle rate of each node by the ‘vectors simulation and
statistics implemented, we don’t derive the switching power from the power model of
the device but from the calculation by the synthesis tool. By the above description, if
we have the information of correct load capacitance and the toggle rate, the synthesis
tool can calculate the switching power automatically.

So we just have to focus on the power models of the internal power and the
leakage power. The switching power will be calculated by the synthesis tool.

(2) Internal power:
The definition of the internal power defined by Synopsys consists of short-circuit

power and the power consumed by charging/discharging internal parasitic capacitance
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of the cell. The internal parasitic capacitances include the interconnection of the
MOSs connected by metal lines and the source/drain to substrate equivalent
capacitance. The input transition will charge/discharge these internal parasitic
capacitances. This kind of power is called internal power consumption. When we
calculate the internal power consumption, we have to sum up the power of each pin
including the input and output pin. The synthesis tool will sum up a power value from
the internal power model of each pin when the pins transit. The unit of the internal
power value that the synthesis tool calculates is energy not power as shown in Eqn.
(2.5).

PInternaITotaI = Z (

B ActivityFactor, ) 2.5)
where the E; is the energy of each pin.including the input ‘and.output pin and the
ActivityFactorjis the toggle rate of each pin.

Because we have to sum up the power of each pin including thesinput and output
pin, we need teravoid double calculdting the internal power consumption in each pin
group when werestablish the model. Therefore, the internal power model is just
related to the input transition time.

When we calculate the power consumption-which is‘produced by the output pin
transition, we can realize that the power of the output pin is related to input transition
time and output load capacitance. Even if there is no output transiting, there is still
power consumption with the transient of the input pin. We can view it as this power
consumption is contributed by the input pin and record this value as the power of the
input pin. The two indices of output pin power consumption and the two indices of the
pin- to-pin delay are the same with each other, so we can characterize the output pin

power and pin-to-pin delay at the same time. We demonstrate the steps to calculate the

power of the output pin.
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First we record the value of power consumption during characterization
procedure. Then we have to subtract the power of the input pin and the switching
power of the output load capacitance from this value. Thus we can get the power of
the output pin and avoid double calculating the power consumption by the subtraction
step.

We take a common master-slave DFF without set and reset pin for instance and
we set the following situation. The input pin D remains constantly and CLK remains
the transient state. So the output pin Q will not change its state. But we know that the
transistors in this cell will still turn. on and off even'if the output pin doesn’t transit
due to the conduction path inside the cell. So we realize that there is also power
consumption at this time. In this case, we suppose that the output pin does not transit
its state if we want to measure the input pin' power. We know!that the power of the
input pin is only related to the input transition time but not related to the output load
capacitance.

On the other hand, the transientof theroutput-pinsis related to the input pin CLK
but not related to the input pin I) in this case. So the power.consumption of the output
pin that we will measure would contain the power' consumption produced by the
output pin transition and the input CLK transition at the same time. If we only want to
get the power of the output pin, we have to dismiss the power produced by the input
CLK in order to avoid double calculating. Through these steps, the synthesis tool can
calculate the power consumption produced by each pin respectively. By the above
description, we know that if a input pin transit its state but the output pin doesn’t, the
power consumption is viewed as contributed by input pin and if the input pin and
output pin transit their states simultaneously, the synthesis tool will calculate the
power consumption by summing up the values from the lookup table of the input and

output pins.
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(3) Leakage power:

The leakage power can be expressed by the following equation:

I:>LeakageTotaI = Z I?CellLeakage (26)

vCells(i

The leakage power has three main segments: The reverse junction current of a
MOS between drain (or source) to substrate, the sub-threshold current and the DC
current. The method that is used to measure the leakage power is assigning the static
input vectors to the cell. As the process scales down to deep submicron, the leakage
power occupies larger portion to total power .consumption and the leakage paths in the
cell becomes more and more../Actually the leakage power of a cell is quite different
when we feed the cell with the different input vectors: But'it only records the worst
case of the leakage power in the [préesent commercial,standard.cell library. In our
standard cell library, we would like to record the leakage powern of all combinations of
static input vectors for a more accurate leakagemodel.

We take the 2-input NOR for instance (see Fig. 2.4). The probable combinations
of the input signals A and Brare 00, 01, 10,115 respectively, and the leakage power
will vary with the different input signals. This phenomenon will be more obvious in

complicated cells.

D
od

2 D] s

Fig. 2.4 2-Input NOR gate

It only records the maximum leakage power in the present commercial standard

cell library. But we realize that the leakage power becomes more dominant to total
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power consumption and how to estimate the leakage power accurately is very
important. If there is still only maximum leakage power stored in the novel standard
cell library, it will estimate the total power consumption excessively. So we would
like to establish our .lib file with the leakage power information that is input

dependent.

2.3.2 Classification of Time

vdd

Vdd o Vidde?

[} [}
[} [}
[} [}
[} [}
A 90% X (¢
' ' ' ' 50%
] : ] ' (]
AR '\ iDelay;
! ' 0 —! time j<—
] ] ’ (] ' ]
0§ e !
"
—> - S R gl
] ] ' (]
[} (] . ] ]
Transition Transition '
time time 0 '

Fig. 2.5 Transition time and propagation delay time

There are two main kinds of timing performance. One'is the transition time and
the other one is the propagation-delay time. The -definition” of the transition time is
different in the library supportediby different corporations. It may be the time for the
signal level changes from 10% to 90%, 20% to 80% or 30% to 70 % of the power
supply. But there is only one definition of the propagation delay time. It is defined by
the time difference between 50% input signal to 50% output signal as shown in Fig.
2.5.

We take the combinational circuit for instance to explain how to express the
propagation delay time. We can realize that the propagation delay time is related to
the input transition time and output load capacitance and we express this relation in

the Eqn. (2.8). This equation is a linear model where the unit of Kjo,q4 is ns/pF, and the
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unit of Cload is pF.
Cell delay = pin to pin intrinsic delay + Kjo,q*Cload (2.6)

There is another non-linear delay model (NLDM) using the input transition time
and output load capacitance as two indices to establish the timing table. When we
synthesize a circuit, the STA tool can find out the correct delay time from the NLDM
table automatically. When the process advances to the deep submicron generation,
NLDM is more accurate than the linear delay model. So NLDM is the most popular
timing model in the present commercial standard cell libraries. Fig. 2.6 shows NLDM
model. Designers can determine the approximate propagation delay by solving the A,
B, C, and D coefficients of Eqn. (2.9). Then we insert the coefficient values into Eqn.
(2.7) to determide z which is-related to the fall, propagation delay. We will
demonstrate the'flow about finding out the wanted fall propagation delay, Z

Z=A+B-x+C-y+D-x-y 2.7)

(0.098, 0.03, 0.227)

0.098, 0.06, 0.234)
Fall z ( , ,
o % /0 587, 0.06, 0.329
delay ) ( )
(0.587, 0.03, 0.323)/'
Output
capacnance
do3 DOG 009 0.12 0.15
!
0.098 / y /
032 L B
anut_ _ 0.58}/
ransition BT
time /
1.566
Y 4
e (1.698,0.2)

Fig. 2.6 Non-Linear Delay Model (NLDM) example

We can derive the coefficients A, B, C, and D first by the Gaussian elimination.
Then we use these coefficients A, B, C, and D to find out the wanted fall cell delay, z.

For example, we use following equations to find out the coefficients of Eqn. (2.7)
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first.
0.227=A+B *0.098 +C * 0.03 + D * 0.098 * 0.03
0.234=A+B *0.098 +C * 0.06 + D * 0.098 * 0.06
0323=A+B*0.587+C *0.03+D *0.587 * 0.03
0.329=A+B *0.587+C *0.06 + D * 0.587 * 0.06
= A=0.2006, B =10.1983, C=0.2399, D =0.0677
Then we want to find out the fall cell delay, z, with input transition time, x, is
0.32 and output capacitance, y, is 0.05. So we take the above coefficients and x=0.32

and y=0.05 into Eqn. (2.7) to.solve the fall cell delay, zis 0.2771.

2.3.3 Create Look-up Table

NLDM is used to establish the timing model and power model in .1ib file. It uses
the lookup table to record timing and.power information. The two indices of the
lookup table are mnput transition’ tinic and output loading capacitance. We take a
section of lookup table for instance (see Fig. 2.7): The title, cell rise, means that it is a
look up table to recotd the propagation delay time of the cell when the output signal
transits from low to high. The “tmg ntin oload 7x7 "means that this look up table
uses the tmg ntin_oload 7x7 to be its template and we can know what the two
indices, index 1 and index 2, stand for from that table. The “7x7” means that the
table is a 7 by 7 matrix. The “index 1” represents that the input transition time and
the unit is ns. The “index 2” represents the output load capacitance and the unit is pF.
The values represent the propagation delay time of the cell with the combination of
the different input transition time and different output loading capacitance and the unit
of these values is ns. The internal power is also recorded in this kind of the lookup

table. The values in the internal power table are energy and the unit is pJ.
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cell rise(tmg_ntin_oload 7x7) {

index_1("0.011174, 0.051191, 0.091174, 0.142020, 0.263899,
0.434953, 0.660005");//input transition time (ns)

index_2("0.000000, 0.001516, 0.006839, 0.017004, 0.032841, \
0.055062, 0.084301"); //output loading cap. (pF)

values(""0.008674, 0.014361, 0.032649, 0.066906, 0.119974, 0.194454, 0.292436" )\
"0.013862, 0.022335, 0.044519, 0.079757, 0.132954, 0.207426, 0.305412",\
"0.017241, 0.027600, 0.053516, 0.092211, 0.146563, 0.221198, 0.319142",\
"0.020991, 0.032762, 0.062407, 0.105392, 0.162707, 0.238360, 0.336490",\
"0.028080, 0.042691, 0.078579, 0.129826, 0.195174, 0.276307, 0.376968" )\
"0.036270, 0.053742, 0.096277, 0.155833, 0.230843, 0.321114, 0.428598" \

"0.045501, 0.065889, 0.115369, 0.183423, 0.268260, 0.369300, 0.486860");
}//delay time (ns)

Fig. 2.7 Example of lookup table of the propagation.delay time

We explain the flow that we use a lookup table to-find out the characteristic
values by Fig. 2::and use Table-2:1 to find out the propagation delay time of I, in Fig.
2.8. We knowuthat the input transition time.of I; can be derivedfrom the output
transition timeiof I; and the input capacitance of I3 and the equivalent capacitance of
the connecting net are summed to get.the.total.equivalent output load capacitance of I,.
Then the tool can'look up the propagation delay time of I, from its lookup table by
these two known indiees, input transition time and ‘output load capacitance. For
example, the input transition time of I is 0.0092ns and the output load capacitance of

I, 1s 0.0015pF, then, the propagation delay of I, is 0.0269ns.

1

Fig. 2.8 Example of using lookup table



Table 2.1 The lookup table of 2-input NAND

. Input transition time (ns)
Delay time (ns)
0.0092 0.0491 0.0892
output load 0.0015 0.0269 0.0376 0.0474
capacitance (pF) 0.0067 0.0696 0.0713 0.0818

2.4 Design of Standard Cell Library

We have introduced the overviews of the standard cell library, and the content of
the liberty File. Then we will begin to design our standard cell library. We have to
decide which kinds of cell shall be included in eur standard cell library at the first step.
Second we have to defin€'the ‘timing, power and area specification of each cell. We
run the simulation and tune the size of.each.cell to-meet the specification at the third
step. Then we draw the layout of each cell aceording to the tunedssize. After we draw
the layout, we have to.use tool to characterize the performances of the cell with layout
parasitic. We create thedata sheet, synthesis models by the characterized results and
the HDL models for the synthesis and.automatic placement and route tools at the sixth
step. Finally, we haveito vernify if:.the standard cell library can function normally in the
cell base design flow finally.

We use Fig. 2.9 to explain the flow of characterization. At the first step, we have
to prepare the LPE netlist, the SPICE models, the environment setup file, the signal
generation file, the header file and the load file. At the second step, we characterize
the cells by using the characterization tool, PAREX, which is established by Industrial
Technology Research Institute (ITRI). The characterization tool, PAREX, will
produce the SPICE simulation file and produce simulation results automatically. Then
we put Synopsys templates, verilog templates, and the layout data into PAREX
translator and it will translate the results to Synopsys models, verilog models, and the
manual for users.
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Fig. 2.9 The design flow of creating a standard cell library [5]
2.5 Summary

We have introduced different kinds of power dissipation in the CMOS circuit, the
common format of standard cell library and the content of the liberty file. Then we
explain the flow that we design and characterize the standard cell. We also introduce

the NLDM lookup table of timing and power in the liberty file in this chapter.
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Chapter 3

Timing and Power Model

Characterization Flow

3.1 Timing Characterization Flow

3.1.1 Transition Time and Propagation Delay time

In this section, we willuintroduce the flow that we characterize the propagation
delay time and transition 'time,»The propagation-delay time jand transition time
actually can be charadeterized at one simulation. The procedures that we characterize
the propagation delay time and'transition time are described as following:

(1) The first step: Determining the size of lookup table and choosing the ranges of
indices. The way of selecting the ranges of indices can refer to the following rule.
(1) The minimum index of input transition time:
We use the cell with the largest driving ability to drive the cell with the
smallest driving ability in the standard cell library. Then we can obtain the
output transition time of the largest driving ability cell. It is defined as the
minimum index of input transition time because this is the best timing case

that one gate can drive the loading cell. Taking the inverter gate for instance,
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we use the largest driving ability inverter to drive the smallest driving ability
one. Then the output transition time of that largest driving ability inverter is
defined as the minimum index of input transition time.
(11 ) The maximum index of input transition time:
We can see that the curves of the input transition time vs. the propagation
delay time in Fig. 3.1 are close to be a straight line on the larger
segments of the input transition time. As long as the maximum index of
transition time is large enough, we can calculate the output propagation delay
time that is out of the maximum index by linear extrapolation.
(111 )The maximumsindex of output loading capacitance:

The rule that we define the maximum index of output loading capacitance is
the same with the rule of defining the maximum index of input transition
time. The curve of the output loading capacitance vs. the propagation delay
time is also close to be a straight line on the larger segments of the output
loading capacitance. So werdefinerthreestimes' of theilargest driving ability
inverter nput . capacitance as the maximum -index; of output loading
capacitance. We also'can calculate the output propagation delay time that is

out of the maximum index by linear extrapolation.
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Fig. 3.1 (a) Power vs. input transition time (b) Delay rise vs. input transition
time and (c) Delay fall vs. input transition time with fixed output

load capacitance of an inverter

The size of the lookup table can be determined by the following observations.

From Fig. 3.2, we can realize that the curves of the input transition time vs. the
propagation delay time or the output loading capacitance vs. the propagation
delay time are non-linear on the smaller index and linear on the larger index. So

we use the tactic that we choose finer and more indices on the smaller index
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region and fewer indices on the larger index region to establish the lookup table
after determining the minimum and maximum values of index. By this way, we
can describe the curve more accurately.
(2) The second step: Determining and importing the input pattern according to the
functions of different kinds of cells
— We use a 3-input NAND gate as shown in the Fig. 3. to explain this step. Table
3.1 is the truth table of a 3-input NAND gate. We transit the specific input pin
that we want to measure its transition time or propagation delay time and set the
other pins on the high level. Through this way, we can obtain the transition time
or propagation delay time of the specific input pin. If we want to characterize
the timing performances related to input pin, inl, we havé to import an input
pattern which Y changes withinl transition and keep other input at high level.

Then we'¢an measure the timing performances.

L s L

1 In2" — Y.
1 In3" —

Fig. 3.2 3-input NAND schematic
Table 3.1, Truth table of 3-input NAND
Inl | In2 [ In3 Y

Rl |lo|lolo]lo
R lr|lololr|r|lo]lo
R lo|lr|lolr|lo|lr|o
olr|r|lr]lr|lr]|Rr]F

We can find out the combinations of the input pattern that can fit our above

requirement are the fourth pattern and the eighth pattern in the Table 3.1.
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(3) The third step: Run the SPICE simulation and get the results.
Before we run the SPICE simulation, we have to know the following definitions
about timing performance.
— Transition time: The definition of transition time is the time difference between
10% VDD and 90% VDD of the output signal. (It also can be from 20% to 80%
VDD or from 30% to 70% VDD.)
— Delay time: The definition of delay time is the time difference between 50%
VDD of the input signal and 50% VDD of the output signal.
Thus we follow the above “three steps and . definitions to measure the timing

performance.

3.1.2 Input:Capacitance

In this section, we will explain the flow that we measure the input capacitances
of the cells

(1) Create a lookup table of output load capacitance vs. delay time:

In the first step, . we will create a look up table of .output load capacitance vs.
delay time. We use an arbitrary inverter-t0 drive many different values of
capacitance and record the propagation'delay time of every simulation. Then we
can create the look up table that we want. Fig. 3. and Table 3.2 show what we
have to do in this step.

(2) We use the same inverter that we use at the first step to drive the specific input
pin of the cell under measurement and then record the delay time of every

simulation. Fig. 3.4 shows the action to execute this step.
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Fig. 3.3 Circuit diagram of creating capacitance vs. delay time look up table

Table 3.2 Capacitance vs. Delay table

Capacitance

IfF

2fF

3fF

4fF

Delay time

Ips

2ps

3ps

4ps

(3) In this step, weshave to compare the delay time that we have measured in the
step 2 with the lookup table created in the step 1. Then, we can find the input
capacitance of the cell under measurement from the corresponding delay time in

the lookup table. 1f the delay time of the-cellsis not exact in the look up table, we

Fig. 3.4 Use the inverter in step 1 to drive circuit under measurement

can use the interpolation to get the mput capacitance.

3.2 Power Characterization Flow

3.2.1 Internal Power

The flow that we characterize the internal power is the same with the transition
time and propagation delay time. So we can characterize them at the same time. There
is one thing that we have to notice. The values stored in the internal power table are

energy and the unit of these values is joule. It can be expressed by the following

equation.

When the characterization tool uses SPICE to measure the power, it will record
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the switching power and the energy of the VDD and VSS and at the same time. So it
will subtract the switching power from the total power to get the internal power and
avoid double calculating the internal power consumption in each pin group. At this
time, the tool will also record the energy of VDD and VSS as the output transits, and

sum up these two values to obtain the energy consumption in this transition.

3.2.2 Leakage Power

We know that the leakage power of a cell is quite different when we feed the cell
with the different input ‘vectors. So we would like to-recotrd the leakage power of all
combinations of static input vectors: The flow that we characterize the leakage power

is described in the following steps.

(1) We import: all combinations of static' input vectors- and measure the power

consumption.

(2) We record allspower consumptions of:the corresponding combinations of input

vectors.

Table 3.3 is the leakage power ofa 2-input NOR gate and Fig. 3.5 shows an example

of input dependent leakage power in the .lib file.

Table 3.3 Leakage power of a 2-input NOR gate

Input AB 00 01 10 11

Leakage power (pW) 353.42 231.18 2795.10 90.46
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cell leakage power : 2795.1; [Imaximum leakage power of cell
leakage power () { /linput dependent leakage power block
when :"A B"; [lleakage power when input is 11
value : 80.462;
}
leakage power () {
when :"A 'B"; /lleakage power when input is 10
value : 2795.1;
§
leakage power () {
when :"!A B"; [lleakage power when input is 01
value : 231.18;
}
leakage power () {
when :"!A IB"; [/leakage power when input is 00
value : 353.42;

}

Fig. 3.5 Example of input dependent leakage power format
3.3 Summary

We have intreduced our charagterization flow of timing andjpower model in this
chapter. The major difference-in-our-charactérization flow is that we create the input
dependent leakage power model. It can help ‘the ‘designers to estithate the leakage
power more aceurately especially in the 90nm or below process. We cooperate with
ITRI-STC andtuse the automatic.characterizationgtool — PAREX established by

ITRI-STC to finish our characterization flow.
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Chapter 4

Low Power Standard Cell Library

4.1 Overview of 1Low Power Standard Cell Design

Methodology

There are many design methodologies to.design low power circuits. It can be
assorted as circuit/logic level, technology level, system level, algorithm level, and
architecture level. In this thesis, we focus on circuit and logic level to design a low
power standard cell library.*We_know that total power consumption includes both
dynamic power and static, power from Eqn. (2.1)./Therefore, the total power
consumption will be reduced as a result of diminishing either dynamic power
consumption or static power consumption. The dynamic power consumption can be
expressed by the follow equation:

denamic = 'CL 'VDDz - f (4.1)

Where a is toggle rate, Cy is output loading capacitance, Vpp is supply voltage
and f is operating frequency.

From this equation, we know that we can curtail the switching activity of the nets,

output load capacitance, supply voltage, and operating frequency to reduce dynamic

power consumption. The main methods that we can do to achieve this target in the
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standard cell library is shrinking the widths of devices or using low supply voltage
cells. Shrinking the widths of devices can also reduce the parasitic capacitance and
gate capacitance of the device. It is equivalent to reduce the output load capacitance
Cp of the cell. The other method, using low supply voltage, would reduce the
performance of cells and the dynamic power consumption at the same time. So,
designers can use multiple supply voltages in a chip. The final target is to reduce the
total power consumption while meet the required performance. Of course we can also
reduce the power consumption by diminishing the leakage power. Eqn. (2.3) provides
the information that the leakage power is related to leéakage current directly. Thus, we
can decrease leakagespower by reducing leakage current. We will introduce several

techniques to reduce leakage current in the following sections.

4.1.1 Multiple Threshold Voltage Circuit

Multiple-threshold CMOS citeuit means that there are at least two different kinds
of threshold transistors in a ‘chips Transistors with different thréshold voltages have
distinct characterizations. » High threshold transistors  are used to suppress
sub-threshold leakage current, but it will degrade the performance seriously. The
utility of low threshold transistors is to achieve high performance, but its
sub-threshold leakage current is much greater than the high threshold transistors. The
effect of standard threshold transistors is between low and high threshold transistors.
According to the above description about multiple threshold technology, there have
been several proposed multiple thresholds CMOS design techniques.

The first type is Multi-threshold-Voltage CMOS (MTCOMS) circuit which was
proposed by inserting high threshold devices in series to low-Vth circuitry [7]. Fig.

4.1(a) shows the schematic of a MTCMOS circuit.
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Fig. 4.1 Schematic of MTCMOS circuits (a) Original. MTCMOS (b) PMOS insertion
MTCMOS and (c) NMOS msertion MTCMOS

The utility“of the sleep control transistor 1s.to do efficient power management.
When circuit is'1n the active mode, the pin SL 1s applied to low and the sleep control
transistors (MP"and MN) withshigh=Vtrarerturnedron=Because the on-resistances of
sleep control transistors‘are very small, the virtual supply veltages (VDDV and VSSV)
are quite close to real ones. When the circuit is turned into, the standby mode, the pin
SL is set to high, MP and MN iare turned off|and they can cut the leakage current
efficiently. Actually, in the practical design, it needs only one type of high-Vt
transistor for leakage control. Fig. 4.1(b) and (c) show the PMOS insertion and
NMOS insertion schemes, respectively. Most designers prefer the NMOS insertion
due to the on-resistance of NMOS is quite smaller than PMOS with the same size. So
designers can use the smaller size NMOS to be the sleep control transistor. MTCMOS
can be easily implemented based on existing circuits. However, the main drawback of
MTCMOS is it can only deal with the standby leakage power. The other problem is

the large inserted MOSFETs will increase the area and delay significantly. Besides, if
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the data retention is required in standby mode, it needs an additional high-Vt memory
circuits to maintain the data [8].

The second type of multiple-threshold CMOS circuit is super cut-off CMOS
(SCCMOS). The schematic of PMOS and NMOS insertion SCCMOS circuits are
shown in Fig. 4.2(a) and (b), respectively. SCCMOS uses rather low-Vth transistors
with an inserted gate bias generator than high-Vt sleep control transistors used in

MTCMOS [9].
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Active: VDD =
VSS

ViSS
ol':: ~|':: Low-Vt MOS D Low-Vt Gate
(a)

(b)
Fig. 4.2 Schematic of SCCMOS circuits (a) PMOS insertion SCCMOS
and (b) NMOS insertion SCCMOS

For the PMOS insertion SCCMOS, the gate is applied to VSS and the low-Vt
PMOS is turned on in the active mode. At this time, the virtual supply voltage
(VDDV) is very close to real power supply voltage. When the circuit is turned into the
standby mode, the gate is set to VDD+0.4V to fully turn off the low-Vt PMOS.

Because the reverse bias is applied to the gate of PMOS, SCCMOS can fully cut off
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the leakage current. On the other hand, the operation of NMOS insertion is the same
as PMOS one. The gate of NMOS is set to VDD in the active mode and VSS-0.4V to
fully cut off the leakage current in the standby mode, respectively. With the same
reason as MTCMOS, it needs only one type of insertion SCCMOS for leakage control
in the practical design.

The third type is Dual Threshold CMOS. We know that high threshold transistors
are used to suppress sub-threshold leakage current, but it will degrade the
performance seriously. For a logic circuit, high threshold transistors can be assigned
in non-critical paths to reduce ‘the leakage current, while the low threshold transistors
in the critical pathsican mamtain the performance.” By this method, both high
performance and low power can be achieved simultaneously and'it doesn’t need any
additional transistors. Dual Threshold CMOS eircuit is shown ‘in Fig. 4.3. This dual
threshold technique can diminish the leakage power during both standby and active
mode very well. But the main difficulty of using this method is not all the transistors
in non-critical paths can belreplacedbyrhighrthresholdrvoltage transistors due to the
complexity of a ‘circuit or the critical path of the circuit may change, thereby
increasing the critical delay [1]. So it is hard for the:tools to synthesize circuits with
the consideration of this method.

Due to the above reason, designers have to use this technique carefully to avoid
changing the critical path of the circuit. Note that this algorithm only deals with the
circuits at the gate level. Thus, the transistors in a gate will have the same threshold

voltage.
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Fig. 4.3 Dual-threshold CMOS circuit [1]

The next type is mixed-Vth CMOS circuit scheme. [10] introduced two types of
mixed-Vth CMOS cigeuits. Mixed-Vth schemes can have different threshold voltages
within a gate. For type I scheme (MVT1), it is not allowed' different threshold
transistors in p'pull-up or n pull-down networks. In the first step, designers have to
find out the MOSs on the critical path. If the MOSs on the critical paths are in p
pull-up or n pull-down networks, designers need to replace all of'the MOSs in p
pull-up or n pull-down netwerks with=the=same=low threshold voltage MOSs to
improve the performance. For example, the MOS ftransistors in, the square (see Fig.
4.4(a)) are on the critical path. In the NOR gate, both p pull-up and n pull-down
networks have the MOSs onthe critical paths; So we change all the PMOSs and
NMOS:s for low threshold MOSs. In the inverter gate, we can see that only NMOS is
on the critical path. So we just replace the NMOS with low threshold MOS and keep
the high threshold MOS in the p pull-up network.

In another scheme of mixed-Vth CMOS circuit (MVT2), it allows different
threshold transistors anywhere except for the series connected transistors. The
transistors on the series connected networks must be the same threshold MOSs. When
using the MVT2 technique, designers have to find out the MOSs on the critical paths,

first. This step is the same as MVT1. Then designers have to change all the MOSs on
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the critical paths on the series networks for low threshold transistors. The main
difference between MVT1 and MVT2 is that MVT2 will just replace the MOSs on the
critical path on the parallel networks with low threshold MOSs and keep other MOSs
with high threshold transistors. For example, the NOR gate in Fig. 4.4(b), both the p
pull-up series structure and the n pull-down parallel structure networks have MOSs on
the critical path , respectively. With the above description, MVT2 replace all the
PMOSs in the series structure at the critical path with low threshold MOSs and
replace NMOS in the critical to low threshold transistors. MVT2 keeps other NMOSs
on the parallel structure networks .with high: threshold transistors. The situation of

inverter gate is the same as MVT]1.

S
| |
4 ':: ~| ':: Low-Vt MOS @ﬂlf‘ ol I—j‘High-Vt MOS | | critical path
____
(a)

(b)
Fig. 4.4 MVT schemes of [10] (a) MVT1 scheme and (b) MVT2 scheme
A new Mixed-Vth (MVT) CMOS design technique is proposed to reduce the

static power dissipation on gate-level in [12]. The goal of MVT-Gates is to reduce the
leakage within a gate without varying the performance. This will be achieved by
replacing normal-Vth transistors with high-Vth and low-Vth transistors. Optimization

of a gate should not increase the worst case delay.
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In a logic cell, stacked transistors usually form the critical path, and the MOSs on
it must be low-Vth transistors. We can use different threshold transistors in such a
stack to reduce leakage and keep the performance. In MLVT-gates scheme (Fig.
4.5(b)), all the transistors on the critical path are low-Vth transistors and the
transistors on the non-critical path are still high-Vth transistors. Another scheme is
called MVT-gates. The scheme of MVT-gates is the same as MLV T-gates on the
non-critical path, but the MVT-gates use different threshold transistors on the critical
path at the same time ( Fig. 4.5(a)). Because we use the high-Vt device to block the

leakage current and use the low —Vt.device to keep the timing performance.

A [br5 A b5

= -
ﬂﬂlj-%]lj g1 oS *’M ﬂj o
(a) (b)

Fig. 4.5 MVT schemes of [12] (a) MVT-NAND?2 and (b) MLVT-NAND?2
There has been another method proposed called dynamic threshold CMOS

(DTMOS) [1]. The threshold voltage can be altered dynamically to suit the operating
state of the circuit in this architecture. When circuit is in the standby mode, a high
threshold voltage is given to diminish the leakage current. While a low threshold
voltage is allowed for higher current drives in the active mode of operation. Designers
can establish the DTMOS by tying the gate and body together [11]. Fig. 4.6 shows the

schematic of a DTMOS inverter. The supply voltage of DTMOS is limited by the
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diode built-in potential. The pn diode between source and body should be reverse

biased. So this technique is only suitable for ultra-low voltage.

VDD

i

IN — — OUT

Fig. 4.6 Schematic of DTMOS inverter

4.1.2 Multiple Supply Voltage

We know that the dynamic power consumption is proportional to the square of
the supply voltage. Therefore, designers can save a.significant amount of dynamic
power by lowing the supply voltage. In practical circuits, designers can separate a
system into two blocks. One is timing-critical block, and the other one is
timing-non-critical block. In the timing-critical blocks, designers have to use normal
supply voltage of the process technology to meet the performance requirement. On
the other hand, designers can use lower supply voltage in the timing-non-critical
block to save the dynamic power. By this method, we can meet the specification and
save the dynamic power in the system at the same time. In the multiple supply voltage
circuit, it needs the level converter to be the interface between the VDDH block and

VDDL block. Fig. 4.7 shows an example of level converter and Fig. 4.8 shows the
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block diagram of multiple supply voltage.

VDDH

ouT

:

Fig. 4.7 Example of level converter

VDDL
Timing-non-critical
block

VDDH
Timing-critical
block

Fig. 4.8 Block diagram of multiple supply voltage
This method-is called clustered voltage scaling (CVS) technique. It reduces the
power consumption with-two supply voltages [13]. The block diagram of CVS is

shown in Fig. 4.9.

VDDH VDDL
[~
Primary VH VL ;’: Primar}f
Inputs ChlS'[er CluSter E Outputs
VSS VSS

Fig. 4.9 The block diagram of CVS

A new type of multiple supply voltage circuit has been proposed. This method is
called converter-free multiple-voltage (CFMV) structure [14]. The CFMV structures

make use of multiple supply voltages and do not require level converters. On the other
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hand, the CVS structure works employing multiple supply voltages need level
converters to prevent static currents, which may result in large power consumption. The

block diagram of CFMV is shown in Fig. 4.10.

VDD n-1 VDDI VDD 0
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s/ Cluster Cluster Cluster
VSSm-1 VSIS 1 VISS 0

Fig. 4.10 The block diagram-of CEMV

Primary
Outputs

4.2 Standard Cell Selection Rule

A simple transistor sizing technique called logical effort has been proposed in [6].
It is a convenient method for designers to choose the best topology and number of
stages of logic for a function, Designers can roughly estimate the-minimum possible
delay for a given‘topologyand choose proper gate sizes ithatachieve this delay.
Logical effort of a gate is defined as the ratio of the.input capacitance of the gate to
the input capacitance of an‘inverter that can deliver the same output current. As the
logical effort mentioned, the smaller logical effort indicates that the logic gate is
simpler. For example, an inverter is the simplest logic gate, and its logical effort is 1.
The logical efforts of frequently used gates is shown in Table 4.1. A gate with small
logical effort implies that we can tune the size more easily. By the above description,
we would rather modify the size of a logic gate with smaller logical effort than the
large one. It means that in a complicated gate we would use a cascaded stages so that
we can increase the size of an inverter or a buffer of the second stage rather than to

increase the size of the complex gate at the first stage if the driving ability of a
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complicated circuit is not enough. We will pay more cost such as power or area if we

try to tune the sizes of large logical effort circuit than simpler circuit, like inverters or

buffers.
Table 4.1 Logical effort of frequently used gates [6]
Number of inputs
Gate type

1 2 3 4 n
INV 1
NAND 4/3 5/3 6/3 (n+2)/3
NOR 5/3 7/3 9/3 (2n+1)/3
tristate, multiplexer 2 2 2 2
XOR, XNOR 4 6 8 2n

We know that inverters or buffers are used frequently in clock tree and the bus.
We cannot choose the most suitable inverter-orbuffer for-our circuit if we do not have
finer driving ability of inverters or buffers. For instance, we need a buffer with driving
ability among X4 and X6, however, there are.only' X4 and X6 buffers in the present
commercial standard cell library. If we choose'the X4 buffer, the driving ability is not
enough. So we can just choose the X6 buffer for our design.' The driving ability is
indeed enough in‘this'situation, but:we have-to waste some power and area. If we add
an additional X5 buffer cells, we can choose X5 instead of X4:or X6. Thus we could
get the suitable driving ability and reduce.the;power consumption and area at the same
time. Base on this reason, we will include finer driving ability of inverter (INV) and
buffer (BUF) in our standard cell library. By this method, we can choose the most
suitable inverters or buffers to increase driving ability of the circuit without extra
redundant power consumption. We can also save area if we have finer driving ability
in INV or BUF. For example, we can obtain a BUF with driving ability X5 by
consisting of BUFX2 and BUFX3. BUFX2 needs 5 pitches and BUFX3 needs 6
pitches in the layout. It needs total 11 pitches to compose a BUF with driving ability
X5. But the BUFXS in our standard cell library only needs 10 pitches, as shown in Fig.
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4.11. With the above explain, we can save the power consumption and area at the
same time through adding finer driving ability for INV and BUF in our standard cell

library.

(a) (b)
Fig. 4.11 Numbers of pitch for BUF with driving ability X5
(a) BUFX2+BUFX3 (b) BUEXS5

Besides INV and BUF, our standard cell library will contain NAND  NOR ~ AND -~
OR - XOR - XNOR - MX ~ AOI » OAI~ ADD - DFF, etc: NAND; NOR, AND, OR,
XOR, and XNOR are basic logic function gates. AOI and OATlare hybrid gates
formed by combining series and parallel switch structures. They €an be used in the
circuit to implement the complex Boolean equations more easily by fewer gates.
Designers can gain the smaller area by using AOI'or OAT gates to implementing the
same Boolean equation than by NAND,"NOR] and inverter. We also include ADD
1-bit half and full adders for the arithmetic circuit. For the sequential circuit, we have
tradition master-slave DFF and single edge trigger DFF (SETDFF) with positive
triggered function. The types of DFF include without set or reset signals, with only set
signal, and with only reset signal and with set and reset signals at the same time.

There are still other cells for clock signal, like CLKINV, CLKBUF, CLKAND,
CLKXOR, and CLKMX. The most important characteristic of these cells is that the

duty cycle must be close to 50%. Also, due to the clock loading, they have larger
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driving ability than the other cells.

4.3 Low Power Standard Cell Library Design Flow

It uses only single threshold voltage (Vt) like standard-Vt ~ low-Vt and high -Vt
transistors to design the cells in current commercial standard cell library. The low-Vt
cell library is used for circuits attached importance to the performance. On the other
hand, the high-Vt cell library is used for low power circuits. So we want to establish a
set of standard cell library with the above two characteristics. In section 4.1, we have
introduced several techniquesfor low power circuit' design. The main target of the
multiple threshold veltage techniques mentioned i section, 4.1 is to reduce the
leakage current by'using multiple threshold technique.

Our main goal is to establish aset of mixed-Vt low power standard cell library
with similar propagation delay time to single-Vtlibrary and we want to reduce the
leakage power‘of circuits synthesized.by this mixed-Vt standard cell'library. Because
of the process we can access are highrthreshold*(Vig)rand normal (medium) threshold
voltage (Vim), we will use theseitwo different kinds of devices to,establish a mixed-Vt
(MVT) low power standard cell library. Also, the performance comparisons are made
with high-Vt cell library (HVT). In ourn library, the low power issue is the major
consideration in our design flow, we try to make the delay roughly the same with the
high-Vt cell library (HVT). So we replace the MOS on the critical path with the Vi,
MOS, and do not change the size of the Vi, device in the first step. The
charge/discharge current will increase due to the reduction of Vt at this time. Fig. 4.12
and Fig. 4.13 show this phenomenon for NMOS and PMOS transistors. Therefore,
the rise/fall transition time and the propagation delay time on critical path are

decreased according to the following equations.
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where o models short channel effects. We can observe that the power and the speed of
circuits are increased at this time. But the speed is not our main concerned target. So
we have to adjust the speed like that of the original single-Vt cell and see if we can
lower the power consumption. We can decrease the charge/discharge current on the
critical path by shrinking the width of the lower threshold device. The rise/fall
transition time will increase and we will stop shrinking the width until the propagation
delay time is like the single-Vit cell. In this way, we could obtain lower total power
consumption on a standard cell due to the decreasing of the eharge/discharge current

on the critical pathiand the drain/source parasitic capacitance of the Vy, device.
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Fig. 4.12 NMOS saturation current with different threshold voltage and channel
widths
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Fig. 4.13 PMOS saturation current with different threshold ‘voltage and channel
widths

Fig. 4.14'shows the simulated timing result of an inverter. Line' 1 represents the
output voltage'waveform of the high-Vt (HVT) inverter. Line 2 represents the output
voltage waveform of the MV T bufferwithrtherwidthrbeing the same as HVT one. Line
3 represents the output voltage waveform of the MVT inverter with the width of the

normal threshold device being shrunk.
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Fig. 4.14 The timing waveforms of the inverter gates

Due to the threshold veltage value of Vi, device in MVT cell is,smaller than Vi,
device in HVT. one, we [can _see that the risc/fall transition time and rise/fall
propagation delay.time of MV T cell are smaller than HVT one in Fig. 4.14. We know
that the the charge/discharge current of a MOS will inerease if the threshold voltage
of a MOS is lower. Furthermore, smaller Vt will cause the MOS conduct faster
because the Vs of the MOS is greater than the Vt in an early time. We can see the
above fact in Fig. 4.14. The red and green lines show the MOSs conduct earlier than
the blue one. The rise/fall propagation delays of the red and green line cases are
shorter than the blue line case because the Vi, MOS conducts earlier and the
charge/discharge current of the Viy MOS is larger Vi, one. In order to keep the timing
performance of MVT cell close to HVT one, we have to increase rise/fall transition
time by shrinking the width of Vi, MOS to reduce the charge/discharge current. This

method can also decrease the loading capacitance of previous stage circuits because
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we shrink the size of Vi, MOS. We know that the dynamic power dissipation is also
proportional with the output loading capacitance Ci, from Eqn. (4.1). Therefore, we
can replace the cell of previous stage by smaller driving ability cell because of the
smaller loading capacitance of the laoding stage and the dynamic power dissipation
will be reduced. According to the above concepts, we have proposed a mixed-Vt
technique to save dynamic power.

The diffusion parasitic capacitance of the MOS depends on both the area AS and
sidewall perimeter PS of the source/drain diffusion region. The geometry is illustrated
in Fig. 4.15. The area and perimeter of the source and drain diffusion are AS=W - D
and PS=2 - W+ 2 -;Drespectively [6]. The total parasitic capacitance of source and
drain can be expre§sed as

B - A8 CTel C

X jbxsw

(4.3)
where x=s or d

where Cjx 1s the area junction capacitance/and has units of capacitance/area and Cipyw

is the sidewall capacitance and-has unitsof'capacitance/length,

X Gate
Drain Source

L]

L D

Fig. 4.15 Diffusion region geometry
So we can shrink the AS and PS of a MOS by reducing the width of it and the

parasitic capacitance will be reduced through this approach.
The MOS gate is above the channel and may partially overlap the source and
drain diffusion areas. So the gate capacitor has two components: the intrinsic

capacitance (over the channel) and the overlap capacitance (to the source, drain, and
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body). In fact, the gate capacitor can be viewed as a parallel plate capacitor with the
gate on top and channel on bottom with the thin oxide dielectric between. The gate

capacitance can be expressed as
Cy=Cox W-L (4.4)

We can combine our MVT approach with other low power design methodologies,
like MTCMOS, Dual-Vt, etc. Using our approach with other low power design
methodologies can decrease dynamic power and leakage power at the same time.

Let us consider another approach. If we use all low-Vt devices in a cell, we can
shrink the sizes of all low=Vt MOS to achieve the similanpropagation delay time with
NVT cells. Although it results in saving more dynamic power, the leakage current will
increase very semiously due to-the-all low-Vt,MOS. The leakage current (Iic.x) of the

MOS is exponentially proportion to Vt as shown in'Eqn. (4.5)

l o c € (4.5)

lea

Thus, reducing Vt slightly “will increase the leakage current and power
dramatically. The.smaller theé.Vt is, the larger the leakage current:and leakage power
are. We can see this'fact in Table 4.2. So our approach is.to replace the MOS on
critical path with Vi, device and the other paths use Vi, 'devices. We want to block the
leakage current when the cell is under the standby state by Vi, MOS. Thus, it only
increases the leakage current at certain input combinations instead of all input

combinations by using our mixed-Vt approach.

Table 4.2 90nm Leakage current with normal-Vt and low-Vt

Leakage NMOS PMOS

current W=lum increasing W=1lum increasing
rate rate

High-Vt 45.6pA 59.3pA/um 120.4pA | 130.7pA/um

Standard-Vt 3.55nA 2.84nA/um 4.67nA 5.40nA/um

We compare the dynamic and leakage power by setting the propagation delay of

mixed-Vt, high-Vt and standard-Vt inverter gates the same with each other. The result
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is shown in the Table 4.3. Using standard-Vt gates to synthesize the circuits can save
more dynamic power than mixed-Vt ones. But using only standard-Vt gates will raise
the leakage power much greater than high-Vt for all input pattern. Mixed-Vt gate has
less leakage current than standard-Vt one. We can draw the conclusion that designers
would like to use standard-Vt gates to synthesize the circuit which is always in the
active mode and they can gain the low power performance by reducing dynamic
power consumption. But the main drawback of this kind of circuits is that there is
large leakage power in the idle mode. On the other hand, if the circuits are usually in
the idle mode but the timing petformance s also" a. concern. Designers can use
mixed-Vt gates to obtain the low power effect by redueing dynamic power and meet
the appropriate petformance. And-itis important that the lcakage power is increased a

little compared with high-Vt.

Table 4.3 Inverter gate with high-Vt, mixed-Vt and normal-Vt

Tplh Tphl Total Power Leak 0 Leak 1

(ps) (ps) (nW) W) W)

High-Vt 232.1 2207 41.8 21.9 19.8
Mixed-Vt 193.4 144.4 35.9 15.3 336.7
Standard-Vt 103.7 63.1 23.51 3098 336.7

Tplh: the propagation delay results from input transition and makes output transit from low to high
Tphl: the propagation delay results from input transition and'makes output transit from high to low
Leak 0: the leakage power occurs when the input signal of an inverter is low (0)
Leak 1: the leakage power occurs when the input signal ofan inverter is high (1)

We have introduced our mixed-Vt approach. Our main goal is to establish a set
of mixed-Vt low power standard cell library. So when we use our mixed-Vt approach
to design a low power standard cell, we have to find out the critical path of the cell
first. As we know, there are rise and fall propagation delay of CMOS circuits. So the
critical paths are separated into rise and fall paths and we have to find these two paths
in the first step.

After we find out the critical devices on the critical path, we will replace them

with normal-Vt devices. The critical device is defined as the MOS on the stacked
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circuit that are the most far away from output. Because the MOS which is the most far
away from output is on the longest charge/discharge path, the charge/discharge time
of this device will dominant the charge/discharge time of the cell. We replace the
critical device instead of all the devices on the critical path with standard-Vt device.
This is because we can gain the better performance and shrink the width of the critical
device on the critical path. By shrinking the width of the standard-Vt device, we can
save the dynamic power consumption. Because we just change the transistor that is
most far away from output with standard -Vt device on the stack, the leakage current
will be blocked by other high-Vt devices on the stack.

For example, the.NMOSs- of the NOR gate are parallel connected. According to
the above description, we will replace all the NMOSs by ‘standard-Vt devices and
shrink their widths. The parasitic capacitance 'of this ‘cellioutput is dominant by the
width of thoseparallel NMOSs because all the parallel NMOSs connect to the output
directly. Through shrinking the width of the parallel NMOSs, we' can reduce the
parasitic capacitance of this cell outputbecauserof thersmaller drain area of the MOSs.
The parasitic capacitance of the cell output is one of the’ components of the output
loading capacitance Cy and we can observe that smaller Cy will lower the dynamic
power consumption from Eqn. (4.1). So diminishing the parasitic capacitance of the

cell output can lower the dynamic power consumption.

4.4 Cell Design

The most important parameters of simulation environment of standard cells are
input transition time and output load capacitance as shown in Fig. 4.16. In this section,

we will define our simulation environment.
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Fig. 4.16 Circuit simulation environment with capacitance load

We use the NAND2 gate to explain how do we define our simulation
environment. First we sweep the input transition time of the high-Vt and mixed-Vt
NAND?2 gate with output load capacitance is fixed to 20fF. The result is shown in the
Fig. 4.17. Fig. 4.17(a) shows_that the power ‘consumption of the mixed-Vt gate is
smaller than the high-Vt one only when the input transition time is smaller than
around 300ps. The reason for this result is that'the short eircuit current becomes
significant when the input transition time becomes longer. Because Mixed-Vt gate
turns on early, the short circuit current is larger.than that is high-Vt gate. The rise and
fall propagation delay waveforms of the. NAND2 gate under different input transition
time are shown.in Fig. 4.17(b) and Fig. 4.17(c). We can see that the rise and fall
propagation delay.times .of high-Vit gate are-veryclose to the mixed-Vt ones when the
input transition time 1s smaller.than 200ps as shown in Eig. 4:17(b) and Fig. 4.17(c). If
the input transition time is larger than 200ps, the rise propagation delay time of
mixed-Vt gate will be smaller than the high-Vt one. The reason is also because the
low-Vt device is turned on early during the transition. So we can conclude that we can
achieve low power performance with similar propagation delay time of high-Vt cell,

by setting the input transition time to 100ps.

53



2.2u
1 — Mix-Vt P

2.1u 4
———— High-Vt

2.0u i

Power (W)

@) Lou |

0 100p  200p 300p  400p  500p 600p  700p  800p  900p
240p -

200p 4
160p 1

120p -

Delay_rise (s)

(b) oo

40p -

0 100p ~~-200p - |300p  =400p  500p  600p #4700p  800p  900p

240p._ T
200p =
160p

120p

Delay_fall (s)

(c)

80p

40p

0 100p  200p. 300p |~ 400p © 500p  600p  700p  800p  900p
Input transition time (s)
Fig. 4.17 Fixed output load capacitance and sweep input transition time of
NAND?2 (a) Power vs. input transition time (b) Delay rise vs. input

transition time and (c) Delay_fall vs. input transition time

According to the above conculsions, our input transition time of the simulation
environment is 100ps. Our standard cell library will be used in a hearing aid project
and the clock rate of the specification is 20 MHz. So our standard cell library is tuned
for this kind of low power circuit.

Fig. 4.18 shows the power and delay waveforms of NAND2 gate with high-Vt
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and mixed-Vt by sweeping output load capacitance and keeping input transition time
constant. The results show that the power of mixed-Vt gate is always lower than
high-Vt one in all ranges of output load capacitance in the Fig. 4.18 (a). From Fig.
4.18(b) and Fig. 4.18(c), the rise and fall propagation delay time of high-Vt gates and
mixed-Vt ones are very close as the output load capacitance is around 10 fF. Through
these three figures, we can conclude that the changing of output load capacitance does
not change the characteristics of power and propagation delay very much. Our goal is
to let the propagation delay time of mixed-Vt gates be similar to high-Vt ones to gain
low power consumption. Form above observation, we,decide to set our output load
capacitance of simulation environment to be 10 fF.

By simulatioi; we obtain the-equivalent input capacitance of FO4 2-input NAND
with driving ability of X2 1s around-10 fF. So we let theoutput load capacitance of
simulation environment be the FO4 circuit under.design. We use UMC 90nm process
and 0.5v power supply to size and design our low power standard ‘cell library. The

simulation environment is shown in‘Figr4:19:
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4.4.1 INV

Through our analysis in above paragraph, we know that the critical path of
inverter gate in Fig. 4.20(a) is on the PMOS. We can also demonstrate this conclusion
from Table 4.4. The Tplh is related to the PMOS driving ability. So we change the
high-Vt PMOS into normal-Vt PMOS. The mix-Vt inverter gate is shown in Fig.
4.20(b). Next we let the rise/fall propagation delay time of mixed-Vt inverter are
similar to the high-Vt one by sheinking the ndrmal-Vt PMOS. After these steps, we
can gain 14.2% power.saving in one inverter gate. However, the leakage power will
be larger clearly only when the input is high and the PMOS is changed into normal-Vt
PMOS. But it will be still smaller than the inverter with only normal-Vt. This reason

which causes this result has been described in section 4.3.

In :l Out In Out

D—e

_|

(a) (b)
Fig. 4.20 Inverter gate (A) HVT and (B) MVT

Table 4.4 Time and power table of INV with VDD=0.5 v

Tplh (ps) | Tphl (ps) | Power (W) Leak 1 (W) Leak 0 (W)
HVT 232.1 220.7 41.8n 21.9p 19.8p
MVT 193.4 144.4 35.9n 15.3p 336.7p

Tplh: the propagation delay results from input transition and makes output transit from low to high
Tphl: the propagation delay results from input transition and makes output transit from high to low
Leak 1: the leakage power occurs when the output signal of an inverter is high (1)
Leak 0: the leakage power occurs when the output signal of an inverter is low (0)

Then we use the above HVT and MVT inverters to cascade three stages tapped
inverters to drive a 100fF capacitor. The result shows that we can obtain around 9%
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power saving and around 20% delay-power product less than HVT by using MVT
inverters to cascade three stages when the . Another important phenomenon is that the
propagation delay time of the MVT inverter is shorter than the HVT one. Because we
shrink the PMOS size in the MVT gate, the gate capacitance of the MVT inverter is
smaller than the HVT one. The smaller capacitance will shorten the propagation delay

time. The result is shown in Table 4.5.

Table 4.5 Time and power of 3 statges inverter driving 100 fF with VDD=0.5 v

Tr in=0.1ns Tolh (ns) Tohl (ns) Power (uW) Delay-Power

Cload=100fF (ns - uW)
HVT 1.833 1.633 1.161 2.1
MVT 17786 1.487 1.058 1.7

4.4.2 3-input NAND and AQ131

In this section, we will analyze the 3-input‘NAND gate and AOI31. We know
that the critical path 'of 3-input NAND gate in Fig. 4.21(a) is on the input C of stacked
NMOSs. So we change this NMOS into the normal=-Vt NMOS. Also we replace all
parallel PMOSs with normal-Vt:PMOSs. The MVT 3-input NAND gate is shown in
Fig. 4.21(b). We can also, demenstrate this conclusion from Table 4.6. The Tplh and
Tphl are longest at the input C. The leakage power of 3-input NAND gate with
different input combinations is shown in Table 4.7. Thus, we can see that the MVT
3-input NAND gate can save the dynamic power and keep the leakage power only

increasing at one state.
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(a) HVT (b) MVT
Fig. 4.21 Schematic of 3-input NAND gate

Table 4.6 Time and power table of 3-input NAND with VDD=0.5 v

HVT Tplh (ps) Tphl (ps) | Power (nW)
In @A 654.6 643.7 75.3
In @ B 721.1 726.9 85.1
In @C 771.5 763.4 90.9
MVT Tplh (ps) Tphl (ps) | Power (nW)
In@A 653.4 618.1 75.3
In@ B 665.3 6641 83.7
In @ C 674.6 655.3 83.7

Table 4.7 Leakage power of 3-mput NAND at all the“input combinations, unit: pW

ABC 000 001 010 011 100 101 110 111

HVT 233 17.8 16.4 15.6 16.9 13.9 13.6 32.9

MVT 233 16.4 20.7 16.2 22.4 16.7 337.6 31.1

Due to the layout design rule restriction, when we put the high-Vt MOS in series
the normal-Vt MOS, we have to keep a larger spacing from a high-Vt device to a
normal-Vt device as compared with all high-Vt MOS case. Therefore, the PMOS
parallel structure in Fig. 4.21(b) will not increase area overhead in the layout but the
NMOS serial structure will increase area overhead in the layout due to the design rule.

The design rule of two neighbor transistors with the same threshold voltage can
be very close. But we only replace one of the NMOSs in the stack, the design rule
between high-Vt transistor and normal-Vt transistor are larger than two adjacent

high-Vt or normal-Vt transistors. Although we have to pay some penalties for using
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the MVT approach, we can gain the lower power consumption in the MVT gates.

For the AOI31 gate, the critical path of this gate in Fig. 4.22(a) is on the input C
of stacked NMOSs and input A ~ B ~ C of parallel PMOSs. So we change the MOSs on
the critical path into the normal-Vt transistors. The MVT AOI31 is shown in Fig.

4.22(b).

(a) NVT (b) MY T

Fig. 4.22 Schematic of AOI31 gate
Table 4.8 Power and leakage power of AOI31 with VDD=0.5 v

HVT Power Power jleak
In@A 212.70.nW 16.92 pW
In@B 197.41 nW 16.36 pW
In@C 190:70 nW 17.82 pW
In@D 174.92 nW. 16.92 pW
MVT Power Power leak
In@A 189.90 nW 22.42 pW
In@B 186.44 nW 20.70 pW
In@C 179.90 nW 16.36 pW
In@D 166.61 nW 21.23 pW

We can gain the 6.82% power consumption saving and just increase 18.6%
leakage power than the HVT AOI31 gate in average. The power and leakage power of
the AOI31 gate are shown in Table 4.8. The cells like AOI and OAI are very useful in

the practical design. The circuit can be reduced a great deal of the area by using these
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cells. So we design many kinds of AOI and OALI cells in our standard cell library.

4.4.3 1-bit Half Adder

We take another MVT gate, the 1-bit Half Adder, to be the example. We use the
MVT approach to design our 1-bit half adder and to resize the transistors to let the
propagation time be close to the 1-bit half adder using high-Vt gates, as shown in Fig.

4.23(a). The schematic of Mixed-Vt 1-bit Half Adder is shown in Fig. 4.23(b).

Ay B S
1-bit Half
Adder
B — = CO

Fig. 4.23(a)-Block diagram of 1-bit.Half Adder

. =

Fig. 4.24(b) Mixed-Vt 1-bit Half Adder schematic

The time and power table of our 1-bit half adder is shown in Table 4.9. We can

see that the MVT 1-bit half adder gate can obtain around 13% power saving than the
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HVT 1-bit half adder gate.

Table 4.9 Time and power table of 1-bit half adder with VDD=0.5 v

HVT Tplh CO | Tphl CO Tplh_S Tphl S Power
(ps) (ps) (ps) (ps) (nW)

In @A 932.8 726.6 827.7 685.8 2453
In @B 877.7 679.7 646.2 436 198.4
N Tplh CO | Tphl CO Tplh_S Tphl S Power
(ps) (ps) (ps) (ps) (nW)

In @A 851.1 717.5 796.4 669.1 203.4
In @B 847.6 667.5 620.9 412.5 178.6

Tplh_CO: the propagation delay of CO from low to high
Tphl_CO: the propagation delay of CO from high to low
Tplh_S: the propagation delay,of:S from low to high
Tphl_S: the propagation delay,of 'S from high to low

Table 4.10 shows-all kinds of input combinations of leakage power of 1-bit half

adder. The leakage power of our MVT 1-bit half adder increases around 4 times to

HVT in average:
Table 4.10 Leakage power table of 1-bit half adder
unit: pW 00 01 10 11
HVT 251.6 2359 217.2 178.4
MVT 87215 703.5 693.8 689.7

4.4.4 DFF and SETDFF

The traditional master-slave D type flip-flop (DFF) is shown in Fig. 4.25 The
critical path is marked by the dash line. We also use the MVT approach to design this
gate and the power and leakage power of this traditional master-slave DFF is shown
in the Table 4.11. By examining the Fig. 4.25, we can realize that the master-slave
DFF is composed by many inverters and tri-state buffers. From Fig. 4.20(b), we can
see that there is only one normal-Vt device without any high-Vt device in the pull up
part. Because of the concerning about the timing performance, we don’t use all

high-Vt devices to compose the inverter gate and the buffer gate. This will cause that
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there are many paths of the leakage current in the traditional master-slave DFF
structure. We propose the single edge trigger flip-flop (SETDFF) in our standard cell
library for designers to use it in sequential circuits. The SETDFF is shown in Fig. 4.26.
The transistors on the critical path are mp1l ~ mp4 ~ mp6 ~ mp7 ~ mp8 ~ mn8. We will
change these devices into normal-Vt MOSs and other devices are still high-Vt MOSs.
The power and leakage power of this SETDFF is shown in the Table 4.12. We can see
that the leakage power of SETDFF is lower than the leakage power of traditional
master-slave DFF. So the SETDFF in our standard cell library is effective to diminish

the leakage in sequential cirguits.
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Fig. 4.25 Mixed-Vt DFF schematic
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Fig. 4.26 Mixed-Vt SETDFF schematic
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Table 4.11(a) Time and power table of Mixed-Vt DFF with VDD=0.5 v

HVT Power (nW) Leakage power (pW) Tplh (ps) Tphl (ps)
90.5 247.2 1658.2 1321.3

MVT | Power (nW) Leakage power (pW) Tplh (ps) Tphl (ps)
62.2 2155.5 995.3 654.8

Table 4.121(b) Time and power table of Mixed-Vt DFF with VDD=1 v

HVT Power (nW) Leakage power (pW) Tplh (ps) Tphl (ps)
391.9 510.3 267.3 248.2

MVT Power (nW) Leakage power (pW) Tplh (ps) Tphl (ps)
308.9 4031.2 234.6 216.7

Table 4.132(a) Time ‘and power table of Mixed-Vt SETDFF with VDD=0.5 v

HVT Power (hW) Leakage power (pW) Tplh (ns) Tphl (ns)
72.2 164.7 2.476 1.914

MVT Power (nW) Leakage power (pW) Tplh (ps) Tphl (ps)
60.3 789.8 2.072 1.416

Table 4.142(b) Time and power table.of Mixed-Vt SETDFE with VDD=1 v

HVT Power (nW) Leakage power (pW) Tplh (ps) Tphl (ps)
380.4 340.9 306.3 281.3

MVT Power(nW) Leakage power (pW) Tplhi(ps) Tphl (ps)
322.4 1368.6 286.7 250.9
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4.5 Summary

We have introduced several low power circuit design methods and present a
mixed-Vt method that can gain low dynamic and leakage power consumption. Then
we use our mixed-Vt method to design a mixed-Vt low power standard cell library. In
above sections, we explain the reasons why we choose the mixed-Vt method and
describe the overall design flow and the simulation environment. We also explain the
rule that is about the cell selecting criterion and the advantages we will obtain by
using mixed-Vt method to gstablish a'standard cell library. After that, we use some
kinds of cells in our ‘standard cell library for instance te. demonstrate that our
mixed-Vt methodis very effective inperformance.

From many experimental results, we can get around 5% to 30% dynamic power
saving and the"area is 0% to 30% larger than the standard cells with single high-Vt
transistors. We'size our standard cell library under 0.5 V supply voltage for the bio-
electronics application. Then we characterizationmour-standard eell library for 0.5 V -
0.6 V and 1 V supply voltage. Because the threshold voltage of high-Vt transistor is
about 0.3 V~0.4 V, we'would use 0.6V instead of 0.5 V supply voltage to synthesize

the design examples in Chapter 5.
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Chapter 5

Design Examples by Low Power

Standard Cell Library

5.1 C17

C17 is a benchmark-of ISCASS85 as shown.ifi Fig. 5.1 €17 Schematic is formed
by six NAND gates.

v F Y.
D D

Fig. 5.1 C17 Schematic
We specify the input pin B~C~D to 1~1+1 and give active signals to input A and

E to measure the time and power of C17 circuit. We use HVT and MVT NAND gates
to establish this benchmark and the simulation result is shown in Table 5.1. We can
see that the C17 circuit using the MVT approach can save around 9.4% power
consumption and around 35.9% delay-power product less than the HVT one.
Meanwhile, there is no area penalty due to the area of MVT NAND?2 is equal to the

HVT NAND?2.

66



Table 5.1 Time and power table of C17 circuit with VDD=0.6 V

HVT Tplh ( Tphl P W Delay-Power
plh (ps) phl (ps) | Power (nW) s <
In @A 487.6 4487
63.9 334
In @E 577.6 578.6
Delay-Power
MVT Tplh (ps) Tphl (ps) | Power (nW)
(ns - nW)
In @A 350.8 3824
57.9 21.4
In @E 370.8 371.8

5.2 32-bit Ripple Adder

In this section, we . will analyze the 32 bit ripple adder. We use our mix-Vt
standard cell library and the high-Vt standard cell library of UMC to synthesize this
circuit. We use the tool, prime-power, torexercise 1M input pattern.and the cycle time
is 6 ns. The synthesis result is shown in the Tables5.2(a). We can see that the adder
synthesized bysour mix-Vt standard cell library can save around 12% dynamic power
around 22% delay-power product less than the HVT one. The leakage power only
increases around four times ‘thanthe high-Vt-one"under the same clock rate. If we use
the normal-Vt standard.cell library to synthesize this 32 bit ripple adder, we can see
that the leakage power williincrease about eleven- times than the high-Vt one.
Although someone may think that the dynamic power is lower by using the normal-Vt
standard cell library, designers will pay a very high cost for the leakage power in the
low power circuit such as the portable products. We can see that the leakage power of
the normal-Vt standard cell library case increases around eleven times than the
high-Vt one under the same clock rate. We also synthesize this 32 bit ripple adder

with 0.6 v supply voltage, and the result is shown in Table 5.2(b)
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Table 5.2(a) Synthesis result of 32bit ripple adder with VDD=1 V

Mixed-Vt@6ns High-Vt@o6ns Normal-Vt@6ns
Internal power 48.1 uW 55.1uW 44.2 uW
Switching power 4.4 uW 4.3 uW 4.8 uW
Total dynamic
52.5uW 59.4uW 49.0uW
power
Leakage power 391.6 nW 100.1 nW 1100 .9nW
Total Power 52.9 uW 59.5uW 50.1 uW
Total area 827.9 564.5 564.5
Delay 52ns 5.9.ns 3.1ns
Delay-Power 2757 ns+ uW 351.1 ns - uW 1553 ns - uW

Table 5.2(b) Synthesis result of 32bit ripple adder with V.\DD=0.6 V

Mixed-Vt@20ns
Internal power 4.7 uW
Switching power 749.1 nW
Total dynamic
5.5 uW
power
Leakage power 145:4 nW
Total Power 5.6 uW
Total area 8279
Delay 19.6 ns
Delay-Power 109.8 ns - uW

5.3 32-bit Wallace Tree Multiplier

We take another MVT circuit, the 32-bit wallace tree multiplier, to be the
example. We also use the same input pattern with the same clock rate to measure the
multipliers synthesized by our mix-Vt standard cell library, the high-Vt standard cell
library and the normal-Vt standard cell library of UMC. The synthesis result is shown

in the Table 5.3. We can see that the wallace tree multiplier synthesized by our mix-Vt
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standard cell library can save around 9.4% dynamic power and around 29%
delay-power product less than the HVT one. The leakage power increases around
three times than the high-Vt one under the same clock rate. The normal-Vt one has the
least dynamic power because the driving ability of the transistors in this library is
better than that in the high-Vt and our mix-Vt standard cell library. But we can also
observe that the leakage power is the major drawback of the normal-Vt standard cell
library in this case. The leakage power will increase about nine times than the high-Vt
one. We also synthesize this 32 bit wallace tree multiplier with 0.6 v supply voltage,

and the result is shown in Table 5.3(b):

Table 5.3(a) Synthesis result of 32-bity wallace tree multiplier with VDD=1 V

Mixed-Vt@o6ns High-Vit@o6ns Normal-Vt@6ns
Internal power 1.5 mW 1.8 mW 1.5 mW
Switching power 1.4 mW 1.4 mW 1.3 mW
Total dynamic
2.9 mW 3.2 mW 2.8 mW
power
Leakage power 10.1 uW 3. 1uwW 29.6 uW
Total Power 2.9 mW. 32mW 2.8 mW
Total area 255121 18975.9 18885.6
Delay 3.94 ns 5.05 ns 2.23 ns
Delay-Power 11.4 ns - mW 16.2ns - mW 6.3 ns - mW
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Table 5.3(b) Synthesis result of 32 bit wallace tree multiplier with VDD=0.6 V

Mixed-Vt@20ns
Internal power 553 uW
Switching power 35.9 uW
Total dynamic
91.2uW
power
Leakage power 3.7uW
Total Power 94.9 uW
Total area 25956.7
Delay 12.48 ns
Delay-Power 1184.4 ns - uW

5.4 32-bit Shift Register

We have introduced the circuits that composed of the combination logic in the
above sections.”In this sections, we take the 32bit shift register for instance to
compare the sequential circuit synthesized by our mix-Vt standard cell library with
the high-Vt and normal Vt standard-celi-library="Fhe-synthesis result is shown in the
Table 5.. The shift register synthesized by our mix-Vt standard.cell library can save
around 14.2% dynami¢ power. and around 54%. delay-power product less than the
HVT one. The leakage power inc¢rease around 11.29% than the high-Vt one under the
same clock rate. We can see that the leakage power of the 32bit shift register with our
mix-Vt standard cell library and the high-Vt one are very close. The leakage power of
the normal-Vt standard cell library case is still larger than the high-Vt and our mix-Vt
standard cell library cases. And we can see the area of our mix-Vt case increases
around 22.8% than the high-Vt and the normal-Vt case. We also synthesize this 32 bit

shift register with 0.6 v supply voltage, and the result is shown in Table 5.3(b).
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Table 5.4(a) Synthesis result of 32 bit shift register with VDD=1 V

Mixed-Vt@4ns High-Vt@4ns Normal-Vt@4ns
Internal power 98.7 uW 116.4 uW 97.1 uW
Switching power 17.2 uW 18.7 uW 18.4 uW
Total dynamic
115.9uW 135.1 uW 115.5uW
power
Leakage power 239.4 nW 215.1 nW 741.9 nW
Total Power 116.1 uW 1353 uW 117.2 uW
Total area 1010.5 822.7 828.4
Delay 0.46 ns 0.87 ns 0.29 ns
Delay-Power 339ns - uW
Table 5.4(b) ith VDD=0.6 V
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Chapter 6

Conclusions

In this thesis, firstly, we have introduced the background of the standard cell
library and its format. Then"we discuss the timing,and power models and their
advantages and drawbacks in the present standard cell library. Because of the
non-linear and nofizideal effects in the novel nanometer scale process, we can realize
that it becomes' difficult to model the timing ‘ad power laccurately using the
conventional method. Therefore, we use the NLDM table to record the input
dependent leakage power for all combinations of static input vectors and add the new
timing/power model in the characterizationrtool*torletthe timing/power model of our
standard cell library,be more aceurate in the 90nm or below,process.

After realizing the background of the standard cell library and the flow of
characterizing the cells, we would like to establish'a low power standard cell library
for the hearing aid using the solar battery or the portable electric products. So we have
proposed a method using the mixed-Vt technique to reduce the power consumption
for the low power circuit at first. This method is to replace the MOSs on the critical
path and resizing them to achieve our low power requirements. Then we establish a
90nm low power standard cell library. Design examples are used to compare the
performance and we can draw the conclusion that we can have around 5% to 30%
dynamic power saving, 20% to 55% delay-power product saving and the area is 0% to

40% larger than the standard cells with single high-Vt transistors.
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