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摘要 

IEEE802.16e 標準是為了增加 IEEE802.16-2004 移動性而提出的修正規格。

正交多頻多工存取(OFDMA)技術被使用來支援多重存取的目的。在此論文中，

我們將專注於討論運用在時速高達 120 公里多重天線系統下的同步問題。以相關

性(correlation)為基礎的演算法利用前置碼(preamble)的特性被應用在符號邊界及

載波頻率飄移的同步估測。透過量化(quantization)的方法，乘法器的數量可以被

大幅度減少成只使用加法器。此外，我們提出乒乓(ping-pong)演算法來增加整數

載波頻率同步估計的準確性。使用龍捲風式的記憶體存取法，節省了 28%的記憶

體使用。而修正有號數的計算過程成無號數的運算，則節省了 28%的面積及 22%

的功率消耗。設計結果顯示整體相較於原架構將達到節省 56%面積及 64%的功

率消耗。整個同步電路一共使用 82017 個邏輯閘數量(gate count)及 12.5mW 的功

率。 
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Abstract 

IEEE 802.16e standard is an amendment to IEEE 802.16-2004 for supporting 

mobility of WMAN. For the purpose of multiple access, Orthogonal Frequency 

Division Multiple Access (OFDMA) modulation scheme, is adopted. In this thesis, we 

focus on the synchronization problems of WMAN system which supports high 

mobility up to 120 km/hr and multiple transmitting antennas environment. The 

correlation based algorithms which use the characteristic of preamble are used for 

symbol timing synchronization and carrier frequency synchronization. By using 

quantization scheme, the use of multipliers can be substantially reduced and 

simplified to only adders. Moreover, a ping-pong algorithm for integer carrier 

frequency offset synchronization is proposed to increase the accuracy of estimation. 

By using the twister memory access operation, 26% memory cost is saved. 

Furthermore, a modified architecture of calculation process from signed to unsigned 

reduces 28% area and 22% power cost. Design results show that total 56 % area 

reduction and 64% power saving are achieved than the original architecture. The 

overall synchronization block uses 82017 gates count with power consumption of 

12.5 mW. 
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Chapter 1  

Introduction 

       

1.1 Overview of Wireless System  

    In recent years, the fast development of wireless technology not only brings a 

great benefit but also revolutionizes people’s lives. You can easily use a wireless 

device to receive the latest information of stock quotes, to send private email, even to 

watch a live baseball game anytime and anywhere. These things were impossible 

twenty years ago, but they become so easy now. In the future, the wireless technology 

supporting more high data rate and mobility will facilitate people’s lives further. 

Fig. 1.1 Network area definitions [1] 

The IEEE (Institute of Electrical and Electronics Engineers) classifies the 
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wireless communication system into four layers and specifies the different standards 

to each layer according to different applications. Fig. 1.1 illustrates the four layers 

with different coverage: Wireless Personal Area Network (WPAN), Wireless Local 

Area Network (WLAN), Wireless Metropolitan Area Network (WMAN) and Wireless 

Wide Area Network (WWAN). We will briefly introduce these layers and their 

applications. 

    WPAN is a wireless technology which transmits with low power and short 

distance. It includes three main parts: IEEE 802.15.1 Bluetooth [2]、IEEE 802.15.3 

Ultra Wideband (UWB) [3]、IEEE 802.15.4 Low-rate WPAN (LR/WPAN or ZigBee) 

[4]. Bluetooth is the earliest development of WPAN and supports the data rate up to 

10 Mbps. It is generally used in the personal device such as cell phone, PDA, and note 

book. UWB uses the wide bandwidth to achieve high data rate up to 480Mbps and can 

be used to transmit the high quality video. Unfortunately, the development of UWB is 

slow due to the two incompatible standards: DS-UWB and MB-OFDM, which are 

specified by different groups. ZigBee exchanges data rate for power. It offers data 

rates only up to 250 Kb/s, but it is suitable to the battery-powered devices such as 

wireless sensor and medical equipment.  

 WLAN has broader coverage than WPAN and also works on the unlicensed 

band. The development of WLAN is very fast, and it has been generally provided in 

the metropolis. WLAN is typically used in the indoor environment such as home, 

office building, supermarket, and so forth. Several versions of WLAN are listed and 

compared in Table 1.1. The technology of WLAN is restricted by the small 

transmitting range and the lack of mobility. 
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Table 1.1 Comparisons of IEEE 802.11 standards [5]  

WMAN is initially proposed to solve the problem of “last mile”. In the past, a 

wired cable or optical fiber of the subscriber is necessary for connecting to the 

internet. However in the WMAN based system, users can connect to the wireless 

Access Point (AP) of WLAN, and then the AP communicates with Base Station 

through a WMAN device. Finally, the Base Station connects to the network backbone 

by wired cables. It saves the cost of wireless services and provides the higher data rate 

up to 70 Mbps. 

WWAN supports the widest coverage and high vehicular mobility up to 250 

kmph. The establishment of IEEE 802.20 standard is still in progress. This standard 

likely operates on the licensed band below 3.5 GHz and provides the data rates of 4 

Mbps and 1.2 Mbps in the downlink and uplink respectively.  

1.2  Introduction of IEEE 802.16e Standards 

1.2.1 The IEEE 802.16 Family 

The IEEE 802.16 Working Group on Broadband Wireless Access (BWA) 

Standards was established in 1998, which is responsible to the development of IEEE 

 802.11a 802.11b 802.11g 802.11n 

Date issued 1999 1999 2003 2007(Draft 2.0) 

Frequency 5 GHz 2.4 GHz 2.4 GHz 2.4 GHz / 5 GHz 

Data rates 54 Mbps 11 Mbps 54 Mbps 600 Mbps 

Modulation OFDM DSSS DSSS、OFDM DSSS、OFDM 

Number of spatial 
antenna 

1 1 1 1、2、4 

Channel width 20 MHz 20 MHz 20 MHz 20 MHz or 40 MHz
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802.16 standard. The original 802.16 standard was completed in December 2001. It 

was based on the fixed light-of-sight (LOS) operation in the 10 GHz-66 GHz range. 

In the physical layer (PHY), only single carrier modulation is supported. 

IEEE 802.16a standard is an amendment to 802.16 in 2003. It provides the 

capacities of point-to-multipoint connection and non-line-of-sight (NLOS) 

transmission in the 2GHz-11GHz frequency band. Three modulation schemes of PHY 

are supported: SC, Orthogonal Frequency Division Multiplexing (OFDM), and 

Orthogonal Frequency Division Multiple Access (OFDMA) 

IEEE 802.16-2004, also known as IEEE 802.16d, is only for fixed broadband 

wireless and has upgraded to all prior versions in June 2004. An industry consortium, 

the Worldwide Interoperability for Microwave Access (WiMAX) adopted IEEE 

802.16-2004 as the first solution of fixed applications.  

IEEE 802.16e-2005 amends 802.16-2004 to add mobility support. It enables 

mobile speed up to 120km/h, but also be backward compatible to support the fixed 

mode in 802.16-2004. Operation in mobile mode is limited to the licensed bands 

between 2GHz-6GHz, on the other hand, operation in fixed mode is limited to 

2GHz-11GHz. IEEE 802.16e-2005 is usually referred to as mobile WiMAX. In this 

thesis, we will focus on this standard. 

The other five amendment projects are in progress: 802.16g, 802.16h, 802.16i, 

802.16j, and 802.16m. The basic comparisons and characteristics of the various 

IEEE 802.16 standards are summarized in Table 1.2 [9].  
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Table 1.2 Basic comparisons of IEEE802.16 standards 

 802.16 802.16-2004 802.16e-2005 

Date issued Dec. 2001 Jun. 2004 Dec. 2005 

Frequency band 10 GHz-66 GHz 2 GHz-11 GHz 2 GHz-11 GHz for fixed  

2 GHz-6 GHz for mobile

Application Fixed LOS Fixed NLOS Fixed and mobile NLOS

Transmission 
scheme 

Only SC SC, SCa, 
OFDM ,ODMA 

SC, SCa, OFDM, ODMA

Data rate 32 Mbps- 
134.4 Mbps 

1 Mbps-75 Mbps 1 Mbps-75 Mbps 

Duplexing TDD and FDD TDD and FDD TDD and FDD 

1.2.2 The Distinct Features of IEEE 802.16e-2005 Standard  

Due to the silent features, the developments of IEEE 802.16e-2005 standard 

have become a very hot trend both in the industry and academic. Some of these 

distinct features are described as follows [9] [10]: 

High data rates: The peak data rates can achieve to 75 Mbps when using 64 

QAM modulation scheme with 5/6 coding rate in 20MHz bandwidth. The use of 

multiple-input multiple-output (MIMO) and spatial multiplexing enables the data 

rates to be higher under good transmitting conditions. 

Adaptive modulation and coding (AMC): There are total 52 configurations of 

modulation and forward error correction coding schemes which can be adaptively 

selected according to the channel conditions. When the channel is good, the base 

station transmits as high a data rate as possible such as 64 QAM and high coding rate. 

When the channel is poor, the base station chooses the small constellation and lower 

coding rate to transmit. The adoption of AMC can increase the transmitting coverage 

and maximizes the throughput rate. This concept is illustrated in Fig. 1.2.  
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Fig. 1.2 Concept of AMC 

Quality of service (QoS): The fundamental premise of IEEE 802.16 medium 

access control (MAC) architecture is QoS. It supports a large number of users which 

have respective QoS requirements. Additionally, the schemes of subchannelization 

and medium access protocol (MAP) let the scheduling become more flexible by 

using space, frequency, and time physical resources over the air interface on a 

frame-by-frame basis. 

Mobility: The mechanism of handover is optimized to be no longer than 50 

milliseconds. It can ensure the real-time operation without service degradation. This 

is especially important for the real-time applications such as Voice over Internet 

Protocol (VoIP). The system also supports the power management with sleep and 

idle modes to extend the battery life of handheld subscriber devices. 

Security: The security specification is the most advanced in current wireless 

access systems. It offers Extensible Authentication Protocol (EAP) based 

authentication, Advanced Encryption Standard-Counter with CBC-MAC mode 

(AES-CCM) based authentication encryption, and Cipher-based Message 

Authentication Code (CMAC) and Hashed Message Authentication Code (HMAC) 

based control message protection scheme.  
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1.3 Motivation 

In recent years, the research and development of WMAN is a very attractive and 

worldwide topic. The industry of WLAN in Taiwan is very successful to have more 

than 90% of world market share on Wi-Fi (Wireless Internet Fidelity Internet) 

products. Base on this good foundation and the huge market and applications of 

WMAN, the Taiwan government chose the latest WMAN technology as the next 

generation wireless industry. The “M (Mobile)-Taiwan Program” was proposed in 

2005 as shown in Fig. 1.3.  

 

Fig. 1.3 Project of M-Taiwan [11] 

The technology of OFDM has been widely used in communication systems. The 

orthogonal property of subcarriers let the use of spectrum be more efficient and the 

insertion of guard interval with cyclic prefix can resist the multipath interference. In 

order to support multiple access, the multiple access scheme based on OFDM system, 

OFDMA, is adopted in the mobile mode of IEEE 802.16e. Additionally, MIMO 

system is also included to gain the diversity for increasing overall performance.  

In the wireless environment, several problems will let the system fail and need to 
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be solved in the receiver. They include symbol timing offset, carrier frequency offset 

(CFO), and sampling clock offset (SCO). The wrong symbol boundary causes the 

subcarriers with phase rotation or loss of their orthogonality. CFO is divided into 

integer part and fractional part. Integer CFO causes the index shift of subcarriers, 

and fractional CFO causes inter-carrier-interference (ICI). SCO causes the phase 

rotation which is proportional to the subcarrier index. Therefore, the mechanisms of 

synchronization are necessary to overcome these problems. 

In this thesis, we propose the synchronization architectures based on correlation 

algorithm, and the complexity of hardware can be reduced through using 

quantization scheme. In order to reduce the use of complex multipliers, we use the 

architecture of Coordinate Rotation Digital Computer (CORDIC) to compute the 

trigonometric value and rotation phase. 

1.4 Thesis Organization 

The remainder of this thesis is organized as follows. In chapter 2, the concepts of 

OFDM and OFDMA will be briefly introduced, and the technology of WMAN 

802.16e standard will also be discussed. In chapter 3, we will introduce various 

imperfect effects, and propose the corresponding algorithms. The system performance 

simulation of the proposed solutions will be shown. In chapter 4, the architecture and 

hardware design will be presented. Finally, conclusions and future work are made in 

Chapter 5.  
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Chapter 2 

OFDMA and 802.16e Technology  

  

    The physical (PHY) layer of 802.16e includes several specifications for different 

applications and frequency range. For example, single carrier (SC) operates from 10 

GHz to 66 GHz in line-of-sight (LOS). SCa, OFDM and OFDMA operate below 11 

GHz in non-line-of-sight (NLOS). In this thesis, we focus on the OFDMA 

specification for mobility. We will briefly introduce the concepts about OFDM and 

OFDMA. Then, we give an overview of the IEEE802.16e OFDMA standard. 

2.1 Concept of OFDMA 

2.1.1 OFDM Technology Overview 

    Orthogonal frequency division multiplexing (OFDM) has been widely adopted in 

high data rate communication systems such as Asynchronous Digital Subscriber Line 

(ADSL), Digital Video Broadcasting for Terrestrial (DVB-T) and 802.11b/g (Wi-Fi). 

One of the main reasons to use OFDM is to increase the robustness against frequency 

selective fading or narrowband interference. Due to the recent development of digital 

signal processing (DSP) and very large scale integrated circuit (VLSI), the initial 

obstacles of OFDM implementation, such as massive complex computation, do not 

exist now.  

OFDM is based on the idea of frequency division multiplexing (FDM). The 
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concept of using parallel data transmission and was published in the mid 60s. In FDM, 

the total frequency bandwidth is divided into N non-overlapping sub-channels which 

are modulated with a separate symbol. In order to prevent from the adjacent channel 

interference, frequency spacing is allocated between sub-channels. However, this is 

inefficient to use the spectrum. In OFDM, the total frequency bandwidth is divided 

into N overlapping sub-channels which are mutual orthogonal. The orthogonality 

allows simultaneous transmission on a lot of subcarriers without interference from 

each other. The sub-channels in FDM and OFDM are shown in Fig. 2.1. 

Saving of bandwidth

Frequency

Fig. 2.1 Sub-channels in (a) FDM (b)OFDM 

Due to the multipath effect, the inter-symbol interference (ISI) which destroys 

the orthogonality of subcarriers in OFDM is induced. In order to avoid this 

phenomenon, a guard interval is designed as longer than the delay spread and inserted 

to the head of each symbol. The guard interval can be implemented by filling with 

zero, but it will cause the problem of intercarrier interference (ICI). This effect can be 

illustrated in Fig. 2.2. The orthogonality between subcarrier #1 and delayed subcarrier 

#2 is damaged due to their difference is not a multiple of cycle. To eliminate ICI, the 

OFDM symbol is cyclically extended in the guard interval, which is also called cyclic 

(a) 

(b) 
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prefix (CP) as shown in Fig. 2.3. CP makes the subcarrier signal has integral periods, 

so the orthogonality can be maintained. 

 

Fig. 2.2 Effect of multipath with filling zero signal in guard interval [13] 

 

Fig. 2.3 OFDM symbol with cyclic prefix 

2.1.2 Data Format and System Comparison of OFDM and OFDMA 

    The system of WMAN suffers a challenge from the requirement of multiuser 

communication: many users in the same cell require high data rates in a finite 

bandwidth with low latency. Therefore, multiple access techniques are necessary to be 

adopted. However, OFDM does not have this characteristic to support multiple access, 

all the subcarriers are simultaneously used by a single user. OFDMA is designed to 

improve this drawback. So, OFDMA is a multiuser version of OFDM. The all 

available subcarriers of uplink and downlink in OFDMA are divided into several 

groups of subcarriers termed as subchannels as shown in Fig. 2.4. The different 
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subchannels may be allocated to different users as a multiple access mechanism [9].  

The allocated subcarriers of user are dynamically spread in frequency domain 

like FDMA and in different time slots like TDMA. In other words, OFDMA is 

essentially a hybrid of FDMA and TDMA. Subchannelization in OFDMA has another 

significant advantage of allowing users to transmit only specific subchannels instead 

of entire frequency band in OFDM. This is useful to save the battery power in user 

devices. There are two types of data allocation for subchannelization can be chosen: 

contiguous and diversity. The contiguous permutation groups contiguous subcarriers 

to form a subchannel. On the contrary, the diversity permutation pseudo-randomly 

spread out the subcarriers of subchannel over the entire bandwidth and brings the 

benefit of frequency diversity and robustness against the frequency select fading 

channel. Fig. 2.5 illustrates the two allocation schemes.  

Fig. 2.4  Comparison of OFDM and OFDMA subcarriers allocation 
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Fig. 2.5 Data allocation schemes 

    Additionally, the scalable OFDMA (S-OFDMA) scheme is adopted in standard. 

It supports a wide range of bandwidth from 1.25MHz to 20MHz as shown in Table 

2.1. And the number of subcarriers is decided according to bandwidth for keeping the 

fixed subcarrier spacing at 10.94 KHz which is derived as the optimum tradeoff in 

[12].  

Table 2.1 Scalable OFDMA parameters 

Parameters Values 
System channel bandwidth (MHZ) 1.25 5 10 20 
FFT size 128 512 1024 2048 
Sampling factor 28/25 
Sampling frequency 1.4 5.6 11.2 22.4 
CP ratio 1/32 、 1/16 、 1/8 、 1/4 
Modulation mode QPSK 、 16QAM 、 64QAM 
Subcarrier frequency spacing 10.94 kHz 
Frame duration 5 ms 
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2.2 802.16e Technology 

2.2.1 Basic Specification of 802.16e 

    In 802.16e standard, there are several processing units specified in the PHY layer 

of OFDMA. They include one-dimension domain units and two-dimension domain 

units because of data allocated on both time and frequency. An essential OFDMA 

symbol is based on the format of OFDM symbol and the most basic unit is 

“subcarrier”. The “subcarrier” is the one-dimension unit and consists of three types: 

1. Data subcarriers: for carrying data  

2. Pilot subcarriers: for the purpose of channel estimation, channel tracking and 

synchronization 

3. Null subcarriers: no power is allocated to the DC subcarrier and guard 

subcarriers. The frequency of DC subcarrier is equal to RF, this will induce 

the local oscillator re-radiation effect to cause this subcarrier is not suitable to 

carry data. In guard band, the reason is for reducing the interference between 

adjacent channels. 

A set of subcarriers in frequency domain are grouped as a “subchannel”. 

Two-dimension units from large size to small size are “frame”, “sub-frame”, “zone”, 

“segment”, “burst”, “slot” and “cluster”. Brief definitions are described as follows 

respectively and the relationship between these units is shown in Fig. 2.6. 

1. Frame: It is an essential packet format of transmitted data sequence. 

2. Sub-frame: It is a component to make up a frame and is identified as 

downlink and uplink. 

3. Zone: A zone is the region of contiguous OFDMA symbols with the same 
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data allocation method. It is allowed to have different zones in a sub-frame. 

Frame n Frame n+1 Frame n+2

 DL sub-frame  UL sub-frame

Prea-
mble Zone1 Zone2 Zone3

Segment 0

Segment 1

Segment 2 DL burst

DL 
burst

DL burst

DL 
burst

……

Clu
ster

Clu
ster

Time

Frequency

Slot

@

 
Fig. 2.6 OFDMA frame data structure 

4. Segment: It is a subdivision of the set of subchannels for certain particular 

allocation zone. The content of the Medium Access Control (MAC) layer is 

the same in a segment. 

5. Burst: It is a region which includes the contiguous subchannel and OFDMA 

symbol to transmit the broadcast or unique data for corresponding users.   

6. Slot: It is the minimum possible data allocation unit and described in both 

time and subchannel dimension. It contains 48 data subcarriers for all 

subchannelization schemes, but their arrangement is different in different 

schemes [15].  

7. Cluster: It contains 14 adjacent subcarriers over 2 contiguous symbols with 

4 pilot subcarriers in partial usage of subcarriers (PUSC) permutation 

scheme. 
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2.2.2 Downlink Subcarrier Allocation Scheme 

    As mentioned in section 2.1.2, the constitution of subchannels is the most 

significant characteristic of OFDMA system. The data allocation scheme is made up 

of the subcarrier permutation mode. Several schemes in 802.16e will be discussed 

next. 

2.2.2.1 Downlink Full Usage of Subcarriers 

    In the DL full usage of subcarriers (FUSC) mode, each subchannel contains 48 

data subcarriers. The pilot subcarriers in FUSC are divided to two constant set pilots 

and two variable set pilots. The index of variable set pilots changes from one symbol 

to the next and obeys the following rule 

# 6 ( _ mod 2)PilotLocation VariableSet x FUSC SymbolNumber= + ⋅   (2.1)

where VariableSet #x indicates the pilot allocations of two variable sets specified in 

standard and FUSC_SymbolNumber is the FUSC symbol number of current zone. 

This procedure of subchannelization is described in Fig. 2.7. The pilot subcarriers are 

allocated first, the remaining subcarriers are contiguously portioned into groups. The 

number of groups is equal to the number of subcarriers per subchannel. Then, the 

subchannel extracts one subcarrier from each of these groups. The exact subcarrier 

allocation is according to the permutation rule [7][8] as 

( , )
   { [ mod ] _ }modsubchannel k s k subchannels subchannels

subcarrier k s
N n p n N DL PermBase N

=
         ⋅ + +

 (2.2)

where subcarrier (k,s) is the subcarrier index k in subchannel s, nk is equal to (k+13．

s) mod Nsubcarriers, Nsubchannel is the number of subchannels, ps[j] is the series obtained 

by rotating basic permutation sequence cyclically to the left s times and 

DL_PermBase is an integer ranging from 0 to 31.  
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Nsubcarriers

GP0 GP1 GP47

Sn-1S0 S1 S2

f
Pilot allocation

Remaining subcarriers 

Divide into groups 

Extract one from 
each group  

Fig. 2.7 Procedure of FUSC 

2.2.2.2 Downlink Partial Usage of Subcarriers 

    Another diversity permutation scheme is PUSC which is similar to FUSC. The 

most significant difference between them is the mapping region of subcarriers. In 

FUSC, the subcarriers may be mapped to full band. In PUSC, the subcarriers are 

mapped in a specific interval. This procedure of permutation is illustrated in Fig. 2.8. 

First, the adjacent subcarriers are grouped as a physical cluster which consists of 24 

data subcarriers over two contiguous symbols and 4 pilot subcarriers. These physical 

clusters are renumbered to the logical clusters according to a pseudorandom 

numbering scheme as shown in below, 

( 13 _ ) mod clustersLogicalCluster RS PC DL PermBase N= + ⋅  (2.3)

where RS is the renumbering sequence defined in the standard, PC is the index of the 

physical clusters and Nclusters means the number of clusters. Then, the clusters are 

partitioned into six major groups depending on the FFT size. The scbcarriers in each 

major group are allocated to subchannels using the same procedure for FUSC. 
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2.2.3 Packet Format 

In the licensed bands, the duplexing method shall be either time division duplex 

(TDD) or frequency division duplex (FDD). The other license-exempt bands, the 

duplexing method shall be TDD. In the case of FDD, the uplink and downlink 

subframes are transmitted simultaneously on the different frequency. In the case of 

TDD, the uplink and downlink subframes are transmitted respectively on the same 

frequency but at different time. The OFDMA frame structure in TDD mode is 

illustrated in Fig. 2.9. In the beginning of each transmitted frame, a preamble symbol 

is transmitted, which is the known data in receiver for the use of synchronization and 

initial channel estimation. In the OFDMA symbol following the frame preamble, the 

initial subcahnnels are allocated for the frame control header (FCH). The FCH 

contains the system control information such as the subcarriers used, length of the 

downlink-MAP (DL-MAP) and the DL_Frame_Prefix. The FCH shall be always 

transmitted using QPSK rate 1/2 with four repetitions to ensure the robustness and 

 

 

Fig. 2.8 Procedure of PUSC 
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reliable performance. DL_MAP and UL_MAP following FCH specify the data region 

of the various users in the DL and UL subframes. The transmit transition gap (TTG) is 

used to give the base station (BS) and subscriber station (SS) enough time to change 

from downlink mode to uplink mode. For the same reason, the receive transition gap 

(RTG) is inserted at the end of each frame. 

Fig. 2.9 Frame structure 

    In an OFDMA frame, it can include several different permutation zones for 

allocating the subcarriers. But only one permutation scheme is allowed in an OFDMA 

symbol. Because there is not any information about the permutation scheme in the 

beginning, the first zone must be the PUSC zone to ensure the FCH and DL_MAP can 

be received successfully. The information of zone transition is indicated in the 

DL_MAP and UL_MAP. Fig. 2.10 describes an OFDMA frame with multiple zones. 



 

20 

 

DL subframe UL subframe

Must appear in every frame

May appear in a frame

Zone switch information elements in DL_MAP

 

Fig. 2.10 OFDMA frame with multiple zones 

2.2.4 Channel Coding 

    The purpose of channel coding is to help the transmitted data through noisy 

channel with lower error probability. It is composed of the following steps: (1) data 

randomization (2) encoding (3) interleaving (4) repetition (5) modulation as shown in 

Fig. 2.11. Because the control message of the system is very important, the repetition 

coding scheme is used to enhance the error correct performance of them. The 

repetition code factor, R, can be 2, 4, or 6 by utilizing the multiple subchannels. The 

other functional blocks will be discussed next. 

2.2.4.1 Randomization  

    All the transmitted data on both the downlink and uplink are randomized except 

the FCH and preamble. The purpose of randomization is to prevent the transmitted 

data with a long successive sequence of zeros or ones, because it will reduce the 

Fig. 2.11 Channel coding process 
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performance of coding and synchronization. A randomizer is made up of a 

pseudo-random binary sequence (PRBS) generator and XOR gates. The PRBS is 

generated by the shift register with the polynomial function, G(x)= 14 151 x x+ + , as 

shown in Fig. 2.12. The bit stream sequentially enters the randomizer, started from 

MSB, to generate information bits. 

 

Fig. 2.12 PRBS for data randomization 

2.2.4.2 Coding 

    In the specification of 802.16e, it contains several channel coding schemes such 

as convolutional codes (CC), turbo codes, convolutional turbo codes (CTC), block 

turbo codes (BTC) and low density parity check codes (LDPC). The mandatory 

coding scheme is based on the tail-biting convolutional coding scheme, and the others 

are optional. Therefore, we will only briefly introduce the convolution codes. The 

convolutional encoder has a constraint length 7 and native rate of 1/2. The generator 

polynomials are used to derive its two coded bits X and Y as follows: 
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Fig. 2.13 Convolutional encoder 

After encoder, these coded bits are needed to be punctured and serialized according to 

the different code rates.Table 2. 2 shows the patterns for puncture and serialization 

order. “1” means a transmitted bit and “0” means a removed bit. 

Table 2. 2 Puncture configuration 

Code Rates 1/2 2/3 3/4 

dfree 10 6 5 

X 1 10 101 

Y 1 11 110 

Output X1Y1 X1Y1Y2 X1Y1Y2X3

2.2.4.3 Interleaving 

    The operation of interleaving is divided into a two-step permutation. The first 

step ensures that the adjacent coded subcarriers are mapped onto the nonadjacent 

subcarriers. It provides the diversity gain and improves the performance of the 

decoder. The second step ensures that the adjacent coded bits are alternately mapped 

onto the less or more significant bits of constellation. The error probability of all bits 

in 16 QAM or 64 QAM is not the same. For example, the most significant bit (MSB) 

has the lower error probability than the least significant bit (LSB) has. Thus, the 

second step prevents the case which the coded bits are always mapped on the low 
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reliable bits from being carried out.  

    The interleaving rules of the 802.16 specification are described as Eqn. (2.4). Let 

Nc be the total number of coded bits, i.e. 2 for QPSK, 4 for 16 QAM, and 6 for 64 

QAM. s is equal to the half of Nc. Let k be the original index of the coded bits before 

interleaving, mk and jk be the index after the first and second steps respectively, d be 

the modulo used for permutation. 

mod( )

mod( )

c
k d

k c
k k c

c d

N km k floor
d d

m d Nj s floor m N floor
s N

⎛ ⎞ ⎛ ⎞= ⋅ + ⎜ ⎟⎜ ⎟
⎝ ⎠⎝ ⎠

⎛ ⎞⎛ ⎞⋅⎛ ⎞= ⋅ + + −⎜ ⎟⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠

 

(2.4) 

2.2.5 MIMO Technology 

    The technology of multiple-input multiple-output (MIMO) is supported in 

WMAN, which provides several benefits as described below [9]: 

1. Increase the system reliability 

2. Increase the achievable data rate and enhance system capacity 

3. Increase the coverage area 

4. Decrease the required transmit power 

However, these advantages usually conflict with one another. For example, increasing 

the data rate will decrease the reliability or increase the transmitted power. For 

different purposes, different MIMO schemes are adopted such as beamforming, 

spatial multiplexing, and space-time code. 

1. Beamforming:  

    When multiple antennas are used in the closed-loop mode, the transmitter will 

know the channel state information. Thus, the interference caused from directional 

noise signals can be reduced by the technology of adaptive antenna systems, 
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beamforming [17][18]. A beamformer is similar to the spatial filter, which adjusts 

the strength of the transmitted and received signals based on direction as shown in 

Fig. 2.14. Two principles of beamforming, direction of arrival (DOA) based and 

eigenbeamforming based are generally used.  

1
( ) ( ) ( )

M
H

i i
i

y k w x k w x k∗

=

= =∑

 
Fig. 2.14 structure of beamforming 

2. Spatial multiplexing: 

    Spatial multiplexing is a technique to increase the throughput rate by using 

multiple antennas at both ends. The transmitted data stream is divided into Nt 

independent sub-streams. Multiple sub-streams are parallelly transmitted through 

multiple antennas. If these data sub-streams can be separated successfully in the 

receiver, the data rate and system capacity will be higher than single antenna system. 

3. Transmit diversity:  

    Transmit spatial diversity means that the transmitted signals can pass through 

different transmit antenna to overcome the deep fading channel. The transmit 

diversity is attractive for subscriber stations, because the cost of multiple antennas is 

on the transmitter. The space time block code (STBC), a transmit diversity technique, 

proposed by Alamouti in 1998 [19] is supported in WMAN. The case of 2*1 antenna 

system is described as shown in Fig. 2.15.  
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Fig. 2.15 Transmit diversity 

The transmitted data are encoded by the following matrices: 

   
*

1 2
*

2 1

S S
S S

⎡ ⎤−
⎢ ⎥
⎣ ⎦

                       (2.5)     

where S1 and S2 are the two consecutive symbol. The matrix is orthogonal in nature 

and can be detected by the maximum likelihood (ML) algorithm. The other matrices 

for three and four antennas are defined in [1][8] with different kinds of coding rate. 

2.2.6 Reference Signal 

The reference signals in WMAN-OFDMA consist of a preamble and pilot tones. 

The preamble contains the specific pattern known to the receiver and occupies the 

duration of one symbol time. It is usually used for packet detection, timing offset 

synchronization, frequency offset synchronization and initial channel estimation. On 

the other hand, the pilot tones are scattered over all the transmitted signals and are 

used for sampling clock offset estimation and tracking the time-varying channel.  

(1) Preamble structure: 

The subcarriers of preamble are grouped into three carrier sets for different 

segments. Eqn. (2.6) specifies all subcarriers allocated to the specific preamble.  

nPreambleCarrierSet = n+3 k⋅  (2.6)

where n indicates the number of the preamble carrier set from 0 to 2, k is a variable 

index and ranges from 0 to ( 3) / 3usedN − . It contains the guard band subcarriers both 

Time

Antenna 1
Antenna 2
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on the left and right side of the spectrum. The DC subcarrier will always be zeroed 

even if the segment is 0. These subcarriers of preamble carrier set are modulated using 

BPSK modulation by the specific pseudo-noise (PN) series defined in a Hexadecimal 

format in [8]. In each FFT size, there are total 114 PN series to be chosen by the ID 

cell parameter and the segment index. The power of the preamble subcarriers is 

boosted by a factor, 2 2 , to increase the reliability of preamble. 

(2) Pilot structure: 

    In the PUSC permutation mode, the pilot subcarriers are allocated in the clusters. 

Each pilot is boosted 2.5 dB over the average non-boosted power of each data 

subcarriers. The cluster structure with pilot subcarrier is illustrated in Fig. 2.16. If the 

pilot subcarrier is transmitted from one antenna, the other antenna will not transmit 

data on the same location to avoid the interference. And the pilot locations 

periodically change every four OFDMA symbols.  

 

Fig. 2.16 Pilot structure of MIMO mode 

  2.2.7 Basic Specification of 802.16e 

The system specifications are different according to different purposes and 

applications. Taking the system of our thesis as an example, the main parameters can 

be derived and described in Table 2.3. 
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Table 2.3 Example of 802.16e system specifications 

Parameters  Deriving formulas  Values  
FFT size (NFFT) 1024 
System channel bandwidth (B) 10 MHz 
Sampling factor (n) n=28/25 if B is a multiple 

of 1.25、1.5、2、2.75 MHz 
n=8/7 for the other cases  

28/25 

Sampling frequency (Fs) floor(n ⋅ BW/8000)×8000 11.2 MHz 
Subcarrier spacing (Δf) Fs/ NFFT 10.94 kHz 
Useful symbol time (Tb) 1/Δf 91.4 us 
Guard time (Tg) G ⋅ Tb 11.4 us 
OFDMA symbol duration (Ts) Tb+Tg 102.9 us 
Frame duration (TF) 5 ms 
Number of OFDMA symbols (N) floor(TF/Ts) 48 
DL 
PUSC 

Number of null subcarriers (Nn) 184 
Number of clusters (Nc) (NFFT-Nn)/14 60 
Number of subchannels (Nsc) Nc/2 30 
Number of pilot subcarriers (Np) Nc×2 120 
Number of data subcarriers (Nd) Nc×12 720 

Modulation mode QPSK 
Raw data rate  13.6 Mbps 
Coding rate 3/4 CC 
Peak data rate * Nd×2×3/4× (N-2)×1/ TF 9.93 Mbps 

* assuming 46 data OFDMA symbol in a frame
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Chapter 3 

Synchronization Subsystem Design 

 

3.1 Symbol Synchronization 

Because the receiver in the actual operation doesn`t know when the symbol 

boundary will start, the main purpose of symbol synchronization is to find out the 

appropriate symbol index information of the transmitted OFDMA signals. 

Additionally, in the wireless transmitting environment, the transmitted signals pass 

through different path to arrive at the receiver. The multipath effect leads the 

transmitted symbols overlap with different delays. Timing offset will cause phase 

rotation of constellation which is proportional to the drift of the subcarrier index. If 

the estimated symbol boundary locates in the channel response region, the 

inter-symbol interference (ISI) effect will be introduced.  

The requirement in WMAN receiver is different from the broadcasting system. 

In a WMAN receiver, the symbol timing synchronization should be finished before 

the end of the preamble symbol, but it can spend several symbol time to estimate in 

the broadcasting system. The detailed effect and synchronization method will be 

discussed in this section.  

3.1.1 Effect of Symbol Timing Offset 

In order to introduce the symbol synchronization algorithm, the effect of symbol 
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timing offset is derived in advance. Symbol timing offset means the estimated symbol 

boundary does not locate on the accurate location. It consists of two possible cases, 

earlier or later than the accurate boundary index. If the estimated boundary is earlier 

than the ideal index but not locates at the channel response region, it induces the 

constellation of signals to rotate in the frequency domain, but can be compensated by 

channel estimation. In order to describe this phenomenon, the received signal with 

this timing offset in mathematics is derived in Eqn. (3.1) 
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(3.1) 

where k is the sub-carriers index, n is the sample index in time domain, N is the 

number of subcarriers in an OFDMA symbol ,εis the drift of index and X(k) is the 

respected signal without timing offset in the frequency domain. As shown in Eqn. 

(3.1), the last term 
2j k

Ne
επ

 causes a phase rotation to the respected signal ( )X k  and 

the rotated phase is proportional to the drift of the subcarrier indexε . This 

phenomenon is presented in Fig. 3.1(a). On the contrary, the mutual orthogonal 

characteristic between different symbols will be destroyed if the estimated boundary 

is later than the accurate index. Because the data of the next symbol are covered into 

the FFT window, the constellation is shown in Fig. 3.1(b). The constellation cannot be 



 

30 

 

compensated by the equalizer. In order to prevent the latter case, the estimated symbol 

boundary is better than the exact symbol boundary but within cyclic prefix length.  
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                                 (a) 
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                                 (b) 

Fig. 3.1 Constellation of (a) earlier and (b) later case of symbol boundary offset for 64 

QAM 

As mentioned above, the requirements for symbol timing offset estimation are 
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determined by the difference between the cyclic prefix and channel impulse response. 

This region is the part of cyclic prefix and is not affected by the previous symbol due 

to channel dispersion [16]. It is usually called as ISI free region and is described in 

Fig. 3.2(a) for using only one transmitting antenna case.  

 

                             (a) 

 

(b) 

Fig. 3.2 ISI free region for (a) one transmitting antenna (b) two transmitting antennas 
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In the environment of two transmitting antennas, the two transmitted signals 

from different antennas will probably arrive at the receiver with different delays due 

to the multipath effect as shown in Fig. 3.2(b). So the estimated boundary must locate 

in the common safe boundary of both ISI free regions to prevent the respective ISI 

effect from the previous symbol. 

3.1.2 Traditional Symbol Synchronization Algorithm 

In 802.16e transmitting format, it consists of a preamble symbol in the front of a 

packet. Because the preamble data are known in the receiver, these signals can be 

used to correlate the received signals in time domain. If the signals are matched with 

the known data, there will be a peak of the correlation values on the symbol boundary. 

This method is described in Fig. 3.3.  

 

Fig. 3.3 Correlation of preamble 

The peak of correlation means that the present sample index is matched to the present 

preamble index window. The correlation model in mathematics can be described 

below: 
L-1

*
est d m=0

B = max d m mr P+
⎛ ⎞
⎜ ⎟
⎝ ⎠
∑  (3.2) 

where d is the sample index, r is the received signals, P is the preamble value and L is 

the correlation length. Thus, when a peak appears on the correlation result, the symbol 

index is found. Furthermore, the mismatch of oscillator frequency in receiver and 

transmitter causes frequency offset to the received signals. This phenomenon destroys 
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the characteristic of correlation result, and we will introduce this effect in Section 3.2. 

In order to overcome this problem, we propose to pre-shift the known preamble 

signals with several possible integer carrier frequency offsets (ICFO) in time domain 

to overcome this effect. The correlation peak will only appear in the correct sample 

index and the correct integer frequency offset. This characteristic brings an additional 

advantage which the value of ICFO can be detected by the correlation result 

simultaneously. According to the 802.16e specification, the frequency offset can only 

have ±14ppm variation. In other words, there will be only seven possible integer 

frequency offset values in the range of ±3Δf. Fig. 3.4 shows the correlation results to 

the received signals which have 100 delays and 2.3Δf frequency drift. The peak 

locates at the symbol index 100 and indicates the ICFO value equal to 2.  
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Fig. 3.4 Correlation result  

3.1.3 Proposed Scheme for Hardware Implementation 

As described above, the method of correlation can find out the correct symbol 
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index and ICFO value. But there are several important problems that should be solved 

for hardware implementation. The first one is long length of correlation, because the 

hardware complexity is proportional to the correlation length. Secondly, the algorithm 

uses mass of multipliers to do the calculation of correlation. This results in the 

hardware area being too huge and consuming a lot of power.  

To solve the first problem, full symbol lengths are not used to correlate with. 

Instead, a suitable length is used to take both performance and hardware complexity 

into consideration. For the second problem, the coefficients of the correlation function 

are quantized into {-1, 1} values in both real and imaginary parts [13]. It works 

successfully by a well design of preamble. This improvement simplifies the 

multiplication as simple addition and subtraction in Eqn. (3.2). It substantially 

replaces the multipliers into adders in the matched filter.  

Based on this algorithm, furthermore, the received signals are also quantized into 

{-1, 0, 1} that can be represented only by two bits in the hardware implementation. In 

other words, it means only to consider whether the signals and the coefficients are in 

phase or not. Because of this improvement, it has the advantage of reducing the 

numbers of registers for storing received signals and computing adders. Thus, 

increasing the correlation length to make up for the quantization loss does not pay a 

lot of cost.  The simulation results are shown in Section 3.1.4. Because of MISO 

system, the other transmitter antenna will also produce more interference than noise 

dose. Thus, an expected performance is shown even in low SNR when both received 

signals and coefficients are quantized. 

3.1.4 Performance Simulation Results and Comparison 

In this thesis, the simulation environment is based on a time-variant multipath 
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channel in discrete expression. The number of multipath is six and the power value of 

each path is defined in ITU Veh.A channel model as shown in Table 3.1. The excess 

delays of different paths and antennas are randomly generated from 0 to 50 subcarrier 

index. And Jake’s model is used to simulate the vehicle environment.  

Table 3.1 Power value of multipath channel 

Path number Path 1 Path 2 Path 3 Path 4 Path 5 Path 6 

Power (dB) 0 -1.0 -9.0 -10.0 -15.0 -20.0 

Fig. 3.5 shows the performance of different correlation length under 120km/hr. In 

this case, the delays of multipath are randomly generated by C program to simulate 

various environments. By this simulation result and the ICFO estimation which will 

be mentioned later, the correlation length is chosen as 300. Fig. 3.6 shows the 

comparison of different quantization method. The performance of floating coefficient 

and signals is better, but it is impractical as mentioned above. The performances of the 

other two quantized methods are almost the same. Thus, the results can support the 

idea to quantize the preamble and received signals for implementation.  
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Fig. 3.5 Performance of different correlation length in symbol timing estimation  (SNR=9.4dB) 
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Fig. 3.6 Performance for different quantization method  

Fig. 3.7 describes the performance when the delay of multipath is much closed. The 

delay values of multipath are [7, 8, 12, 14, 15, 18]. Because the first two paths are 

very closed, this causes more significant interference to correlation results. To be 

compared with Fig. 3.6, the symbol miss error probability increases due to the closed 

paths.  

2 4 6 8 10 12 14 16 18
10-3

10-2

10-1

SNR (dB)

S
ym

bo
l m

is
s 

er
ro

r p
ro

ba
bi

lit
y

Fig. 3.7 Symbol miss error probability when multipath is very closed 

Fig. 3.8 shows the performance of different vehicles. The vehicle effect will not cause 

serious damage to correlation based algorithm in time domain.  
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Fig. 3.8 Symbol miss error probability of different vehicles 

3.2 Carrier Frequency Synchronization 

In wireless system, there are crystal oscillators in the transmitter and the receiver 

which are responsible to generate respective carrier frequency and sampling clock. 

Ideally, they should work in the same frequency, but it is impossible to find out two 

oscillators which can oscillate in the same frequency. The difference of oscillator 

frequency will induce the CFO effect. Because the OFDM systems use smaller 

subcarrier bandwidth, they are sensitive to the CFO effect which destroys the 

orthogonal characteristic of subcarriers. Thus, the mismatch problem of oscillators 

should be overcame to maintain the properties of OFDM. Usually, the CFO effect is 

divided into two parts: an integer part and a fractional part. The value of fractional 

part is restricted between [-0.5~0.5] subcarrier spacing. They are separately estimated 

by using different algorithms as discussed in the following sections. 

3.2.1 Effect of Carrier Frequency Offset 

The ICFO causes the subcarriers index shift with an integer value. This shift 
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causes a wrong index of pilots. So it is necessary to compensate the ICFO effect for 

the usage of correct pilots in the channel estimation. On the other hand, the fractional 

carrier frequency offset (FCFO) induces the phase rotation of constellation and inter 

carrier interference (ICI) as shown in Fig. 3.9.   

 

(a)                                 (b) 

Fig. 3.9  (a) without CFO effect (b) with CFO effect 

The effect of CFO in mathematics expression is described as follows. Assuming 

the carrier frequency of transmitter is equal to fc , Δf is the frequency error as a 

fraction of the subcarrier spacing, which is composed of ICFOΔfI and FCFOΔfF, the 

transmitted signal is  

2( ) ( ) cj f ny n s n e π= ⋅  (3.3) 

The received signal with CFO is  

2 2 ( ) 2( ) ( )c cj f t j f f t j fts t e e s t eπ π π− +× =  (3.4) 

The received signal in frequency domain is derived as  
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(3.5) 

According to Eqn. (3.5), 
2 ( )I

sc

nj k n
Ne

π +

 clearly expresses that the ICFO (nI term) causes 

subcarrier index to shift an integer value and 
2 f

sc

n
j n

Ne
π

 describes that the FCFO (nF 

term) causes an additional phase rotation of constellation in frequency domain. The 

angle caused by FCFO is a constant value, it is different with the phase rotation 

caused by SCO effect which will be mentioned later. 

3.2.2 Integer Carrier Frequency Estimation 

The method used to estimate ICFO has been roughly mentioned in section 3.1.2. 

According to [7][8] there are only seven possible values of ICFO. Because the 

preamble values are known in the receiver, it can be separately pre-shifted with these 

possible ICFO values and then correlate them with the received signals. The peak of 

the correlation result appears when the pre-shifted preamble value is the same with 

the received signals. Therefore, the correlation algorithm can be used both in the 

symbol boundary synchronization and the ICFO synchronization. This brings a 

benefit that it can be implemented using only one correlation bank operating in seven 

times of the sampling frequency to compute the seven possible integer frequency 

offset correlation results. However, because the loss from reducing the correlation 

length and quantization of coefficients and signals for consideration of hardware 

implementation, we must pay attention to derive a scheme to indentify the maximum 
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correlation values among the seven correlation results. In order to solve this problem 

and not to have extra hardware overhead, the accumulation of correlation can be 

separated into two parts to increase the accuracy and in the same time not to destroy 

the correlation characteristics as shown in Eqn. (3.6).  
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(3.6) 

Therefore, we can decide the symbol boundary first and then accumulate the second 

correlation again. It does not need to increase the hardware cost in implementation, 

but can have the more data to correlate for determining ICFO value more accurately. 

The flow of calculation is described in Fig. 3.10. 

 

Fig. 3.10 Flow chart of ICFO estimation algorithm 

3.2.3 Proposed Integer Carrier Frequency Offset Estimation 

The performance of the above algorithm substantially decreases when the CFO is 

in the border of two integer offset. This is because the distance between the border 

and the two integer offsets is very close. The ICFO effect of the two integer values to 

time domain preamble is almost the same, so there are two peaks in the results of 
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correlation as shown in Fig. 3.11. The correct CFO value is 0.49 Δf which the value 

of ICFO value should equal 0, but the ICFO will be detected to be 1 if only 

considering the peak. It may easily get the wrong value due to the ambiguous peak 

caused by the interference of another antenna and noise. However, the value of FCFO 

can be estimated very accurate by using the characteristic of cyclic prefix. Thus, the 

accurate estimation of FCFO can give feedback information to help to fix the ICFO 

estimation better.  
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Fig. 3.11 Correlation when the CFO is in the border with 0.49 Δf  (SNR=9.4dB) 

This proposed modified algorithm (ping-pong) is described as follows. Entire 

frequency offset region is separated into two parts, strong region and weak region 

depending on the distance to the integer value. As shown in Fig. 3.12, the strong 

region means that it is close to a single integer frequency, so the correlation result has 

strong reliability to determine ICFO by detecting the peak value. On the other hand, 

the weak region means that it is in the border of two integer offsets and the correlation 

result has weak reliability to determine ICFO by detecting peak value. The correct 
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estimated FCFO value can be used to determine integer offset in weak region.  

    For example, if the correct CFO is 1.42 Δf and locates in the weak region, the 

correlation results may have two peaks at index 1 and 2 with index 2 has the largest 

correlation results. However the FCFO can be correctly estimated as 0.42. Therefore, 

we choose the ICFO to be two, then the overall CFO will become 2.42. But this is 

unreasonable because another maximum peak is at index 1 but not index 3. It means 

that the correct ICFO should locate in the interval of 1 and 2. Therefore, according to 

the value of FCFO, the estimated ICFO should be index 1 that has second maximum 

peak. It improves the risk of choosing wrong ICFO in weak region successfully and 

the performance is shown in Fig. 3.13.  
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Fig. 3.13 Error probability of modified ping-pong and original algorithms for ICFO 

estimation (SNR=9.4dB) 

   Fig. 3.12  ICFO region for ping-pong algorithm 
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3.2.4 Fractional Carrier Frequency Offset Estimation 

    The phenomenon which is induced by FCFO and causes the phase rotation of 

constellation has been presented in section 3.2.1. Therefore, the transmitted data 

should be compensated for a proper estimated value before entering the FFT window. 

Many algorithms have been proposed to estimate FCFO in OFDM system, such as 

[20]. Because symbol synchronization step has successfully obtained the boundary 

index, the information of cyclic prefix index is also known. According to [21], we can 

use the repeating characteristic of the cyclic prefix to estimate FCFO value by 

correlating the received signal data with the cyclic prefix. Assuming the value of 

FCFO is εΔf , then, the result of correlation, P, is 
L-1
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(3.7) 

where d is the index of cyclic prefix, N is the symbol length, L is cyclic prefix length 

and Ts is the sample period. From Eqn. (3.7), we can find that the correlation result 

includes the FCFO term ε in the part of phase. Therefore, theεcan be obtained by 

calculating the phase of P, as shown in Eqn. (3.8) and Eqn. (3.9) 

ˆ

2
1 ˆ

2

s

f
NT
φε

π

ε φ
π

=

= ⋅

 

 

(3.9) 

1
*

01
1

*

0

ˆ ( )
  2

Im
tan

Re

s

L

d m d m N
m
L

d m d m N
m

phase P
f N T

r r

r r

φ
πε

−

+ + +
=−
−

+ + +
=

=
= ⋅ ⋅

⎧ ⎫
⎨ ⎬
⎩ ⎭   =
⎧ ⎫
⎨ ⎬
⎩ ⎭

   

∑

∑

 

 

 

 

(3.8) 



 

44 

 

3.2.5 Derotator and NCO 

After estimating the value of CFO, the received signal is needed to compensate 

an angle before entering FFT. A derotator is used to remove this frequency error. 

Assuming the transmitted signal without CFO is ( ) cj t
tr t e ω  in passband, and there is a 

sampling frequency offset θr(t) in the receiver. Then the received signal in baseband 

is shown as  

( ( ))( ) ( ) c rj w t
r tr t r t e θ+=  (3.10) 

If the estimated frequency offset is θe, the compensated signal can be described as 

( )( ) ( ) r ej t
q tr t r t e θ θ−=  

(3.11) 

It can be rewritten as 

Re( ( )) Re{ ( ) } cos Im{ ( ) } sin

Im( ( )) Re{ ( ) } sin Im{ ( ) } cos

r r

r r

j t j t
q t e t e

j t j t
q t e t e

r t r t e r t e

r t r t e r t e

θ θ

θ θ

θ θ

θ θ

= ⋅ − ⋅

= ⋅ + ⋅
 . 

 

(3.12) 

From Eqn.(3.12), the structure of a derotator can be derived as shown in Fig. 3.14 

. 

Fig. 3.14 The architecture of derotator 
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Fig. 3.15 Block diagram of NCO 

On the other hand, the derotator needs a numerical controller oscillator (NCO) 

which generates the sine and cosine function for compensating CFO effect. NCO is a 

computing block rendering digital word sequences in time, which thereafter provides 

the different values depending on the estimated CFO value [23]. Fig. 3.15 shows the 

block diagram of NCO [25]. It contains two parts: phase accumulator (PA) and 

sinusoidal function generator (FG). In each clock cycle, the frequency control word, f, 

is added in the PA. Then the PA output is sent to the FG, which may be implemented 

by using look-up table (LUT) to yield the sine and cosine value. The output word 

length of PA, WF, is usually truncated to WA with WA < WF. But the truncation must 

conform to Eqn. (3.13) [23]. 

A FG 2W >W +1+log ( )π  (3.13) 

where WFG is the word length of the function generator output.  

3.2.6 Simulation Result 

Fig. 3.16 shows the performance of ICFO estimation with different twice 

correlation length. The accuracy of estimation increases with the longer length. To 

trade off the accuracy and complexity, we choose the correlation 300 to implement.  
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Fig. 3.17 shows the overall performance after channel estimation. High vehicle 

induces more Doppler effect to reduce the performance. On the other hand, the data is 

quantized to 10 bits to enter FFT block for hardware implementation. The damage of 

performance caused by quantization is also shown in Fig. 3.17. 
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Fig. 3.16 Correlation results of different accumulation length (SNR=9.4dB) 
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Fig. 3.17 Overall performance of different vehicles and quantization 
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3.3 SCO Estimation 

3.3.1 Effect of Sampling Clock Offset  

    The sampling clock offset (SCO) is caused due to the inconsistent sampling 

clock period between Digital to Analog Converter (DAC) in the transmitter and 

Analog to Digital Converter (ADC) in the receiver. The SCO has two main effects: 

One is the slow drift of symbol index as shown in Fig. 3.18. The amount of drift 

gradually increases by time and will rotate the phase of subcarriers. The other one 

causes loss of the orthogonality of the subcarriers. This is due to the ICI generated by 

the incorrect sampling indexes [22]. 

T

T(1+∆)

Transmitted sample

Received sample

 

Fig. 3.18 Sampling clock is slower in receiver than in transmitter 

    Assuming the sampling clock is T in the transmitter and T(1+Δ) in the receiver 

where ΔT is the term of SCO. The normalized sampling error is defined as  

Tt
T∆

∆
=    

 

(3.14) 

Then, the received signals after FFT with SCO effect, Rl,k, can be shown as 

2

, , , ,sin ( ) ( , )
s

u

Tj kt l
T

l k l k l k l k tR e X c kt H W N l k
π

π
∆

∆∆= + +  
 

(3.15) 
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where l is the symbol index, k is the subcarrier index, Ts is the period of an OFDM 

symbol, Tu is the period of the useful data portion, Wl,k is AWGN and tN
∆

 is the 

induced ICI due to SCO [22]. The first term, 
2 s

u

Tj kt l
Te

π ∆

, shows the phase rotation 

caused by SCO error. The angle increases by both subcarrier index and symbol index 

and differs with FCFO effect which has constant rotation angle. The last ICI term 

in Eqn. (3.15) is usually ignored if the t∆  is small enough. 

3.3.2 Sampling Clock Offset Estimation 

    The approach of estimating SCO is based on measuring the pilot subcarriers 

between two symbols. There are two important assumptions in this algorithm. One is 

number of pilot subcarriers in both halves of the spectrum should be the same. The 

second one is the channel does not change much within four symbols time due to the 

transmitting format of pilots. As shown in Eqn. (3.15), the received pilot subcarriers 

can be described as a simplified form: 

2

, ,

s

u

Tj kt l
T

l k k l kR H P e
π ∆

=   
(3.16) 

where ,l kP  is the pilot subcarrier. Then, the temporal correlation of the pilot 

subcarriers is shown in Eqn.(3.17) 
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(3.17) 

The pilot subcarriers are divided into two sets: C1 denotes the set of pilot indices in 
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the left half (on negative subcarriers), and C2 denotes the set of pilot indices in the 

right half (on positive subcarriers). The separate cumulative phase of the two sets is as 

follows: 

1 2

1, , 2, ,l l k l l k
k C k C

Z Zφ φ
∈ ∈

⎡ ⎤ ⎡ ⎤
=              =⎢ ⎥ ⎢ ⎥
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∑ ∑  

 

(3.18) 

Then, the estimated SCO can be derived in Eqn. (3.19) 

3.3.3 Simulation Result 

    Fig. 3.19 shows the performance of SCO compensation. In the maximum offset 

value, 20ppm, the overall performance decreases about two orders than without SCO 

effect. The compensation can improve about one order in the high mobility 

environment, 120km/hr.  
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Fig. 3.19 Compensation of SCO effect 
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Chapter 4  

Architecture and Hardware Design 

 

4.1 Overview of Baseband Receiver 

The overall block diagram of 802.16e OFDMA baseband is shown in Fig. 4.1. It 

mainly contains three parts: synchronization, FFT and channel estimation. In the 

following, we will focus on the synchronization circuits. The synchronization 

algorithms used have been discussed in Chapter 3. The main issue now is hardware 

complexity and architecture. For example, many complicated mathematic operations 

which cost mass of hardware and power are used in these algorithms, such as angle 

computation. It may be implemented by using look-up table method which needs a lot 

of memory to store the values of angle. Therefore, we use coordinate rotational digital 

computer (CORDIC) scheme instead of the memory based circuit. It will only use 

adders, shifters and multiplexers to realize the angle calculation. Additionally, some 

mathematic and logical simplifications also successfully reduce the hardware cost and 

power. The detailed methods about implementation will be discussed in the following 

sections. 
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Fig. 4.1 Overall block diagram of baseband 

4.2 Architecture of Symbol Synchronization 

4.2.1 Original Architecture of Symbol Synchronization  

As shown in Section 3.1, the symbol synchronization algorithm is based on the 

calculation of correlation, and Eqn. (3.2) describes this mathematic model. Therefore, 

a large complicated circuit is better to compute the correlation result. For the purpose 

of saving hardware cost, it is needed to truncate the length of correlation and word as 

mentioned in section 3.1.3. The basic computing component of Eqn. (3.2) is the 

complex multiplying operation and can be expressed as shown in Eqn. (4.1) 

( ) ( )
( ) ( )

A Bi C Di
AC BD i BC AD
+ × −

= + + −
 

(4.1) 

where, A and B are the real and imaginary part of the received signal separately. 

Similarly, C and D describe the conjugate of the preamble. Because the preamble 

values in time domain are quantized to -1 or 1, in other words, this means both of C 

and D are also -1 or 1. From Eqn. (4.1), each term can be simplified to add or subtract 

the value of the received signal. Furthermore, the XOR gate can be used to compute 

additive or subtractive calculation instead of using multiplier. First, the quantized 
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coefficients are encoded 1 to 0 and -1 to 1. If the coefficient is encoded to 0, the XOR 

gate will not change the input signal, on the other hand, if the coefficient is encoded to 

1, it will reverse the signal for subtraction. Thus, Eqn. (4.1) can be implemented using 

only adders, subtractors and XOR gates. The block diagram is shown in Fig. 4.2:  

 

Fig. 4.2 Using XOR gates to do the correlation function 

Additionally, the functional bock needs to compensate 1 to each part of the 

subtraction based on two’s complement number. For this purpose, a lot of adders will 

be used. However, the preamble value is known in advance, it means that the 

information of the numbers of subtractions is also known in the receiver. Therefore, to 

add the compensative factor in each component becomes awkward. Summing all the 

factors to one term and putting it in the last step can also compensate the functions, 

but reduces the complexity. Fig. 4.3 describes the overall block diagram of the symbol 

synchronization. The received signal is quantized to two bits and stored in the 

registers. Then, the data in the registers use the correlation unit as shown in Fig. 4.2 to 

correlate with the preamble value. The summation of the correlation results and 

compensative factor is implemented by the CSA tree. Then the summation result is 

compared to the threshold. If the summation result is larger than threshold, the 

maximum value is changed to current summation result. Until the correlation is done 

for 200 times, the symbol boundary index is estimated as the location with maximum 
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correlation result.  
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Fig. 4.3 Block diagram of symbol synchronization 

4.2.2 Modified Calculation Process Architecture 

In the above architecture, it substantially reduces the usage of registers and 

multipliers due to the quantization. But there is still a drawback which can be 

improved in the hardware implementation. The original correlation algorithm includes 

subtraction as shown in Eqn. (4.1). The subtractive computing operation makes the 

calculation of signed number become necessary. Clearly, the computation of signed 

bits needs more hardware effort to overcome the problem of sign extension. Therefore, 

if the signed computation can be avoided, the consumption of hardware and power 

will be saved. 

The algorithm in our design has two features. First, the total numbers of summing 

components are fixed to the taps of shift registers. Secondly, if the stored data in the 

register is 0, the result of its correlation will always be zero. According to these 

features, our idea is that if we calculate the numbers of 0 which are stored in the 
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registers, we will only need to calculate the 1’s components of summing series. 

Because if the information of 0’s and 1’s components is known, then the information 

of -1’s components can also be obtained at the same time. The example is shown in 

below: 

              Total number for correlation: 300 

                           Number of 0: 150  

                           Number of 1: 86 

                     --------------------------------- 

                           Number of -1: 300-150-86  

                     Result=86 + (300-150-86)*(-1) 

                       =86*2-300+150   

Initially, because all of the registers store value 0, the initial value is equal to 300. 

Next, a monitor circuit detects if there is value 0 that removes from registers and if 

there is value 0 that enters registers in the next cycle. Using the initial numbers of 0 to 

substrate the differential value will get the current numbers of 0. On the other hand, a 

logical circuit judges that the result of correlation numbers of 1is 1 or not. The logical 

circuit is designed by the truth table, and only NAND gate and NOR gates are 

required. The block diagram is shown in Fig. 4.4.  
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Fig. 4.4 One part of the correlation bank 

4.3Architecture of Carrier Frequency Synchronization  

As mentioned above, the algorithm of CFO synchronization is partitioned into 

two parts: ICFO and FCFO. The ICFO synchronization can be implemented by the 

same calculating circuits with the symbol timing synchronization as shown in Fig. 4.4, 

because they both use autocorrelation algorithm. In order to increase the accuracy of 

ICFO estimation, we accumulate the correlation results twice. Therefore, an 

additional circuit is necessary for storing the previous correlation result. This 

operation can be realized by the combination of registers and multiplexers as shown 

in Fig. 4.5. When the correlation result exceeds the present threshold, it means that the 

symbol boundary may be found. The correlation results are needed to be stored at this 

time slot. The circuit of symbol synchronization will produce a control signal to 

decide the operation mode of this circuit. If the control signal is positive, the seven 

registers will respectively store the current correlation results of the seven possible 
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ICFO values like memory. On the contrary, if the control signal is negative, the 

registers will only pass the data like shift-registers. The control signal will always be 

positive until the stored data are needed to accumulate the second correlation result. 

Base on the proposed ICFO algorithm, the accumulated results are sent to the 

comparator circuit to store the two maximum values. 

 

Fig. 4.5 Storage unit for storing previous correlation aresults 

    On the other hand, the FCFO synchronization uses the repeating characteristic of 

guard interval to estimate FCFO as shown in Eqn. (3.8) using cross correlation based 

algorithm. It needs to accumulate the correlation value of CP period. Because the 

symbol synchronization has finished, the accumulating region can be known. 

Therefore, we can only use a control signal and a register to implement instead of 128 

registers. The structure of accumulating circuit is illustrated in Fig. 4.6. 

0 ………… 1023
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CORDIC0

Data_in

FCFO_enable
 

Fig. 4.6 Structure of cross correlation for FCFO synchronization 

    As shown in Fig. 4.6, a 1024 delay-line is necessary for storing received data to 

correlate with. If we use shift register to realize the delay-line, it will cost a lot of area 

and power consumptions. Therefore, the usage of register file or SRAM is a better 
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choice than using shift register. According to [26], the twister memory operation can 

be used to reduce the area cost. Therefore, we have several possible candidates 

include dual-port SRAM, single-port SRAM, two-port register file, single-port 

register file, which are supported by UMC. The access operations of these schemes 

are illustrated as shown in Fig. 4.7. 

0
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2
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.

3

Write
Read

1K dual port SRAM 
or 

1K two port register file

ReadWrite

LSB

MSB

512 single port SRAM X2
or 

512 two port register fileX2

Fig. 4.7 R/W operation of different memory modules 

Table 4.1 Area and power comparisons of five delay-line methods 

 Shift  

Register 

1K Dual 

Port SRAM

1K Two Port 

Register File 

512 Single Port 

SRAM ×2 

512 Single Port 

Register File ×2 

Area 0.166 mm2 0.053 mm2 0.047 mm2 0.064 mm2 

(0.032×2 ) 

0.038 mm2 

(0.019×2 ) 

Power 720 uw 160 uw 127 uw 248 uw 119 uw 

The area and power comparisons for five delay-line schemes are listed in Table 4.1. 

The area of two 512 single port register file modules reduces 77% and 28 % area than 

shift register and one 1K dual port SRAM module respectively. In power consumption, 

the two 512 single port register file modules save about 83% and 26% than the other 

two schemes. Therefore, we adopt two 512 single port register modules to realize the 

delay-line circuit by using twister memory access operation in this thesis. 

As shown in Fig. 4.6, a complex multiplier is necessary for the calculation of 
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correlation. Based on the original equation, it totally needs four multipliers and two 

adders to implement the operation. According to Eqn. (4.2) [29], one multiplier can be 

replaced by using the common term. Therefore, four multipliers can be reduced to 

three multipliers by adding two adders and one subtractor as shown in Fig. 4.8. 

Finally, this improvement will save more than 14% (8233 mm2->7078 mm2) area and 

10% (30.6 uw -> 27.5 uw) power consumption. 

[ ]

( ) ( )
( ) ( )
( ) ( ) ( )

A Bi C Di
AC BD i BC AD
AC BD i A B C D AC BD

   + × −
= + + −

= + + + × − − +

 

(4.2) 

 

Fig. 4.8 Complex multiplier reduction 

4.4 COordinate Rotational DIgital Computer  

    For the purpose of compensating the phase rotation caused by CFO effect, an 

angle generator is needed to provide the values of sine and cosine. The scheme of 

looking-up table (LUT) can be used, but it costs large memory to store data. Therefore, 

the coordinate rotational digital computer (CORDIC) algorithm which only uses 

adders and shifters works better for the consideration of area. The concept of 

CORDIC is proposed by J. E. Volder in 1959 [27]. The idea is derived from the vector 

rotation, which a vector (xin,yin) is rotated through an angle θ in Eqn. (4.3) and can 

be rewritten as Eqn. (4.4).  
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If the tangent term is restricted to the power of 2, the multiplication will be replaced 

by a simple shift operation. For this reason, the rotation angle is decomposed to N 

parts as shown in Eqn. (4.5), which each term is composed of tan-1(2-i).  
1

1

0
tan (2 )

N
i

n
n

dθ ξ
−

− −

=

= ⋅ +∑  (4.5) 

where ξ is the residual angle beyond the resolution of CORDIC and N is the number 

of iterations. Therefore, the rotation is completed by several iterations such as a 

windscreen wiper to rotate to the wanted values as shown in Fig. 4.9. The operation in 

every iteration is expressed as Eqn. (4.6), 
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(4.6) 
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Fig. 4.9 Iterative vector rotation 

where dn is the rotation sequence that indicates the direction of rotation and equal to 

+1 or -1, Kn = cos(tan-1(2-i)) which scales the length of vector. After N iterations, the 
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product of the Kn, 
1 1

0 0
( 1 2 )

N N
i

n
n n

K K
− −

−

= =
= ∏ = ∏ + [28], is called as K factor and can be 

calculated in advance. The Eqn. (4.6) can be simplified to as follows:  
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(4.7) 

where zn+1 is the residual angle in the nth iteration.  

The CORDIC algorithm contains two operation modes: the rotation mode 

and the vectoring mode. The main difference of the two operations is determined by 

the direction of rotation. In the rotation mode, it rotates a vector to a new one by an 

angle θ. It tries to minimize the residual angle zn and the rotation sequence, dn, is 

obtained by the sign of zn. On the contrary, the vectoring mode calculates the angle 

between vector and x-axis. It tries to minimize the magnitude of y component to 

obtain the angle value and the rotation sequence is obtained by the opposite sign of yn. 

Eqn. (4.8). 
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(4.8) 

    The CORDIC algorithm can be implemented by two methods: iterative structure 

and unrolled structure. Fig. 4.10(a) describes the iterative structure which uses only 

one operating unit to calculate repeatedly. It consists of the adder-subtractors, shifters 

and registers for storing the output data to be the beginning data in the next iteration. 

Thus, the hardware cost is economical due to use the same resources, but it needs an 

additional clock which operates at N times the data rate. Too many clock domains will 

increase the complexity and difficulty of implementation. Fig. 4.10(b) shows the 
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unrolled structure which unrolls the iterative structure to N operating units. The 

constant value in each stage is fixed and can be hardwired without using ROM to 

store. It also can be pipelined to achieve the higher data throughput rate. After 

comparing the two structures, the unrolled structure is adopted in our design.  

    
Fig. 4.10 Architecture of CORDIC 

4.5 Low power consideration 

    The issue of low power is very important in current IC design. In this thesis, we 

adopt two schemes to reduce the power consumption. The first scheme is to reduce 

the switching activity of circuit. As shown in Fig. 4.4, mass of logic gates are used to 

compute the correlation results. Seven possible coefficients are needed to calculate in 

one data cycle. Each change of the coefficient induces switching activities of three 

gates. It can be improved by using the differential calculation. An additional NAND 

gate is added as shown in Fig. 4.11, where c is the specific coefficient of one possible 

ICFO and d are the possible differential coefficients of the other possible ICFO 

compared with c. If the value of d is 1, the calculating operation only needs to pass 

through one gate to get the correct result instead of three gates. Thus, the switching 

(b)               (a) 
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activity will be successfully reduced.  

 

Fig. 4.11 Adding NAND gate for reducing power in correlation bank 

    The other scheme is to turn off the idle circuits, which is well-known the most 

efficient scheme to save power. In other words, the circuits will be in the sleep mode 

until an enable signal awakes them. These control signals can be produced by a 

central controller. The state diagram of the overall block is described in Fig. 4.12 

 
Fig. 4.12 State diagram of overall block 
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4.6 Implementation Results 

    The overall circuits include symbol boundary detection, ICFO estimation, FCFO 

estimation, NCO and derotator in this thesis are synthesized using UMC 90nm 

process. The synthesis tool is Synopsys Design Complier and the synthesis results are 

shown in Table 4.2. There are two clock domains to serve the input data rate and the 

operating frequency of ICFO estimation, 11.2 MHz and 83.3 MHz respectively. Fig. 

4.13 illustrates the area proportion of each block circuit. 

Table 4.2 Synthesis results 

Process UMC 90 nm  

System required Speed 11.2 MHz 

Combinational gate counts 50806 (248789 um2) 

Sequential gate counts 31211 (146694 um2) 

Overall gate counts 82017 (395483 um2) 

Power 12.5 mW 

 

Fig. 4.13 Area proportion of each block circuit 
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The synthesis results of the improvement of correlation bank from signed 

calculation to unsigned calculation as mentioned in section 4.2 are listed in Table 4.3. 

The modified structure saves about 28% area and 22% power. 

Table 4.3 Synthesis results of correlation bank 

 Signed calculation Unsigned calculation 

Process UMC 90 nm UMC 90 nm 

Operating frequency 83.3 MHz 83.3 MHz 

Gate counts 31971 23261 

Power 5.3 mW 4.1 mW 

The comparisons between the original and proposed architectures are shown in Table 

4.4. The improvements of calculating process and delay-line operation save 56% area 

cost and 63% power consumption 

Table 4.4 Comparisons of design results 

Synthesis result using UMC 90 nm 

 Original architecture Proposed architecture 

Clock domain 1 11.9 MHz 11.9 MHz 

Clock domain 2 83.3 MHz(11.9 MHz×7) 83.3 MHz(11.9 MHz×7) 

Gate Counts 188,861 ( 888,216 um
2
) 82,017 (395,483 um

2
) 

Power 35.3 mW 12.5 mW 
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Chapter 5  

Conclusion and Future Work 

In this thesis, we implement the synchronization architecture for 802.16e 

OFDMA standard. This architecture can support high mobility up to 120 km/hr and 

multiple transmitting antennas environment. According to the quantization of 

preamble and signals, the mass of multipliers can be simplified to only adders, and we 

accumulate the correlation results twice to increase the accuracy of ICFO estimation 

by using the same hardware. Furthermore, a ping-pong algorithm is proposed to 

increase the accuracy of ICFO synchronization about two orders. The improvement of 

calculating process from signed to unsigned saves 28% area cost and 22% power 

consumption. Finally the CFO effect is compensated by CORDIC based derotator by 

only using shifters and multiplexers. The overall proposed architecture saves about 

56% area and 64%power consumption than the original architecture. 

In the future, we can continue to implement the residual synchronizations such as 

preamble match, guard interval mode detection, and improve the performance of SCO 

estimation. Of course we will simultaneously concentrate on the issue of low power 

and low cost.  
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