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Abstract

IEEE 802.16e standard is an amendment to IEEE 802.16-2004 for supporting
mobility of WMAN. For the purpose of multiple access, Orthogonal Frequency
Division Multiple Access (OFDMA) modulation scheme, is adopted. In this thesis, we
focus on the synchronization problems of WMAN system which supports high
mobility up to 120 km/hr and multiple transmitting antennas environment. The
correlation based algorithms which use the characteristic of preamble are used for
symbol timing synchronization and carrier frequency synchronization. By using
quantization scheme, the use of multipliers can be substantially reduced and
simplified to only adders. Moreover, a ping-pong algorithm for integer carrier
frequency offset synchronization is proposed to increase the accuracy of estimation.
By using the twister memory access operation, 26% memory cost is saved.
Furthermore, a modified architecture of calculation process from signed to unsigned
reduces 28% area and 22% power cost. Design results show that total 56 % area
reduction and 64% power saving are achieved than the original architecture. The

overall synchronization block uses 82017 gates count with power consumption of

12.5 mW.
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Chapter 1

Introduction

1.1 Overview of Wireless System

In recent years, the fast development of wireless technology not only brings a
great benefit but also revolutionizes people’s lives. You can easily use a wireless

device to receive the latest information of stoek quotes, to send private email, even to

watch a live baseball game anYtime anld} anywhere. These things were impossible

twenty years ago, but they become so €asy now. In the future, the wireless technology

supporting more high data rate and mobility will facilitate people’s lives further.

Personal Operating Space

~50km ~2km Okm ~10m
Fig. 1.1 Network area definitions [1]

The IEEE (Institute of Electrical and Electronics Engineers) classifies the
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wireless communication system into four layers and specifies the different standards
to each layer according to different applications. Fig. 1.1 illustrates the four layers
with different coverage: Wireless Personal Area Network (WPAN), Wireless Local
Area Network (WLAN), Wireless Metropolitan Area Network (WMAN) and Wireless
Wide Area Network (WWAN). We will briefly introduce these layers and their
applications.

WPAN is a wireless technology which transmits with low power and short
distance. It includes three main parts: IEEE 802.15.1 Bluetooth [2] ~ IEEE 802.15.3
Ultra Wideband (UWB) [3] ~ IEEE 802.15.4 Low-rate WPAN (LR/WPAN or ZigBee)
[4]. Bluetooth is the earliest development of WPAN and supports the data rate up to
10 Mbps. It is generally used in the personal device such as cell phone, PDA, and note
book. UWB uses the wide bandwidth to achieve high data rate up to 480Mbps and can
be used to transmit the high quality.video. Unfortunately, the development of UWB is
slow due to the two incompatible standards:-DS-UWB and MB-OFDM, which are
specified by different groups. ZigBee exchanges data rate for power. It offers data
rates only up to 250 Kb/s, but it is suitable to the battery-powered devices such as
wireless sensor and medical equipment.

WLAN has broader coverage than WPAN and also works on the unlicensed
band. The development of WLAN is very fast, and it has been generally provided in
the metropolis. WLAN is typically used in the indoor environment such as home,
office building, supermarket, and so forth. Several versions of WLAN are listed and
compared in Table 1.1. The technology of WLAN is restricted by the small

transmitting range and the lack of mobility.



Table 1.1 Comparisons of IEEE 802.11 standards [5]

802.11a | 802.11b 802.11¢g 802.11n
Date issued 1999 1999 2003 2007(Draft 2.0)
Frequency 5GHz | 2.4GHz 2.4 GHz 2.4 GHz /5 GHz
Data rates 54 Mbps | 11 Mbps 54 Mbps 600 Mbps

Modulation OFDM DSSS DSSS ~ OFDM | DSSS - OFDM

Number of spatial 1 1 1 1-2-4

antenna

Channel width 20MHz | 20 MHz 20 MHz 20 MHz or 40 MHz

WMAN is initially proposed to solve the problem of “last mile”. In the past, a
wired cable or optical fiber of the subscriber is necessary for connecting to the
internet. However in the WMAN,_ based system, users can connect to the wireless
Access Point (AP) of WLAN, and then the AP communicates with Base Station
through a WMAN device. Finally, the/Base Station cennects to the network backbone
by wired cables. It saves the cost of wireless services and provides the higher data rate
up to 70 Mbps.

WWAN supports the widest coverage and high vehicular mobility up to 250
kmph. The establishment of IEEE 802.20 standard is still in progress. This standard
likely operates on the licensed band below 3.5 GHz and provides the data rates of 4

Mbps and 1.2 Mbps in the downlink and uplink respectively.

1.2 Introduction of IEEE 802.16e Standards

1.2.1 The IEEE 802.16 Family

The IEEE 802.16 Working Group on Broadband Wireless Access (BWA)

Standards was established in 1998, which is responsible to the development of IEEE
3



802.16 standard. The original 802.16 standard was completed in December 2001. It
was based on the fixed light-of-sight (LOS) operation in the 10 GHz-66 GHz range.
In the physical layer (PHY), only single carrier modulation is supported.

IEEE 802.16a standard is an amendment to 802.16 in 2003. It provides the
capacities of point-to-multipoint connection and non-line-of-sight (NLOS)
transmission in the 2GHz-11GHz frequency band. Three modulation schemes of PHY
are supported: SC, Orthogonal Frequency Division Multiplexing (OFDM), and
Orthogonal Frequency Division Multiple Access (OFDMA)

IEEE 802.16-2004, also known as IEEE 802.16d, is only for fixed broadband
wireless and has upgraded to all prior versions in June 2004. An industry consortium,
the Worldwide Interoperability for Microwave Access (WiMAX) adopted IEEE
802.16-2004 as the first solution of'fixed applications.

IEEE 802.16e-2005 amends.802.16-2004 to add mobility support. It enables
mobile speed up to 120km/h, but also’be backward compatible to support the fixed
mode in 802.16-2004. Operation in mobile.mode is limited to the licensed bands
between 2GHz-6GHz, on the other hand, operation in fixed mode is limited to
2GHz-11GHz. IEEE 802.16e-2005 is usually referred to as mobile WiMAX. In this
thesis, we will focus on this standard.

The other five amendment projects are in progress: 802.16g, 802.16h, 802.16i,

802.16j, and 802.16m. The basic comparisons and characteristics of the various

IEEE 802.16 standards are summarized in Table 1.2 [9].



Table 1.2 Basic comparisons of IEEE802.16 standards

802.16 802.16-2004 802.16e-2005
Date issued Dec. 2001 Jun. 2004 Dec. 2005
Frequency band | 10 GHz-66 GHz | 2 GHz-11 GHz 2 GHz-11 GHz for fixed
2 GHz-6 GHz for mobile
Application Fixed LOS Fixed NLOS Fixed and mobile NLOS
Transmission Only SC SC, SCa, SC, SCa, OFDM, ODMA
scheme OFDM ,ODMA
Data rate 32 Mbps- 1 Mbps-75 Mbps 1 Mbps-75 Mbps
134.4 Mbps
Duplexing TDD and FDD TDD and FDD TDD and FDD

1.2.2 The Distinct Features of IEEE 802.16e-2005 Standard

Due to the silent features, the developments of IEEE 802.16e-2005 standard
have become a very hot trend both/ mn“the industry and academic. Some of these
distinct features are described as follows [9] [10]:

High data rates: The peak data rates can achieve to 75 Mbps when using 64
QAM modulation scheme with 5/6 coding rate in 20MHz bandwidth. The use of
multiple-input multiple-output (MIMO) and spatial multiplexing enables the data
rates to be higher under good transmitting conditions.

Adaptive modulation and coding (AMC): There are total 52 configurations of
modulation and forward error correction coding schemes which can be adaptively
selected according to the channel conditions. When the channel is good, the base
station transmits as high a data rate as possible such as 64 QAM and high coding rate.
When the channel is poor, the base station chooses the small constellation and lower
coding rate to transmit. The adoption of AMC can increase the transmitting coverage

and maximizes the throughput rate. This concept is illustrated in Fig. 1.2.
5




Base Station
0

QPSK | QAM 16

Fig. 1.2 Concept of AMC
Quality of service (QoS): The fundamental premise of IEEE 802.16 medium
access control (MAC) architecture is QoS. It supports a large number of users which
have respective QoS requirements. Additionally, the schemes of subchannelization
and medium access protocol (MAP) let the scheduling become more flexible by

using space, frequency, and time physiical resources over the air interface on a

frame-by-frame basis. !i ' b '

Mobility: The mechanisn;'-__ bf héndewer—}s optir“lllized to be no longer than 50
milliseconds. It can ensure the r:éa'll-ti.r.lle ople_ratidr-;- without service degradation. This
is especially important for the real-time applications such as Voice over Internet
Protocol (VoIP). The system also supports the power management with sleep and
idle modes to extend the battery life of handheld subscriber devices.

Security: The security specification is the most advanced in current wireless
access systems. It offers Extensible Authentication Protocol (EAP) based
authentication, Advanced Encryption Standard-Counter with CBC-MAC mode
(AES-CCM) based authentication encryption, and Cipher-based Message
Authentication Code (CMAC) and Hashed Message Authentication Code (HMAC)

based control message protection scheme.



1.3 Motivation

In recent years, the research and development of WMAN is a very attractive and
worldwide topic. The industry of WLAN in Taiwan is very successful to have more
than 90% of world market share on Wi-Fi (Wireless Internet Fidelity Internet)
products. Base on this good foundation and the huge market and applications of
WMAN, the Taiwan government chose the latest WMAN technology as the next
generation wireless industry. The “M (Mobile)-Taiwan Program” was proposed in

2005 as shown in Fig. 1.3.

«-- 1 Billion US Dollars ---f«--------------- 220 Million US Dollars ------------ >

shabile Government Sarvice

4 “Mobile Safely Service
& sMabile Traffic Service
§’ sMobile Medical Treatment
5 Ry F-- 4
o [T
Febp-pe .
Broadband Pipeline )
ADSL/Cable *Muobile commerce @'
= *Video Conference ™=
- *Broadcast Business Servies
Taipei city ¢ = | video Phone ?
backbone network = Online Game i, .,]3.

+Take Care of Home..., I

“Mabile Library
sMabile Schaoolyard Safsty
“Mabile Teach

, §|I Taichung city
.i; Backbone network

sEa00e U Bay

' -g/ Kaashlul!g city

Bﬂckbone network | @ :

@

fui_ta]

ETTRTE T

Fig. 1.3 Project of M-Taiwan [11]

The technology of OFDM has been widely used in communication systems. The
orthogonal property of subcarriers let the use of spectrum be more efficient and the
insertion of guard interval with cyclic prefix can resist the multipath interference. In
order to support multiple access, the multiple access scheme based on OFDM system,
OFDMA, is adopted in the mobile mode of IEEE 802.16e. Additionally, MIMO
system is also included to gain the diversity for increasing overall performance.

In the wireless environment, several problems will let the system fail and need to
7



be solved in the receiver. They include symbol timing offset, carrier frequency offset
(CFO), and sampling clock offset (SCO). The wrong symbol boundary causes the
subcarriers with phase rotation or loss of their orthogonality. CFO is divided into
integer part and fractional part. Integer CFO causes the index shift of subcarriers,
and fractional CFO causes inter-carrier-interference (ICI). SCO causes the phase
rotation which is proportional to the subcarrier index. Therefore, the mechanisms of
synchronization are necessary to overcome these problems.

In this thesis, we propose the synchronization architectures based on correlation
algorithm, and the complexity of hardware can be reduced through using
quantization scheme. In order to reduce the use of complex multipliers, we use the
architecture of Coordinate Rotation Digital Computer (CORDIC) to compute the

trigonometric value and rotation phase.

1.4 Thesis Organization

The remainder of this thesis is organized.as follows. In chapter 2, the concepts of
OFDM and OFDMA will be briefly introduced, and the technology of WMAN
802.16e standard will also be discussed. In chapter 3, we will introduce various
imperfect effects, and propose the corresponding algorithms. The system performance
simulation of the proposed solutions will be shown. In chapter 4, the architecture and
hardware design will be presented. Finally, conclusions and future work are made in

Chapter 5.



Chapter 2
OFDMA and 802.16e Technology

The physical (PHY) layer of 802.16e includes several specifications for different
applications and frequency range. For example, single carrier (SC) operates from 10
GHz to 66 GHz in line-of-sight (LOS). SCa, OFDM and OFDMA operate below 11
GHz in non-line-of-sight (NLOS). In this thesis, we focus on the OFDMA
specification for mobility. We willbriefly intréduce the concepts about OFDM and

OFDMA. Then, we give an overview of the IEEE802.16e OFDMA standard.

2.1 Concept of OFDMA

2.1.1 OFDM Technology Overview

Orthogonal frequency division multiplexing (OFDM) has been widely adopted in
high data rate communication systems such as Asynchronous Digital Subscriber Line
(ADSL), Digital Video Broadcasting for Terrestrial (DVB-T) and 802.11b/g (Wi-Fi).
One of the main reasons to use OFDM is to increase the robustness against frequency
selective fading or narrowband interference. Due to the recent development of digital
signal processing (DSP) and very large scale integrated circuit (VLSI), the initial
obstacles of OFDM implementation, such as massive complex computation, do not
exist now.

OFDM is based on the idea of frequency division multiplexing (FDM). The
9



concept of using parallel data transmission and was published in the mid 60s. In FDM,
the total frequency bandwidth is divided into N non-overlapping sub-channels which
are modulated with a separate symbol. In order to prevent from the adjacent channel
interference, frequency spacing is allocated between sub-channels. However, this is
inefficient to use the spectrum. In OFDM, the total frequency bandwidth is divided
into N overlapping sub-channels which are mutual orthogonal. The orthogonality
allows simultaneous transmission on a lot of subcarriers without interference from

each other. The sub-channels in FDM and OFDM are shown in Fig. 2.1.

ATATATATATATATAS

Frequency
(a)
I I
B g
| Saymgof bandwidth |
I
| >
I I
Frequency
(b)

Fig. 2.1 Sub-channels in (a) FDM (b)OFDM

Due to the multipath effect, the inter-symbol interference (ISI) which destroys
the orthogonality of subcarriers in OFDM is induced. In order to avoid this
phenomenon, a guard interval is designed as longer than the delay spread and inserted
to the head of each symbol. The guard interval can be implemented by filling with
zero, but it will cause the problem of intercarrier interference (ICI). This effect can be
illustrated in Fig. 2.2. The orthogonality between subcarrier #1 and delayed subcarrier
#2 is damaged due to their difference is not a multiple of cycle. To eliminate ICI, the

OFDM symbol is cyclically extended in the guard interval, which is also called cyclic
10



prefix (CP) as shown in Fig. 2.3. CP makes the subcarrier signal has integral periods,

so the orthogonality can be maintained.

Part of subcarrier #2 causing
ICI on subcarrier #1

Subcarrier #1

/\ Delayed Subcarrier #2
——————»

Guard time FFT duration

\/

A
\

Fig. 2.2 Effect of multipath with filling zero signal in guard interval [13]

Copy
Cyclic
prefix Data
' Guard Original symbol-length
interval

Fig. 2.3 OFDM symbol‘with cyclic prefix
2.1.2 Data Format and System Comparison of OFDM and OFDMA

The system of WMAN suffers a challenge from the requirement of multiuser
communication: many users in the same cell require high data rates in a finite
bandwidth with low latency. Therefore, multiple access techniques are necessary to be
adopted. However, OFDM does not have this characteristic to support multiple access,
all the subcarriers are simultaneously used by a single user. OFDMA is designed to
improve this drawback. So, OFDMA is a multiuser version of OFDM. The all
available subcarriers of uplink and downlink in OFDMA are divided into several
groups of subcarriers termed as subchannels as shown in Fig. 2.4. The different
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subchannels may be allocated to different users as a multiple access mechanism [9].

Pilot subcarriers Data subcarriers

OFDM /\ DC subcarrier
RN

o AT TR

Channel
Guard band Guard band

DC subcarri
OFDMA Subchannel 1 subcartiet Subchannel 2 Subchannel 3

PN ' PN

R R

Guard band Channel Guard band

Fig. 2.4 Comparison of OEDM and OEDMA subcarriers allocation

The allocated subcarriers of user are dynamically spread in frequency domain
like FDMA and in different time slots®like TDMA. In other words, OFDMA is
essentially a hybrid of FDMA and TDMA. Subchannelization in OFDMA has another
significant advantage of allowing users to transmit only specific subchannels instead
of entire frequency band in OFDM. This is useful to save the battery power in user
devices. There are two types of data allocation for subchannelization can be chosen:
contiguous and diversity. The contiguous permutation groups contiguous subcarriers
to form a subchannel. On the contrary, the diversity permutation pseudo-randomly
spread out the subcarriers of subchannel over the entire bandwidth and brings the
benefit of frequency diversity and robustness against the frequency select fading

channel. Fig. 2.5 illustrates the two allocation schemes.
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Frequency Frequency

Adjacent subcarrier allocation (AMC) Distributed subcarrier allocation (FUSC, PUSC)

Fig. 2.5 Data allocation”‘ S’chemes

Additionally, the scalable OFDMA ‘(S ‘OFDMA) scheme is adopted in standard.
It supports a wide range of bandw1dth from 1 25MHZ to 20MHz as shown in Table
2.1. And the number of subcarriers is decided accordlng to bandwidth for keeping the

fixed subcarrier spacing at 10.94 KHz which is derived as the optimum tradeoff in

[12].
Table 2.1 Scalable OFDMA parameters

Parameters Values
System channel bandwidth (MHZ) 1.25 5 10 20
FFT size 128 512 1024 2048
Sampling factor 28/25
Sampling frequency 1.4 5.6 11.2 224
CP ratio /32 ~ 1/16 ~ 1/8 ~ 1/4
Modulation mode QPSK -~ 16QAM -~ 64QAM
Subcarrier frequency spacing 10.94 kHz
Frame duration S ms

13



2.2 802.16e Technology

2.2.1 Basic Specification of 802.16e

In 802.16e standard, there are several processing units specified in the PHY layer
of OFDMA. They include one-dimension domain units and two-dimension domain
units because of data allocated on both time and frequency. An essential OFDMA
symbol is based on the format of OFDM symbol and the most basic unit is
“subcarrier”. The “subcarrier” is the one-dimension unit and consists of three types:

1. Data subcarriers: for carrying data

2. Pilot subcarriers: for the purpose of channel estimation, channel tracking and

synchronization

3. Null subcarriers: no power is allocated to the DC subcarrier and guard

subcarriers. The frequency of DC.subcarrier is equal to RF, this will induce
the local oscillator re-radiation.effect:to cause this subcarrier is not suitable to
carry data. In guard band, the reason is for reducing the interference between
adjacent channels.

A set of subcarriers in frequency domain are grouped as a “subchannel”.

99 ¢e b AN 1Y

Two-dimension units from large size to small size are “frame”, “sub-frame”, “zone”,
“segment”, “burst”, “slot” and “cluster”. Brief definitions are described as follows
respectively and the relationship between these units is shown in Fig. 2.6.

1. Frame: It is an essential packet format of transmitted data sequence.

2. Sub-frame: It is a component to make up a frame and is identified as

downlink and uplink.

3. Zone: A zone is the region of contiguous OFDMA symbols with the same

14



data allocation method. It is allowed to have different zones in a sub-frame.

Time

.

Frame n Frame n+1 ‘ Frame n+2 ‘

/ Tl

=~

DL sub-frame ‘ @ ’ UL sub-frame ‘

- \

Prea- Zonel | Zone2 | Zone3
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v Segment0 | _-~ | DL |
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Frequency Segment 1 DL
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Segment 2 I DL burst | DL burst
y
- Slot
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LI |6
’ Clu i
- / 7
// ster L e
5 = L s

Fig. 2.6 OFDMA frame data structure
Segment: It is a subdivision of the-set of subchannels for certain particular
allocation zone. The content of the'Medium Access Control (MAC) layer is
the same in a segment.
Burst: It is a region which includes the contiguous subchannel and OFDMA
symbol to transmit the broadcast or unique data for corresponding users.
Slot: It is the minimum possible data allocation unit and described in both
time and subchannel dimension. It contains 48 data subcarriers for all
subchannelization schemes, but their arrangement is different in different
schemes [15].
Cluster: It contains 14 adjacent subcarriers over 2 contiguous symbols with
4 pilot subcarriers in partial usage of subcarriers (PUSC) permutation
scheme.
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2.2.2 Downlink Subcarrier Allocation Scheme

As mentioned in section 2.1.2, the constitution of subchannels is the most
significant characteristic of OFDMA system. The data allocation scheme is made up
of the subcarrier permutation mode. Several schemes in 802.16e will be discussed

next.

2.2.2.1 Downlink Full Usage of Subcarriers

In the DL full usage of subcarriers (FUSC) mode, each subchannel contains 48
data subcarriers. The pilot subcarriers in FUSC are divided to two constant set pilots
and two variable set pilots. The index of variable set pilots changes from one symbol
to the next and obeys the following'rule

PilotLocation =VariableSet #X + 6 - (FUSC.. 'SymbolNumber mod 2) 2.1
where VariableSet #x indicatesthe pilot.allocations of two variable sets specified in
standard and FUSC_SymbolNumber is.the FUSC symbol number of current zone.
This procedure of subchannelization is described in Fig. 2.7. The pilot subcarriers are
allocated first, the remaining subcarriers are contiguously portioned into groups. The
number of groups is equal to the number of subcarriers per subchannel. Then, the
subchannel extracts one subcarrier from each of these groups. The exact subcarrier

allocation is according to the permutation rule [7][8] as
subcarrier(k,s) =
Nsubchannel N+ { ps[nk mod N

(2.2)
+ DL PermBase} mod N

subchannels ] subchannels
where subcarrier (k,s) is the subcarrier index k in subchannel s, ny is equal to (k+13 -
s) mod Ngubearrierss Nsubchannel 1S the number of subchannels, ps[j] is the series obtained

by rotating basic permutation sequence cyclically to the left s times and

DL PermBase is an integer ranging from 0 to 31.
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Fig. 2.7 Procedure of FUSC

2.2.2.2 Downlink Partial Usage of Subcarriers

Another diversity permutation scheme is PUSC which is similar to FUSC. The
most significant difference between them is the mapping region of subcarriers. In
FUSC, the subcarriers may be mapped to-full band. In PUSC, the subcarriers are
mapped in a specific interval. This procedure‘of permutation is illustrated in Fig. 2.8.
First, the adjacent subcarriers are grouped as‘a physical cluster which consists of 24
data subcarriers over two contiguous symbols and 4 pilot subcarriers. These physical
clusters are renumbered to the logical clusters according to a pseudorandom
numbering scheme as shown in below,

LogicalCluster = RS(PC +13-DL _ PermBase) mod N ./ (2.3)
where RS is the renumbering sequence defined in the standard, PC is the index of the
physical clusters and Ngsers means the number of clusters. Then, the clusters are
partitioned into six major groups depending on the FFT size. The scbcarriers in each

major group are allocated to subchannels using the same procedure for FUSC.
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Fig. 2.8 Procedure of PUSC

2.2.3 Packet Format

In the licensed bands, the duplexing method shall be either time division duplex
(TDD) or frequency division duplex”(FDD). The other license-exempt bands, the
duplexing method shall be TDD. In the case of FDD, the uplink and downlink
subframes are transmitted simultaneously on the different frequency. In the case of
TDD, the uplink and downlink subframes are transmitted respectively on the same
frequency but at different time. The OFDMA frame structure in TDD mode is
illustrated in Fig. 2.9. In the beginning of each transmitted frame, a preamble symbol
is transmitted, which is the known data in receiver for the use of synchronization and
initial channel estimation. In the OFDMA symbol following the frame preamble, the
initial subcahnnels are allocated for the frame control header (FCH). The FCH
contains the system control information such as the subcarriers used, length of the
downlink-MAP (DL-MAP) and the DL Frame Prefix. The FCH shall be always

transmitted using QPSK rate 1/2 with four repetitions to ensure the robustness and
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reliable performance. DL MAP and UL MAP following FCH specify the data region

of the various users in the DL and UL subframes. The transmit transition gap (TTG) is

used to give the base station (BS) and subscriber station (SS) enough time to change

from downlink mode to uplink mode. For the same reason, the receive transition gap

(RTG) is inserted at the end of each frame.

OFDMA symbol number .r.
Kk ERL R3O ES kT B9 k1L k13 LS k17 | k+20 | k+23 | k+26 k29 B+30 k32
E;— . Ranging subchannel i
= < DL burst #3 UL burst #1

= _= ]

- B UL burst #2
= - S8
2| = & DL burst #4
5 4 =
2 T E I —
2| 2% | | 8 2 |-
L - <
2| - @[3 . UL burst #3 : (=
- - = DL burst #5 = =
_;g: :
E| — DL burst #2 DL burst %6 UL burst #4

- UL burst %5

gl —
Y - -
- DL v UL P r1G

Fig. 2.9°Frame structure

In an OFDMA frame, it can include several different permutation zones for

allocating the subcarriers. But only one permutation scheme is allowed in an OFDMA

symbol. Because there is not any information about the permutation scheme in the

beginning, the first zone must be the PUSC zone to ensure the FCH and DL MAP can

be received successfully. The information of zone transition is indicated in the

DL MAP and UL _MAP. Fig. 2.10 describes an OFDMA frame with multiple zones.
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Fig. 2.10 OFDMA frame with multiple zones
2.2.4 Channel Coding

The purpose of channel coding is to, help the transmitted data through noisy
channel with lower error probability. It isicomposed of the following steps: (1) data
randomization (2) encoding (3)-interleaving(4) repetition (5) modulation as shown in
Fig. 2.11. Because the control message.of the system is very important, the repetition
coding scheme is used to enhance”the:error correct performance of them. The
repetition code factor, R, can be 2, 4, or 6 by utilizing the multiple subchannels. The

other functional blocks will be discussed next.

Data - Bitc — .
—|Randomizaer FEC > Repetition —»{ Modulation —» Map to OFDMA
interleaver subchannels

\

\

Fig. 2.11 Channel coding process

2.2.4.1 Randomization

All the transmitted data on both the downlink and uplink are randomized except
the FCH and preamble. The purpose of randomization is to prevent the transmitted

data with a long successive sequence of zeros or ones, because it will reduce the
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performance of coding and synchronization. A randomizer is made up of a
pseudo-random binary sequence (PRBS) generator and XOR gates. The PRBS is
generated by the shift register with the polynomial function, G(x)=1+x"* +x", as
shown in Fig. 2.12. The bit stream sequentially enters the randomizer, started from

MSB, to generate information bits.

Initialization sequence o 1 1 o 1 1 1 0 O O 1 O 1 o0 1

— 1121314516789 ]|10]11[12]13]|14|15

=

Data in )Dﬁ Data out

Fig. 2.12 PRBS for data randomization

2.2.4.2 Coding

In the specification of 802:16e, it contains several channel coding schemes such
as convolutional codes (CC), tutbo. codes, convolutional turbo codes (CTC), block
turbo codes (BTC) and low density parity check codes (LDPC). The mandatory
coding scheme is based on the tail-biting convolutional coding scheme, and the others
are optional. Therefore, we will only briefly introduce the convolution codes. The
convolutional encoder has a constraint length 7 and native rate of 1/2. The generator

polynomials are used to derive its two coded bits X and Y as follows:
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Fig. 2.13 Convolutional encoder
After encoder, these coded bits are needed to be punctured and serialized according to
the different code rates.Table 2. 2 shows the patterns for puncture and serialization
order. “1” means a transmitted bit and “0” means a removed bit.

Table 2. 2 Puncture configuration

Code Rates | 1/2 2/3 3/4

Oiree 10 6 5

X 1 10 101

Y I I8 110
Output X1Y, Xi1Y1Y; XYY X;5

2.2.4.3 Interleaving

The operation of interleaving is divided into a two-step permutation. The first
step ensures that the adjacent coded subcarriers are mapped onto the nonadjacent
subcarriers. It provides the diversity gain and improves the performance of the
decoder. The second step ensures that the adjacent coded bits are alternately mapped
onto the less or more significant bits of constellation. The error probability of all bits
in 16 QAM or 64 QAM is not the same. For example, the most significant bit (MSB)
has the lower error probability than the least significant bit (LSB) has. Thus, the

second step prevents the case which the coded bits are always mapped on the low
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reliable bits from being carried out.

The interleaving rules of the 802.16 specification are described as Eqn. (2.4). Let
N, be the total number of coded bits, i.e. 2 for QPSK, 4 for 16 QAM, and 6 for 64
QAM. s is equal to the half of N.. Let k be the original index of the coded bits before
interleaving, my and jx be the index after the first and second steps respectively, d be

the modulo used for permutation.

2.4
m, :(%)kmd(d) + floor (gj @4

jo=s- floor(ﬂ]+ m, + N, — floor d-N,
S N, mod(d)

2.2.5 MIMO Technology

The technology of multiple-inputmultiple=output (MIMO) is supported in
WMAN, which provides several benefits as-described below [9]:
1. Increase the system reliability
2. Increase the achievable data rate and enhance system capacity
3. Increase the coverage area
4. Decrease the required transmit power
However, these advantages usually conflict with one another. For example, increasing
the data rate will decrease the reliability or increase the transmitted power. For
different purposes, different MIMO schemes are adopted such as beamforming,
spatial multiplexing, and space-time code.
1. Beamforming:
When multiple antennas are used in the closed-loop mode, the transmitter will
know the channel state information. Thus, the interference caused from directional
noise signals can be reduced by the technology of adaptive antenna systems,
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beamforming [17][18]. A beamformer is similar to the spatial filter, which adjusts
the strength of the transmitted and received signals based on direction as shown in
Fig. 2.14. Two principles of beamforming, direction of arrival (DOA) based and

eigenbeamforming based are generally used.

(O =D wx (k) = wH x(k)

y(&)

Fig. 2.14 structure of beamforming
2. Spatial multiplexing:

Spatial multiplexing is a téchniquelto increase the throughput rate by using
multiple antennas at both ends.”The transmitted data stream is divided into N
independent sub-streams. Multiple~sub-streams ‘are parallelly transmitted through
multiple antennas. If these data sub-streams can be separated successfully in the
receiver, the data rate and system capacity will be higher than single antenna system.

3. Transmit diversity:

Transmit spatial diversity means that the transmitted signals can pass through
different transmit antenna to overcome the deep fading channel. The transmit
diversity is attractive for subscriber stations, because the cost of multiple antennas is
on the transmitter. The space time block code (STBC), a transmit diversity technique,
proposed by Alamouti in 1998 [19] is supported in WMAN. The case of 2*1 antenna

system is described as shown in Fig. 2.15.
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Fig. 2.15 Transmit diversity

The transmitted data are encoded by the following matrices:

(2.5)

*

S2 S1

Time
where S; and S, are the two consecutive symbol. The matrix is orthogonal in nature

Antenna 1 | S, S,
Antenna 2
and can be detected by the maximum likelihood (ML) algorithm. The other matrices

for three and four antennas are defined in [1][8] with different kinds of coding rate.

2.2.6 Reference Signal

The reference signals in WMAN-OEDMA: consist of a preamble and pilot tones.
The preamble contains the specific pattern known to the receiver and occupies the
duration of one symbol time. It is usually used for packet detection, timing offset
synchronization, frequency offset synchronization and initial channel estimation. On
the other hand, the pilot tones are scattered over all the transmitted signals and are
used for sampling clock offset estimation and tracking the time-varying channel.
(1) Preamble structure:

The subcarriers of preamble are grouped into three carrier sets for different
segments. Eqn. (2.6) specifies all subcarriers allocated to the specific preamble.

PreambleCarrierSet, =n+3-k (2.6)

where n indicates the number of the preamble carrier set from 0 to 2, k is a variable

index and ranges from 0 to (N, —3)/3. It contains the guard band subcarriers both

used
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on the left and right side of the spectrum. The DC subcarrier will always be zeroed
even if the segment is 0. These subcarriers of preamble carrier set are modulated using
BPSK modulation by the specific pseudo-noise (PN) series defined in a Hexadecimal
format in [8]. In each FFT size, there are total 114 PN series to be chosen by the ID
cell parameter and the segment index. The power of the preamble subcarriers is
boosted by a factor, 22 , to increase the reliability of preamble.

(2) Pilot structure:

In the PUSC permutation mode, the pilot subcarriers are allocated in the clusters.
Each pilot is boosted 2.5 dB over the average non-boosted power of each data
subcarriers. The cluster structure with pilot subcarrier is illustrated in Fig. 2.16. If the
pilot subcarrier is transmitted from one antenna, the other antenna will not transmit
data on the same location to .avoid the interference. And the pilot locations

periodically change every four OFDMA symbols.

® O OO OO UOQA I I mOEO @ O Symboldks3
© O 00000« LO QO @ O symbolsk2
OO 00 @O 000000 OO  symblki
ONONONON " NONONON NONORONONG Symbol 4k

O Data subcarrier

. Pilot subcarrier from antenna 0

Q Pilot subcarrier from antenna 1

Fig. 2.16 Pilot structure of MIMO mode

2.2.7 Basic Specification of 802.16¢

The system specifications are different according to different purposes and

applications. Taking the system of our thesis as an example, the main parameters can

be derived and described in Table 2.3.
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Table 2.3 Example of 802.16e system specifications

Parameters

Deriving formulas

FFT size mFFT)

System channel bandwidth (B)

Sampling factor (n)

n=28/25 if B is a multiple
of 1.25~1.5~2~2.75 MHz

n=8/7 for the other cases

Sampling frequency (F;)

floor(n- BW/8000) x 8000

11.2 MHz

Subcarrier spacing ( Af)

F¢/ Nrrr

10.94 kHz

Useful symbol time (Ty)

I/Af

91.4 us

Guard time (Ty)

G- Ty

11.4 us

OFDMA symbol duration (Ts)

T+ T,

102.9 us

Frame duration (Tf)

5 ms

Number of OFDMA symbols (N)

floor(Tg/Ts)

48

DL Number of null subcarriers (N,)

184

PUSC | Number of clusters (N.)

(Nerr-Nn)/14

60

Number of subchannels (Ngc)

N./2

30

Number of pilot subcarriers (INy)

Nex2

Number of data subcarriers (Ng)

Nex12

Modulation mode

Raw data rate

Coding rate

Peak data rate *

Ngx2x3/4x(N-2)x 1/ Tg

* assuming 46 data OFDMA symbol in a frame
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Chapter 3

Synchronization Subsystem Design

3.1 Symbol Synchronization

Because the receiver in the actual operation doesn't know when the symbol
boundary will start, the main purpose of symbol synchronization is to find out the
appropriate symbol index information of the transmitted OFDMA signals.
Additionally, in the wireless transmitting environment, the transmitted signals pass
through different path to arrivejat the receiver. The multipath effect leads the
transmitted symbols overlap with different~delays.. Timing offset will cause phase
rotation of constellation which is proportional to the drift of the subcarrier index. If
the estimated symbol boundary locates in the channel response region, the
inter-symbol interference (ISI) effect will be introduced.

The requirement in WMAN receiver is different from the broadcasting system.
In a WMAN receiver, the symbol timing synchronization should be finished before
the end of the preamble symbol, but it can spend several symbol time to estimate in
the broadcasting system. The detailed effect and synchronization method will be

discussed in this section.
3.1.1 Effect of Symbol Timing Offset

In order to introduce the symbol synchronization algorithm, the effect of symbol
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timing offset is derived in advance. Symbol timing offset means the estimated symbol
boundary does not locate on the accurate location. It consists of two possible cases,
earlier or later than the accurate boundary index. If the estimated boundary is earlier
than the ideal index but not locates at the channel response region, it induces the
constellation of signals to rotate in the frequency domain, but can be compensated by
channel estimation. In order to describe this phenomenon, the received signal with

this timing offset in mathematics is derived in Eqn. (3.1)

X(K)=X(k=-¢)

&—1 . n N-1 . n
j27k— j2rk—
=Y x(n-ge N+ x(n—ge N
n=0 n=¢
e—1 n+N-g £ N-1 . n-¢ . &
j27k 27k j2rk—= j2zk-—
=>» x(n+N-¢g)e N et N+Zx(n—g)e T
n=0 n=¢
. m'
N 2N jamk s | N jorkD jazk
= > x(mhe e- Mg D xmhe MNe N
m'=N-¢ m'=0
N 2k ok
=>» x(ne Ne N
n=0
j2nkZ
=Xk N (3.1)

where k is the sub-carriers index, n is the sample index in time domain, N is the
number of subcarriers in an OFDMA symbol , ¢ is the drift of index and X(k) is the

respected signal without timing offset in the frequency domain. As shown in Eqn.

(3.1), the last term ejmﬁ causes a phase rotation to the respected signal X (k) and
the rotated phase is proportional to the drift of the subcarrier index ¢ . This
phenomenon is presented in Fig. 3.1(a). On the contrary, the mutual orthogonal
characteristic between different symbols will be destroyed if the estimated boundary
is later than the accurate index. Because the data of the next symbol are covered into

the FFT window, the constellation is shown in Fig. 3.1(b). The constellation cannot be
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compensated by the equalizer. In order to prevent the latter case, the estimated symbol

boundary is better than the exact symbol boundary but within cyclic prefix length.
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aons0000 oo casessey
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Im(2)

-1.51

-2

-2 -1.5 -1 -0.5 0.5 1 1.5 2

(b)
Fig. 3.1 Constellation of (a) earlier and (b) later case of symbol boundary offset for 64
QAM

As mentioned above, the requirements for symbol timing offset estimation are
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determined by the difference between the cyclic prefix and channel impulse response.
This region is the part of cyclic prefix and is not affected by the previous symbol due
to channel dispersion [16]. It is usually called as ISI free region and is described in

Fig. 3.2(a) for using only one transmitting antenna case.
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[
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Fig. 3.2 ISI free region for (a) one transmitting antenna (b) two transmitting antennas
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In the environment of two transmitting antennas, the two transmitted signals
from different antennas will probably arrive at the receiver with different delays due
to the multipath effect as shown in Fig. 3.2(b). So the estimated boundary must locate
in the common safe boundary of both ISI free regions to prevent the respective ISI

effect from the previous symbol.

3.1.2 Traditional Symbol Synchronization Algorithm

In 802.16e transmitting format, it consists of a preamble symbol in the front of a
packet. Because the preamble data are known in the receiver, these signals can be
used to correlate the received signals in time domain. If the signals are matched with
the known data, there will be a peak of the correlation values on the symbol boundary.

This method is described in Fig. 3.3.

--------- Noise Preamble symbol |+ -Data-symbol Data symbol

fredreeedtd

Known preamble

Fig. 3.3 Correlation of preamble
The peak of correlation means that the present sample index is matched to the present
preamble index window. The correlation model in mathematics can be described

below:

d m=0

B, =max (

i rd+m Pr:j (32)

where d is the sample index, r is the received signals, P is the preamble value and L is
the correlation length. Thus, when a peak appears on the correlation result, the symbol
index is found. Furthermore, the mismatch of oscillator frequency in receiver and

transmitter causes frequency offset to the received signals. This phenomenon destroys
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the characteristic of correlation result, and we will introduce this effect in Section 3.2.
In order to overcome this problem, we propose to pre-shift the known preamble
signals with several possible integer carrier frequency offsets (ICFO) in time domain
to overcome this effect. The correlation peak will only appear in the correct sample
index and the correct integer frequency offset. This characteristic brings an additional
advantage which the value of ICFO can be detected by the correlation result
simultaneously. According to the 802.16e specification, the frequency offset can only
have T14ppm variation. In other words, there will be only seven possible integer
frequency offset values in the range of 3 Af. Fig. 3.4 shows the correlation results to
the received signals which have 100 delays and 2.3 Af frequency drift. The peak

locates at the symbol index 100 and indicates the ICFO value equal to 2.
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Fig. 3.4 Correlation result

3.1.3 Proposed Scheme for Hardware Implementation

As described above, the method of correlation can find out the correct symbol
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index and ICFO value. But there are several important problems that should be solved
for hardware implementation. The first one is long length of correlation, because the
hardware complexity is proportional to the correlation length. Secondly, the algorithm
uses mass of multipliers to do the calculation of correlation. This results in the
hardware area being too huge and consuming a lot of power.

To solve the first problem, full symbol lengths are not used to correlate with.
Instead, a suitable length is used to take both performance and hardware complexity
into consideration. For the second problem, the coefficients of the correlation function
are quantized into {-1, 1} values in both real and imaginary parts [13]. It works
successfully by a well design of preamble. This improvement simplifies the
multiplication as simple addition and subtraction in Eqn. (3.2). It substantially
replaces the multipliers into adders’in the matched filter.

Based on this algorithm, furthermore, the received signals are also quantized into
{-1, 0, 1} that can be represented only by-twe.bits in-the hardware implementation. In
other words, it means only to consider-whether the signals and the coefficients are in
phase or not. Because of this improvement, it has the advantage of reducing the
numbers of registers for storing received signals and computing adders. Thus,
increasing the correlation length to make up for the quantization loss does not pay a
lot of cost. The simulation results are shown in Section 3.1.4. Because of MISO
system, the other transmitter antenna will also produce more interference than noise
dose. Thus, an expected performance is shown even in low SNR when both received

signals and coefficients are quantized.

3.1.4 Performance Simulation Results and Comparison

In this thesis, the simulation environment is based on a time-variant multipath
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channel in discrete expression. The number of multipath is six and the power value of
each path is defined in ITU Veh.A channel model as shown in Table 3.1. The excess
delays of different paths and antennas are randomly generated from 0 to 50 subcarrier
index. And Jake’s model is used to simulate the vehicle environment.

Table 3.1 Power value of multipath channel

Path number | Path 1 Path 2 Path 3 Path 4 Path 5 Path 6

Power (dB) |0 -1.0 -9.0 -10.0 -15.0 -20.0

Fig. 3.5 shows the performance of different correlation length under 120km/hr. In
this case, the delays of multipath are randomly generated by C program to simulate
various environments. By this simulation result and the ICFO estimation which will
be mentioned later, the correlation length is chosen as 300. Fig. 3.6 shows the
comparison of different quantization method. The performance of floating coefficient
and signals is better, but it is impractical as mentioned above. The performances of the
other two quantized methods are almost-the-same. Thus, the results can support the

idea to quantize the preamble and received signals for implementation.

10° ——— o .. ., k- =
= =

miss error probability

Correlation length

Fig. 3.5 Performance of different correlation length in symbol timing estimation (SNR=9.4dB)
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Fig. 3.6 Performance for different quantization method
Fig. 3.7 describes the performance when the delay of multipath is much closed. The
delay values of multipath are [7, 8, 12, 14, 15, 18]. Because the first two paths are
very closed, this causes more significant interférence to correlation results. To be

compared with Fig. 3.6, the symbol.miss error probability increases due to the closed

paths.
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Fig. 3.7 Symbol miss error probability when multipath is very closed
Fig. 3.8 shows the performance of different vehicles. The vehicle effect will not cause

serious damage to correlation based algorithm in time domain.
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Fig. 3.8 Symbol miss error probability of different vehicles

3.2 Carrier Frequency Synchronization

In wireless system, there are.crystal oscillators. in the transmitter and the receiver
which are responsible to generate respective carrier- frequency and sampling clock.
Ideally, they should work in the same frequency, but it is impossible to find out two
oscillators which can oscillate in the same frequency. The difference of oscillator
frequency will induce the CFO effect. Because the OFDM systems use smaller
subcarrier bandwidth, they are sensitive to the CFO effect which destroys the
orthogonal characteristic of subcarriers. Thus, the mismatch problem of oscillators
should be overcame to maintain the properties of OFDM. Usually, the CFO effect is
divided into two parts: an integer part and a fractional part. The value of fractional
part is restricted between [-0.5~0.5] subcarrier spacing. They are separately estimated

by using different algorithms as discussed in the following sections.
3.2.1 Effect of Carrier Frequency Offset

The ICFO causes the subcarriers index shift with an integer value. This shift
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causes a wrong index of pilots. So it is necessary to compensate the ICFO effect for
the usage of correct pilots in the channel estimation. On the other hand, the fractional
carrier frequency offset (FCFO) induces the phase rotation of constellation and inter

carrier interference (ICI) as shown in Fig. 3.9.

fi+fa fyt+a

No ICI
With ICI

(a) (b)
Fig. 3.9 (a) without CFO effect (b) with CFO effect
The effect of CFO in mathématics expression is described as follows. Assuming
the carrier frequency of transmitter is equal to f. , Af is the frequency error as a
fraction of the subcarrier spacing, which is composed of ICFO A f; and FCFO A fg, the
transmitted signal is
y(n)=s(n)-e’*7%" (3.3)
The received signal with CFO is
s(t)el? et x g 12 fera Dt — g(t)gl2met (3.4)

The received signal in frequency domain is derived as
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n=0 . (3.5)

j2m(k+n)-

According to Eqn. (3.5), € < clearly expresses that the ICFO (n; term) causes

. Nn¢
j2an——m

subcarrier index to shift an integer value and e Ne  describes that the FCFO (ng

term) causes an additional phase rotation of constellation in frequency domain. The
angle caused by FCFO is a constant value, it is different with the phase rotation

caused by SCO effect which will be mentioned later.

3.2.2 Integer Carrier Frequency Estimation

The method used to estimaté ICFO has been roughly mentioned in section 3.1.2.
According to [7][8] there are only seven possible values of ICFO. Because the
preamble values are known in the receiver, it can be separately pre-shifted with these
possible ICFO values and then correlate them with the received signals. The peak of
the correlation result appears when the pre-shifted preamble value is the same with
the received signals. Therefore, the correlation algorithm can be used both in the
symbol boundary synchronization and the ICFO synchronization. This brings a
benefit that it can be implemented using only one correlation bank operating in seven
times of the sampling frequency to compute the seven possible integer frequency
offset correlation results. However, because the loss from reducing the correlation
length and quantization of coefficients and signals for consideration of hardware

implementation, we must pay attention to derive a scheme to indentify the maximum
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correlation values among the seven correlation results. In order to solve this problem
and not to have extra hardware overhead, the accumulation of correlation can be
separated into two parts to increase the accuracy and in the same time not to destroy

the correlation characteristics as shown in Eqn. (3.6).

N
R(d) = Z rd-*—n ' I:)n*
n=0
N, \
—~ rd-*—n : I:)n +Z r-d-f-n ’ I:)n (36)

N
2

2

-3

=}

n=
Therefore, we can decide the symbol boundary first and then accumulate the second
correlation again. It does not need to increase the hardware cost in implementation,
but can have the more data to correlate for determining ICFO value more accurately.

The flow of calculation is described in Fig, 3.10.

Start

'y Y

Compute correlation ’ Accumulate with previous

For ICFO=-3~3 results respectively

v

‘ Find maximum ’

v

( ICFO is founded )
Compute correlation of

,

Symbol
. boundar
is founded?

next interval for ICFO= -3~3

Fig. 3.10 Flow chart of ICFO estimation algorithm
3.2.3 Proposed Integer Carrier Frequency Offset Estimation

The performance of the above algorithm substantially decreases when the CFO is
in the border of two integer offset. This is because the distance between the border
and the two integer offsets is very close. The ICFO effect of the two integer values to

time domain preamble is almost the same, so there are two peaks in the results of
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correlation as shown in Fig. 3.11. The correct CFO value is 0.49 A f which the value
of ICFO value should equal 0, but the ICFO will be detected to be 1 if only
considering the peak. It may easily get the wrong value due to the ambiguous peak
caused by the interference of another antenna and noise. However, the value of FCFO
can be estimated very accurate by using the characteristic of cyclic prefix. Thus, the
accurate estimation of FCFO can give feedback information to help to fix the ICFO

estimation better.
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Fig. 3.11 Correlation when the CFO is in the border with 0.49 Af (SNR=9.4dB)
This proposed modified algorithm (ping-pong) is described as follows. Entire
frequency offset region is separated into two parts, strong region and weak region
depending on the distance to the integer value. As shown in Fig. 3.12, the strong
region means that it is close to a single integer frequency, so the correlation result has
strong reliability to determine ICFO by detecting the peak value. On the other hand,
the weak region means that it is in the border of two integer offsets and the correlation

result has weak reliability to determine ICFO by detecting peak value. The correct
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estimated FCFO value can be used to determine integer offset in weak region.

1.25

Weak region Strong region =~ Weak region  Strong region Weak Iregion

Fig. 3.12 ICFO region for ping-pong algorithm

For example, if the correct CFO is 1.42 Af and locates in the weak region, the
correlation results may have two peaks at index 1 and 2 with index 2 has the largest
correlation results. However the FCFO can be correctly estimated as 0.42. Therefore,
we choose the ICFO to be two, then the overall CFO will become 2.42. But this is
unreasonable because another maximum peak is:at index 1 but not index 3. It means
that the correct ICFO should locate in the interval of 1 and 2. Therefore, according to
the value of FCFO, the estimated ICEO-should be index 1 that has second maximum
peak. It improves the risk of choosing wrong ICFO in weak region successfully and

the performance is shown in Fig. 3.13.
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Fig. 3.13 Error probability of modified ping-pong and original algorithms for ICFO

estimation (SNR=9.4dB)
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3.2.4 Fractional Carrier Frequency Offset Estimation

The phenomenon which is induced by FCFO and causes the phase rotation of
constellation has been presented in section 3.2.1. Therefore, the transmitted data
should be compensated for a proper estimated value before entering the FFT window.
Many algorithms have been proposed to estimate FCFO in OFDM system, such as
[20]. Because symbol synchronization step has successfully obtained the boundary
index, the information of cyclic prefix index is also known. According to [21], we can
use the repeating characteristic of the cyclic prefix to estimate FCFO value by
correlating the received signal data with the cyclic prefix. Assuming the value of

FCFOis & Af, then, the result of correlation, P, is

L-1
P:Z rd +m r.d +m+N

m=0

L-1 5 ;
_ j27e s INT;
=2t nl¢

m=0

(3.7)

where d is the index of cyclic prefix, N is the symbol length, L is cyclic prefix length
and T is the sample period. From Eqn. (3.7), we can find that the correlation result
includes the FCFO term ¢ 1in the part of phase. Therefore, the € can be obtained by

calculating the phase of P, as shown in Eqn. (3.8) and Eqn. (3.9)

A

¢ = phase(P)
=2rmeaf N T

L—

Im{ IFd+mrd+m+N}
m=f
L—

Re{ r-d*ﬁ-m rd+m+N } (38)
m=0

=tan"

ol K=

(3.9)
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3.2.5 Derotator and NCO

After estimating the value of CFO, the received signal is needed to compensate

an angle before entering FFT. A derotator is used to remove this frequency error.
Assuming the transmitted signal without CFO is I’t(t)ej"’Ct in passband, and there is a
sampling frequency offset @ (t)in the receiver. Then the received signal in baseband
is shown as

r(t)=r (t)e! " ® (3.10)
If the estimated frequency offset is @ ., the compensated signal can be described as

r,(0) = r(t)e! % %" (3.11)

It can be rewritten as

Re(r, (1)) = Re{r, (t)e %} rcos g, = Im4k (He!™'} -sin 6,
Im(r, (1)) = Re {1, ()e ™} - sin @+ Im{r.()e ¥} - cos 4, (3.12)

From Eqn.(3.12), the structure of a'derotator can be derived as shown in Fig. 3.14

Re(rt(t)ei"ﬁ_f’% P Retut)

jo,ty —]
Im(r(0)e™) —T T *w Im(ry(t))

Cos 6. Sin 6,

Fig. 3.14 The architecture of derotator
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On the other hand, the derotator needs a numerical controller oscillator (NCO)
which generates the sine and cosine function for compensating CFO effect. NCO is a
computing block rendering digital word, sequences in time, which thereafter provides
the different values depending onthe estimated CFO value [23]. Fig. 3.15 shows the
block diagram of NCO [25]. -t ‘contains two parts: phase accumulator (PA) and
sinusoidal function generator (FG). In gach-¢lock cyele, the frequency control word, f,
is added in the PA. Then the PA output is sent to the FG, which may be implemented
by using look-up table (LUT) to yield the sine and cosine value. The output word
length of PA, Wk, is usually truncated to W with W, < Wg. But the truncation must
conform to Eqn. (3.13) [23].

W, >W,, +1+log,(7) (3.13)

where Wgg is the word length of the function generator output.

3.2.6 Simulation Result

Fig. 3.16 shows the performance of ICFO estimation with different twice
correlation length. The accuracy of estimation increases with the longer length. To
trade off the accuracy and complexity, we choose the correlation 300 to implement.
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Fig. 3.16 Correlation results of different accumulation length (SNR=9.4dB)
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Fig. 3.17 Overall performance of different vehicles and quantization
Fig. 3.17 shows the overall performance after channel estimation. High vehicle
induces more Doppler effect to reduce the performance. On the other hand, the data is
quantized to 10 bits to enter FFT block for hardware implementation. The damage of

performance caused by quantization is also shown in Fig. 3.17.
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3.3 SCO Estimation

3.3.1 Effect of Sampling Clock Offset

The sampling clock offset (SCO) is caused due to the inconsistent sampling
clock period between Digital to Analog Converter (DAC) in the transmitter and
Analog to Digital Converter (ADC) in the receiver. The SCO has two main effects:
One is the slow drift of symbol index as shown in Fig. 3.18. The amount of drift
gradually increases by time and will rotate the phase of subcarriers. The other one
causes loss of the orthogonality of the subcarriers. This is due to the ICI generated by

the incorrect sampling indexes [22].

s | | {SNEL 1111 ]
R B B s B

Fig. 3.18 Sampling clock is slower in receiver than in transmitter
Assuming the sampling clock is T in the transmitter and T(1+A) in the receiver

where AT is the term of SCO. The normalized sampling error is defined as

T (3.14)

Then, the received signals after FFT with SCO effect, R, can be shown as

j2rkt s

R,=e Tu X, sinc(zkt )H,  +W,, +N, (1,k)
(3.15)
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where 1 is the symbol index, k is the subcarrier index, T is the period of an OFDM

symbol, Ty is the period of the useful data portion, Wi is AWGN and N, is the

j2rke, s

induced ICI due to SCO [22]. The first term, e T shows the phase rotation

caused by SCO error. The angle increases by both subcarrier index and symbol index

and differs with FCFO effect which has constant rotation angle. The last ICI term

in Eqn. (3.15) is usually ignored if the t, is small enough.

3.3.2 Sampling Clock Offset Estimation

The approach of estimating SCO is based on measuring the pilot subcarriers
between two symbols. There are two important assumptions in this algorithm. One is
number of pilot subcarriers in both, halves of the spectrum should be the same. The
second one is the channel does fiot change much within four symbols time due to the
transmitting format of pilots. As shown.in Eqn. (3.15), the received pilot subcarriers
can be described as a simplified form:

! T,
27kt ]S 3.16
R|,k = HkPI,ke K ( )

where B, is the pilot subcarrier. Then, the temporal correlation of the pilot

subcarriers is shown in Eqn.(3.17)

*

Zl,k = Rl,k R|—4,k

1'27rktAII—S j27rktA(|—4):||_——5
=H,R.e I HBR_e ¢

*

. T,
j2rkt, (I—(I—4))ﬁ

2 2
=[H,| ‘Pl,k‘ €
2 j27rktA4T—S

e a1

The pilot subcarriers are divided into two sets: C1 denotes the set of pilot indices in
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the left half (on negative subcarriers), and C2 denotes the set of pilot indices in the
right half (on positive subcarriers). The separate cumulative phase of the two sets is as

follows:

¢U=L{Zz,,k} ¢2,.:L{Zz,,k}

keC, keC, (3.18)
Then, the estimated SCO can be derived in Eqn. (3.19)
- 1 1
t, :—NQ'K'(¢2,I —4)
) (3.19)

3.3.3 Simulation Result

Fig. 3.19 shows the performance ofl SCO.compensation. In the maximum offset
value, 20ppm, the overall performance decreases about two orders than without SCO
effect. The compensation can improve about ome order in the high mobility
environment, 120km/hr.
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Fig. 3.19 Compensation of SCO effect
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Chapter 4

Architecture and Hardware Design

4.1 Overview of Baseband Receiver

The overall block diagram of 802.16e OFDMA baseband is shown in Fig. 4.1. It
mainly contains three parts: synchronization, FFT and channel estimation. In the
following, we will focus on the synchronization circuits. The synchronization
algorithms used have been discussed in Chaptér 3. The main issue now is hardware
complexity and architecture. For example, many. complicated mathematic operations
which cost mass of hardware and power are used in these algorithms, such as angle
computation. It may be implemented by using leok-up table method which needs a lot
of memory to store the values of angle. Therefore, we use coordinate rotational digital
computer (CORDIC) scheme instead of the memory based circuit. It will only use
adders, shifters and multiplexers to realize the angle calculation. Additionally, some
mathematic and logical simplifications also successfully reduce the hardware cost and
power. The detailed methods about implementation will be discussed in the following

sections.

50



Signal
FFT STBC
Decode De- Data
A/ Mapper [ Output
* | L

1
FCFO Symbol boundary v

Signals I
Interpolator synchronization detection & Coarse c::;rrol Channel
confroller ICFO synchronization | “ler FEsiimaiion
Y
< ICFO decision

" SCO
Loop f||1erj '_{esﬁmaﬁon

Fig. 4.1 Overall block diagram of baseband

\ 4

—| Interpolator -»[ Deroiaior]
RX

”
<«

4.2 Architecture of Symbol Synchronization

4.2.1 Original Architecture of Symbol Synchronization

As shown in Section 3.1, the symbol synchronization algorithm is based on the
calculation of correlation, and Eqgn. (3.2)-describes this mathematic model. Therefore,
a large complicated circuit is better to compute the correlation result. For the purpose
of saving hardware cost, it is needed to truncate the length of correlation and word as
mentioned in section 3.1.3. The basic computing component of Eqn. (3.2) is the

complex multiplying operation and can be expressed as shown in Eqn. (4.1)
(A+Bi)x(C - Di) 4.1
=(AC+BD)+i(BC - AD)

where, A and B are the real and imaginary part of the received signal separately.

Similarly, C and D describe the conjugate of the preamble. Because the preamble

values in time domain are quantized to -1 or 1, in other words, this means both of C

and D are also -1 or 1. From Eqn. (4.1), each term can be simplified to add or subtract

the value of the received signal. Furthermore, the XOR gate can be used to compute

additive or subtractive calculation instead of using multiplier. First, the quantized
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coefficients are encoded 1 to 0 and -1 to 1. If the coefficient is encoded to 0, the XOR
gate will not change the input signal, on the other hand, if the coefficient is encoded to
1, it will reverse the signal for subtraction. Thus, Eqn. (4.1) can be implemented using

only adders, subtractors and XOR gates. The block diagram is shown in Fig. 4.2:
A—

D— Real part

(A+Bi)(C-Di)=(AC+BD)+(BC- AD)i
(c.p) | (1,1 (1,-1)|(-1,-1)(-1.7)
Real A+B | A-B| -A-B|-A+B
Imaginary| -A+B| A+B| A-B|-A-B

KR

D— Imaginary part

;

Fig. 4.2 Using XOR gates to do the correlation function

Additionally, the functional .bock needs to'compensate 1 to each part of the
subtraction based on two’s complement number. Eor-this purpose, a lot of adders will
be used. However, the preamble valte-is-known  in advance, it means that the
information of the numbers of subtractions is-also known in the receiver. Therefore, to
add the compensative factor in each component becomes awkward. Summing all the
factors to one term and putting it in the last step can also compensate the functions,
but reduces the complexity. Fig. 4.3 describes the overall block diagram of the symbol
synchronization. The received signal is quantized to two bits and stored in the
registers. Then, the data in the registers use the correlation unit as shown in Fig. 4.2 to
correlate with the preamble value. The summation of the correlation results and
compensative factor is implemented by the CSA tree. Then the summation result is
compared to the threshold. If the summation result is larger than threshold, the
maximum value is changed to current summation result. Until the correlation is done

for 200 times, the symbol boundary index is estimated as the location with maximum
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correlation result.
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Fig. 4.3 Block diagram of symbol synchronization

4.2.2 Modified Calculation‘Process Architecture

In the above architecture, it substantially reduces the usage of registers and
multipliers due to the quantization.” But there is still a drawback which can be
improved in the hardware implementation. The original correlation algorithm includes
subtraction as shown in Eqn. (4.1). The subtractive computing operation makes the
calculation of signed number become necessary. Clearly, the computation of signed
bits needs more hardware effort to overcome the problem of sign extension. Therefore,
if the signed computation can be avoided, the consumption of hardware and power
will be saved.

The algorithm in our design has two features. First, the total numbers of summing
components are fixed to the taps of shift registers. Secondly, if the stored data in the
register is 0, the result of its correlation will always be zero. According to these
features, our idea is that if we calculate the numbers of 0 which are stored in the
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registers, we will only need to calculate the 1’s components of summing series.
Because if the information of 0’s and 1’s components is known, then the information
of -1’s components can also be obtained at the same time. The example is shown in
below:
Total number for correlation: 300
Number of 0: 150

Number of 1: 86

Number of -1: 300-150-86
Result=86 + (300-150-86)*(-1)
=86*2-300+150
Initially, because all of the registers store value 0, the initial value is equal to 300.
Next, a monitor circuit detects-if there is value 0.that removes from registers and if
there is value 0 that enters registers ihthe-next-cycle. Using the initial numbers of 0 to
substrate the differential value will get-the current numbers of 0. On the other hand, a
logical circuit judges that the result of correlation numbers of 1is 1 or not. The logical
circuit is designed by the truth table, and only NAND gate and NOR gates are

required. The block diagram is shown in Fig. 4.4.
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Fig. 4.4 One part of the correlation bank

4.3Architecture of Carrier Frequency Synchronization

As mentioned above, the algorithm-of - CEO synchronization is partitioned into
two parts: ICFO and FCFO. The ICFQ. synchronization can be implemented by the
same calculating circuits with the symbol timing synchronization as shown in Fig. 4.4,
because they both use autocorrelation algorithm. In order to increase the accuracy of
ICFO estimation, we accumulate the correlation results twice. Therefore, an
additional circuit is necessary for storing the previous correlation result. This
operation can be realized by the combination of registers and multiplexers as shown
in Fig. 4.5. When the correlation result exceeds the present threshold, it means that the
symbol boundary may be found. The correlation results are needed to be stored at this
time slot. The circuit of symbol synchronization will produce a control signal to
decide the operation mode of this circuit. If the control signal is positive, the seven

registers will respectively store the current correlation results of the seven possible
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ICFO values like memory. On the contrary, if the control signal is negative, the
registers will only pass the data like shift-registers. The control signal will always be
positive until the stored data are needed to accumulate the second correlation result.
Base on the proposed ICFO algorithm, the accumulated results are sent to the

comparator circuit to store the two maximum values.

Correlation result—

Control signal——

-

=\J‘

4

. . [ » Maxl
Find 2 maximum
circuit
—» Max2

Fig. 4.5 Storage unit for storing previous correlation aresults
On the other hand, the FCFQ synchronization tises the repeating characteristic of
guard interval to estimate FCFO as shown in'Eqn. (3:8) using cross correlation based
algorithm. It needs to accumulate. the. correlation value of CP period. Because the
symbol synchronization has finished, ‘the' ‘accumulating region can be known.
Therefore, we can only use a control signal and a register to implement instead of 128

registers. The structure of accumulating circuit is illustrated in Fig. 4.6.

\i
(=]

D ata_in ............ 1023

CORDIC

FCFO_enable

Fig. 4.6 Structure of cross correlation for FCFO synchronization
As shown in Fig. 4.6, a 1024 delay-line is necessary for storing received data to
correlate with. If we use shift register to realize the delay-line, it will cost a lot of area
and power consumptions. Therefore, the usage of register file or SRAM is a better
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choice than using shift register. According to [26], the twister memory operation can
be used to reduce the area cost. Therefore, we have several possible candidates
include dual-port SRAM, single-port SRAM, two-port register file, single-port
register file, which are supported by UMC. The access operations of these schemes

are illustrated as shown in Fig. 4.7.

1K dual port SRAM 512 single port SRAM X2
or or
1K two port register file 512 two port register fileX2
LSB—
0
Write —» 1 \
Read—> 2 \
3 \
\
\
\
\
\ -
Write — Read—>|
1023 MSB——>

Fig. 4.7 R/W operation of different memory modules

Table 4.1 Area and power comparisons of five delay-line methods

Shift 1K Dual K TwoPort | 512 Single Port 512 Single Port
Register Port SRAM | Register File SRAM X2 Register File X2
Area 0.166 mm’ | 0.053 mm’ 0.047 mm’ 0.064 mm’ 0.038 mm’
(0.032x2) (0.019%2)
Power 720 uw 160 uw 127 uw 248 uw 119 uw

The area and power comparisons for five delay-line schemes are listed in Table 4.1.
The area of two 512 single port register file modules reduces 77% and 28 % area than
shift register and one 1K dual port SRAM module respectively. In power consumption,
the two 512 single port register file modules save about 83% and 26% than the other
two schemes. Therefore, we adopt two 512 single port register modules to realize the
delay-line circuit by using twister memory access operation in this thesis.

As shown in Fig. 4.6, a complex multiplier is necessary for the calculation of
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correlation. Based on the original equation, it totally needs four multipliers and two
adders to implement the operation. According to Eqn. (4.2) [29], one multiplier can be
replaced by using the common term. Therefore, four multipliers can be reduced to
three multipliers by adding two adders and one subtractor as shown in Fig. 4.8.
Finally, this improvement will save more than 14% (8233 mm”->7078 mm®) area and

10% (30.6 uw -> 27.5 uw) power consumption.

(A+ Bi)x (C - Di) (4.2)
= (AC +BD)+i(BC — AD)
= (AC +BD)+i[(A+B)x(C— D)~ AC +BD]

Complex
Multiplier Complex Multiplier
Fre(n-N) °e - real out Pre(n-N) > real out
Fin(n-N) V° jim(n-N)
Tre(N) ° a > image out Ti(n) Ly i)mutage
ol
Fim (I’l) ° r,-,,,( n )

Fig. 4.8 Complex multiplier-reduction

4.4 COordinate Rotational Dlgital Computer

For the purpose of compensating the phase rotation caused by CFO effect, an
angle generator is needed to provide the values of sine and cosine. The scheme of
looking-up table (LUT) can be used, but it costs large memory to store data. Therefore,
the coordinate rotational digital computer (CORDIC) algorithm which only uses
adders and shifters works better for the consideration of area. The concept of
CORDIC is proposed by J. E. Volder in 1959 [27]. The idea is derived from the vector
rotation, which a vector (Xin,yin) is rotated through an angle 6 in Eqn. (4.3) and can

be rewritten as Eqn. (4.4).
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Xow | | cos@ —sinf || X,
Y, | |sin@ cosé ||V, 4.3)

Xout 1 —tand || X,
=cosd
Yout tan 6 1 Yin (4.4)

If the tangent term is restricted to the power of 2, the multiplication will be replaced
by a simple shift operation. For this reason, the rotation angle is decomposed to N

parts as shown in Eqn. (4.5), which each term is composed of tan™'(27).

=

-1

0=>d -tan'(27)+¢& (4.5)

n

>
I
(=}

where ¢£is the residual angle beyond the resolution of CORDIC and N is the number
of iterations. Therefore, the rotation is completed by several iterations such as a
windscreen wiper to rotate to the wanted yalues as shown in Fig. 4.9. The operation in

every iteration is expressed as Eqn. (4.6)]
|:Xn+1:|:K |: ! _dnz_n}|:xn:|
You d,27 1 Y, (4.6)

Y A

Xy

Fig. 4.9 Iterative vector rotation
where d, is the rotation sequence that indicates the direction of rotation and equal to

+1 or -1, K, = cos(tan'(2")) which scales the length of vector. After N iterations, the
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N-1 N-1 i
product of the K,, K=T1IK, =T[(+1+27")[28], is called as K factor and can be
n=0 n=0

calculated in advance. The Eqn. (4.6) can be simplified to as follows:

-n
Xns :)(n_yn'dn'2

Yo = Yo t X, 'dn 27 (47)
z,,=2,—d tan”'(27")

where z,.; is the residual angle in the ny, iteration.

The CORDIC algorithm contains two operation modes: the rotation mode
and the vectoring mode. The main difference of the two operations is determined by
the direction of rotation. In the rotation mode, it rotates a vector to a new one by an
angle @ . It tries to minimize the residual angle zn and the rotation sequence, dn, is
obtained by the sign of zn. On the contrary, the vectoring mode calculates the angle
between vector and x-axis. It tries to minimize the magnitude of y component to
obtain the angle value and the rotation sequence is.obtained by the opposite sign of yn.
Eqn. (4.8).

signfz, ] ,n=0 (4.8)
sign[z,,] ,n>0

rotation mode d, = {

-sign(y,,] ,n=0
-signfy,,] ,n>0

n

vectoring mode d = {

The CORDIC algorithm can be implemented by two methods: iterative structure
and unrolled structure. Fig. 4.10(a) describes the iterative structure which uses only
one operating unit to calculate repeatedly. It consists of the adder-subtractors, shifters
and registers for storing the output data to be the beginning data in the next iteration.
Thus, the hardware cost is economical due to use the same resources, but it needs an
additional clock which operates at N times the data rate. Too many clock domains will

increase the complexity and difficulty of implementation. Fig. 4.10(b) shows the
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unrolled structure which unrolls the iterative structure to N operating units. The
constant value in each stage is fixed and can be hardwired without using ROM to
store. It also can be pipelined to achieve the higher data throughput rate. After
comparing the two structures, the unrolled structure is adopted in our design.

Xo Yo Zy
I I sign

@ =
A A
= i T

2 sign

Yo
‘7 >>1 >>1 [ const(1) |
—_/ \J v v A y
+ + +
register \___/AA\_J —

X
7

0
ROM
; < sien
CVELN VELLL X vEy >0 ][00 %
4 Y

\ = V

sign

1+

Y Y
Xa Yn Zn
Xn Yn Zy

(a) (b)

Fig. 4:10 Architecture of CORDIC

4.5 Low power consideration

The issue of low power is very important in current IC design. In this thesis, we
adopt two schemes to reduce the power consumption. The first scheme is to reduce
the switching activity of circuit. As shown in Fig. 4.4, mass of logic gates are used to
compute the correlation results. Seven possible coefficients are needed to calculate in
one data cycle. Each change of the coefficient induces switching activities of three
gates. It can be improved by using the differential calculation. An additional NAND
gate is added as shown in Fig. 4.11, where c is the specific coefficient of one possible
ICFO and d are the possible differential coefficients of the other possible ICFO
compared with c. If the value of d is 1, the calculating operation only needs to pass

through one gate to get the correct result instead of three gates. Thus, the switching
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activity will be successfully reduced.

Data[1]

Data[0]

CSA tree
9 9:|.
Y +
k2 <a 2D
—J \‘/— Result
300

Fig. 4.11 Adding NAND gate for reducing power in correlation bank
The other scheme is to turn‘off thetidle-¢ircuits, which is well-known the most
efficient scheme to save power. In"other wotds, the circuits will be in the sleep mode
until an enable signal awakes ‘them. ‘These-conttol signals can be produced by a

central controller. The state diagram of‘the overall block is described in Fig. 4.12

Frame_finish= Data_ready=1

|I— T o= T T T T . T 1
I [ I
' | [Boundary_ready=0 Correlate |
| N with ,
I : I preamble I
I [ I
| : | |
| | |
| : | Boundary_ready=1 |
| | |
| : | |
| | |
| FCFO : | Accumu.late |
I .. L correlation I
| estimation |- - results |
: | : Accumulation_ :
| — '| ready=1 |
| FCFO setimation : I I
:_ _&_C_PZTETEO_VS____ | : Symbol boundary & :

: ICFO estimation JI

Fig. 4.12 State diagram of overall block
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4.6 Implementation Results

The overall circuits include symbol boundary detection, ICFO estimation, FCFO
estimation, NCO and derotator in this thesis are synthesized using UMC 90nm
process. The synthesis tool is Synopsys Design Complier and the synthesis results are
shown in Table 4.2. There are two clock domains to serve the input data rate and the
operating frequency of ICFO estimation, 11.2 MHz and 83.3 MHz respectively. Fig.
4.13 illustrates the area proportion of each block circuit.

Table 4.2 Synthesis results

Process UMC 90 nm

System required Speed 11.2 MHz

Combinational gate counts 50806 (248789 um?)

Sequential gate counts 31211 (146694 um?)
Overall gate counts 82017 (395483 um?)
Power 12.5 mW

Area proportion of each block circuit

FCFO 128146 um?

estimation
31%
ICFO& Symbol
264905 ym? | Joundary
detection
64% NCO &
Derotator

5o, 21319 um?

Fig. 4.13 Area proportion of each block circuit
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The synthesis results of the improvement of correlation bank from signed
calculation to unsigned calculation as mentioned in section 4.2 are listed in Table 4.3.
The modified structure saves about 28% area and 22% power.

Table 4.3 Synthesis results of correlation bank

Signed calculation | Unsigned calculation
Process UMC 90 nm UMC 90 nm
Operating frequency | 83.3 MHz 83.3 MHz
Gate counts 31971 23261
Power 5.3 mW 4.1 mW

The comparisons between the original and proposed architectures are shown in Table
4.4. The improvements of calculating process and delay-line operation save 56% area
cost and 63% power consumption

Table 4.4 Comparisons of design results

Synthesis result using UMC 90 nm
Original architecture Proposed architecture
Clock domain 1 | 11.9 MHz 11.9 MHz
Clock domain 2 | 83.3 MHz(11.9 MHzx7) 83.3 MHz(11.9 MHzx7)
Gate Counts | 188,861 ( 888,216 um’) 82,017 (395,483 um)
Power 353 mW 12.5 mW
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Chapter 5

Conclusion and Future Work

In this thesis, we implement the synchronization architecture for 802.16e
OFDMA standard. This architecture can support high mobility up to 120 km/hr and
multiple transmitting antennas environment. According to the quantization of
preamble and signals, the mass of multipliers can be simplified to only adders, and we
accumulate the correlation results twice to increase the accuracy of ICFO estimation
by using the same hardware. Furthermore, a ping-pong algorithm is proposed to
increase the accuracy of ICFO synchtonization about two orders. The improvement of
calculating process from signed to lunsigned saves-28% area cost and 22% power
consumption. Finally the CFO effect is.compensated-by CORDIC based derotator by
only using shifters and multiplexers.. The overall proposed architecture saves about
56% area and 64%power consumption than the original architecture.

In the future, we can continue to implement the residual synchronizations such as
preamble match, guard interval mode detection, and improve the performance of SCO
estimation. Of course we will simultaneously concentrate on the issue of low power

and low cost.
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