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A Robust Low Power SRAM Design with Write Assist

Circuits

Student : Ssu-Yun Lai Advisors : Prof. Wei Hwang

Department of Electronics Engineering & Institute of Electronics

National Chiao-Tung University

ABSTRACT

This paper presents a floating BL 8T-SRAM. Read/Write scheme. A Write assist
scheme is also proposed to resolve the serious Write half-select disturb problem, and
simulation results show that the proposed Write scheme can work well in more
advanced technology nodes, such as 65nm and 45nm. Furthermore, Read/Write replica
circuits are designed to control access timing. Moreover, a 32-Kb 8T SRAM subarray
is implemented in UMC 90nm CMOS technology. According to simulation results, the
proposed 8T SRAM shows its benefits on low power access operations and
wide-operating voltage range. It can operate at 1GHz when Vpp is 1V and at 200MHz

when Vpp is 0.5V. So it is suitable to be adopted in portable devices.
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Chapter 1
Introduction

1.1 Background

Device miniaturization and the rapidly growing demand for mobile or
power-aware systems have resulted in the urgent need for low power circuit design [1].
In modern CMOS technology, active power (dynamic power) and passive power
(leakage power) are equally significant. This trend is shown in Figure 1.1 [2].
Therefore, to achieve low power operation, both active and passive power needs to be

considered seriously.

In emerging system on chip (SoC) designs, an:indispensable component is the
on-chip memory module. As device density-increases, a larger fraction of chip area is
devoted to the memory block to enabletmore complex functionality and higher
performance[3][4]. As a result, power of memory blocks often dominates the total
power consumption. Memory power consumption has thus been a major challenge

and design consideration in future SoC.
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Figure 1.1: Power density versus gate length.
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1.2 Motivation

As system integration growing, more SRAM are integrated on a chip or in a
package. According to ITRS2005 predictions, SRAM will occupy over 90% area of a
chip in the future 10 years. Low power SRAM design has become critical.
Furthermore, In order to extend portable devices’ working time, operating frequencies
and voltages of these devices should be adjustable according to applications’ demands.
Moreover, devices’ standby voltage can be set at a much lower level to reduce

leakages. Consequently, wide-operating-voltage range SRAM is needed.

1.3 Thesis Organization

The rest of this thesis is organized as following. Chapter 2 reviews CMOS circuit
power sources and gives possible solutions to reduce power consumption. Low power
SRAM design techniques are given in Chapter 3 and Chapter 4. In Chapter 5, a robust
low power SRAM design is proposed. Finally, Chapter 6 concludes this work.



Chapter 2
Overview of Low Power CMOS Circuit and
Static Random Acess Memory

2.1 Introduction

This chapter begins with a study of power dissipation of CMOS circuit and
circuit technique for power reduction:sPower dissipation, including dynamic
dissipation, leakage dissipation, and shortcireuit dissipation, is presented in Section
2.2. Low power circuit techniques, including supply voltage scaling, transistor
stacking, multiple threshold voltage design, is presented in Section 2.3. Summary of

this chapter is presented in Section 2.4:

2.2 Power Dissipation

2.2.1 Dynamic Dissipation

For a CMOS inverter, shown in Figure 2.1, the average dynamic power
dissipation can be obtained by summing the average dynamic power in the NMOS
transistor and the PMOS transistor. Assuming that the input Vi, is a square wave
having a period T and that the rise and fall times of the input are much less than the
repetition period, the dynamic power is given by



1 (72, 1,7 .
Po =T Jy i (OVaudt+ = [ (Vo5 -Voy. et (2.2)

Since iy (t)=C,_ d\(;j[’”‘ and i, (t)=C, av, (VDDdt_Vout) ’

C LVDZD

- (2.2)

C, Voo C, (o
I:>D = ?LJ.O Voutdvout +?LJ.VDD (VDD _Vout)d (VDD -Vout) =

Where C, is the load capacitance, %: f, f is the operating frequency. Therefore

P, = fC,V2, (2.3)

Moreover, power dissipation is data dependent , i.e. power dissipation depends on
the switching probability «, thus, dynamic power can be expressed as

P, —q fC Vi (2.4)

By (2.4), dynamic power-dissipation of. CMOS logic gate is proportional to
switching frequency, load, capacitance, square of.the supply voltage, and operation

frequency.
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—
Vin Vout
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Figure 2.1: A CMOS inverter.



2.2.2 Leakage Dissipation

There are four main sources of leakage current in a CMOS transistor as illustrated in

Figure 2.2 [14][15][16]. They are reverse-biased junction leakage current (Izev), gate
induced drain leakage (IgipL), gate direct-tunneling leakage (1), and subthreshold
leakage (Isus). Each source of leakage current will be further described in the

followings.

Source Gate Drain
®

R E— 7
\D/ Isus N+

le leipL IREV
P Substrate

Figure 2.2: Leakage current components in an NMOS transistor.

Junction Leakage

The junction leakage occurs from the source/drain to the substrate through the
reverse-biased diodes when the transistor is off, indicated as Iggy in Figure 2.2. A
reverse-biased pn junction leakage has two major components: one is minority carrier
diffusion/drift near the edge of the depletion region; the other is due to electron-hole

pair generation in the depletion region of the reverse-biased junction.

Junction leakage current depends on the area of the drain diffusion and the
leakage current density, which is in turn determined by the doping concentration.
Junction leakage components from both the source-drain diodes and the well diodes



are generally negligible with respect to the other three leakage components.

Gate-Induced Drain Leakage

Gate-induced drain leakage (GIDL), indicated as Igp. in Figure 2.2, arises in the
high electric field under the gate/drain overlap region. GIDL occurs at large Vpg and
generates carriers into the substrate and drain from surface traps or band-to-band
tunneling. Thinner oxide, higher supply voltage, and lightly doped drain structures

increase GIDL current.

Gate Direct Tunneling Leakage

Gate direct tunneling current is due to the tunneling of an electron/hole from the
bulk silicon through the gate oxide potential barrier into the gate [17][18]. Reduction
of gate oxide thickness results in the increase in the field across the oxide. The high
electric field coupled with low oxide thickness.results in tunneling of electrons from
substrate to gate and also from-gate to substrate through the gate oxide, resulting in
the gate leakage. In nanometer-scale CMOS technologies, where ultra-thin gate oxide
thickness takes place for effective.gate control, gate leakage becomes appreciable and

dominates the total leakage dissipation T19].

Figure 2.3 shows the components of tunneling current in a scaled NMOS

transistor.
They are classified in to three categories:

1. Edge direct tunneling (EDT) components between the gate and the
source-drain extension (SDE) overlap region (lgso and lgqo).

2. Gate-to-channel current (lgc), part of which goes to the source (lgcs), and the
rest goes to the drain (lgcq).

3. Gate-to-substrate leakage current (lgp).

Therefore, the gate leakage (Ig) can be divided into three major components:
1. Gate-to-source (lgs = lgso + lgcs)-
2. Gate-to-drain (Igg = lggo + lgca)-

3. Gate-to-substrate (lg).



The magnitude of the gate leakage current increases exponentially with the gate

oxide thickness Tox and the gate-to-source voltage Vgs, as shown in Figure 2.4 and
Figure 2.5, respectively [20].
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Figure 2.3: Components of tunneling current.
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Figure 2.4: Gate leakage current versus gate oxide thickness.
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Figure 2.5: Gate Leakage current versus gate voltage.

Subthreshold Leakage

Subthreshold or weak inversion conduction current between source and drain of
an MOS transistor occurs when gate voltage is_below the threshold voltage level.
Unlike the strong inversion region in which ‘the drift current dominates, the
subthreshold conduction is due:to the diffusion current of the minority carriers in the
channel for a MOS device. Forinstance;-in-an-inverter with a low input voltage and
high output voltage, for the NMOS transistor, .even Vgs is 0V, there is still a current

flowing in the channel of the off NMOS transistor due to the Vpp potential of the Vps.

Subthreshold leakage current (Isys) becomes apparent as CMOS technologies

enter the submicron era [21]. Isyg can be expressed based on the following:

Ves —Vr +7Vps

W . -V
lsus = _zuvticsthe o (1_ei) (2.5)
L Vi,

where W and L denote the transistor width and length, «~ denotes the carrier mobility,

Vin = KkT/q denotes the thermal voltage at temperature T, Csin = Cyep + Cic denotes the
summation of the depletion region capacitance and the interface trap capacitance both

per unit area of the MOS gate, and 7 is the drain-induced barrier lowering (DIBL)

coefficient. z is the slope shape factor and is calculated as:



n:1+ﬁ

0ox

(2.6)

where Co denotes the gate input capacitance per unit area of the MOS gate. Thus, the
magnitude of the subthreshold leakage current is a function of the temperature, supply
voltage, device size, and the process parameters out of which the threshold voltage

plays a dominant role.

2.2.3 Short Circuit Dissipation

The short circuit power dissipation results due to a direct path current flowing
from the power supply to the ground during the switching of a static CMOS gate.

Short circuit dissipation can be expressed as:

Psc =1 meanVDD (2-7)

where Inean IS the mean value of the short-circuit current. Assuming a symmetrical

inverter and using simple MOS formula; lwezn is modeled as [22]:

1 ﬂ 3T
| = —2\/ —_ 28
mean 12 VDD (VDD T) T ( )

where [ isthe gain factor of a MOS transistor, ¢ is the input rise/fall time.

From (2.7) and (2.8), short circuit dissipation of a CMOS inverter without load is
derived as:

3 T

AV VACES
P =12 Voo =24 )" 2 2.9

Although this is a simplified model, it reveals the fact that short circuit dissipation is

affected by supply voltage, threshold voltage, rise/fall time, and operation frequency.

9



Therefore, it is effective to minimize short-circuit power by lowering supply voltage,
increasing threshold voltage, and minimizing input rise/fall time.

2.2.4 Putting It All Together

The total power consumption of a digital CMOS circuit can be expressed as the

sum of its three components:

P

Total — PD + PL Kt Psc = fCLVDZD + ILeakVDD + ISCVDD (2-10)

ea

Clearly, supply voltage has a major dominance over power consumption. In the next
section, several circuit techniques for power control and reduction are presented,
including supply voltage scaling, transistor stacking, and multiple threshold voltage

design. Both Active and standby power reduction are considered.

2.3 Low Power Circuit Techniques

2.3.1 Supply Voltage Scaling

In a given technology, supply voltage reduction is the key to low power
operation [23][24]. When lowering the supply voltage, there are two issues that must

be considered:

1. Impact on delay: Since both capacitance and threshold voltage are constant,
the speed of the basic gates will also decrease with the voltage scaling,
where the relation between time delay T4 and supply voltage Vpp can be
modeled by using a quadratic model:

T, =k _ GV (2.11)

(VDD _VT )2

2. Impact on stability: Low supply voltage circuits are very sensitive to both
manufacturing variations and operating point changes, which leads to less
stable and less robust operation.

10



Following is an example of supply voltage scaling. Figure 2.6 shows an inverter chain
composed of four inverters. Figure 2.7 shows the relation between power and supply
voltage; Figure 2.8 shows the relation between time delay and supply voltage. It is
revealed that as supply voltage drops, power consumption is reduced, but the time
delay is increased. A common vector for finding the optimal supply voltage is the
power delay product (PDP), which is the product of power and time delay, as shown
in Figure 2.9. Another strategy is to find the worst case critical time delay and choose
the minimum supply voltage that is capable of performing the expected operation

speed.

in — out

Figure 2.6: A CMOS inverter chain.

11
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Figure 2.10: Noise margin versus supply voltage.

Relation between noise margin [25] and supply voltage is shown in Figure 2.10.

As shown, noise margin decreases as supply voltage drops. Noise margin issue is

especially important in low voltage and subthreshold circuit designs [26].

2.3.2 Transistor Stacking

Transistor stacking is an effective technique to reduce subthreshold and gate

leakage current[27][28]. Leakage current flowing through a stack of series-connected

transistors reduces if more than one transistor in the stack is off, which is known as

the stacking effect. The staking effect can be understood by considering a two-input
NAND gate, as shown in Figure 2.11. When both MN1 and MN2 are off, the voltage

at the intermediate node (V) raises to.a;positive value due to a small drain current.

Positive potential at the intermediate node-leads tothree effects:

1.

2.

Gate-to-source voltage of MN1 becomes negative.

Negative body-to-source potential-of MN1 causes more body effect. The
body effect describes how.the potential difference between source and

body affects the threshold voltage, which can be modeled as:

Vi =Vio+7({ds + Ve _\/%) (2.12)

Drain-to-source potential of MN1 decreases, resulting in less

drain-induced barrier lowering.

As a result, negative gate-to-source voltage, higher threshold voltage due to the body

effect, and less drain-induced barrier lowering due to the reduction of drain-to-source

voltage, leakage current is reduced.

14
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Figure 2.11: Two-input NAND gate stacking effect illustration.

Transistor stacking for low power can be referred to power gating. Power gating
devices can be classified into two main categories: footer and header devices. Footer
is by inserting NMOS sleep transistors' between real GND and virtual GND, while
header is by inserting PMOS sleep transistors between read Vpp and virtual Vpp, as
shown in Figure 2.12 and Figure 2413, respectively.

Figure 2.14 and Figure 2:15 are testing examples of footer and header. The
effectiveness of standby power saving by footer.and header are shown in Figure 2.16
and Figure 2.17. Time delay comparisons are shown in Figure 2.18 and Figure 2.19.
As shown, by sacrificing operation speed, a circuit with power gating devices has
significant standby power (leakage power) reduction. Trade off between power and
speed is also illustrated. For a circuit with power gating, the less power gating are
inserted, the more power is saved, and the more power gating are inserted, the less
time delay it performs. Adding power gating devices usually contributes very slight
active power overhead, which is revealed in Figure 2.20 and Figure 2.21. Another
interesting thing worth notice is the comparison between footer and header, which is
demonstrated in Figure 2.22 and Figure 2.23. NMOS has stronger driving ability than
PMQOS, resulting in smaller time delay when applying footer power gating. On the
other hand, as shown in Figure 2.5, PMOS has smaller leakage current than NMOS,

resulting in smaller power consumption when applying header power gating.
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Figure 2.16: Standby power comparisons when applying footer power gating.
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Figure 2.17: Standby power comparisons when applying header power gating.

18



100

——&—— 4 inverters per footer
------- O------ 2 inverters per footer
————— 1 inverter per footer
no footer

!
>
i

Tine delay (ns)

£
—_
1

0.01 T T T . .
00 0.2 04 0.6 0.8 1.0 1.2

Supply voltage (V)

Figure 2.18: Time delay:comparisons when-applying footer power gating.
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Figure 2.19: Time delay comparisons when applying header power gating.
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Figure 2.20: Active power comparisons when applying footer power gating.
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Figure 2.21: Active power comparisons when applying header power gating.
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2.3.3 Multiple Threshold Designs

Multiple threshold CMOS (MTCMOS) circuit has transistors with different
threshold voltage. In general, there are regular threshold (regular-V+) transistors, low
threshold (low-Vr) transistors, and high threshold (high-Vy) transistors. Low-Vr
transistors has larger driving ability, and can be used to achieve high performance, but
it has the largest leakage current among the three types of transistors. High-V+
transistors has the least leakage current, but its performance is the slowest among the
three types of transistors. The performance of regular-Vr transistors is in between
low-Vr and high-Vr transistors. Following are three multiple threshold technologies:

1. Dual threshold CMOS: In a logic circuit, if a logic gate is in the critical
path, the gate is implemented by low-Vy transistors to maintain
performance; if a logic gate is in a non-critical path, the gate is
implemented by high-V+ transistors for leakage power reduction [29]. This

technique is demonstrated,in-Figure2,24.

2. Mixed-Vr (MVT) CMOS technique: Unlike dual threshold CMOS
technique, MVT CMOS" design technique allows different thresholds
within a logic gate,”placing high-Vr transistors in non-critical paths to
reduce leakage power, and placing low-V+ transistors in critical path(s) to
maintain performance [30][31]. Figure 2.25 is an example of MVT CMOS
logic gate. Suppose that the transistors in squares are the transistors in the
critical paths, thus, assigning low-V+. For the other transistors, high-Vr are
assigned for leakage power reduction without degrading performance.
Both dual threshold CMOS and MVT CMOS technique can achieve power

reduction without delay and area overhead.

3. Multithreshold-voltage CMOS: Multithreshold-voltage CMOS (MTCMOS)
technique is based on transistor stacking technique, but utilizes low-V+
transistors for logic gates and apply high-Vr transistors to power gating
[32]. Examples are shown in Figure 2.26 and Figure 2.27. Assigning
high-V1 to power gating devices can further improve leakage cut off
efficiency, while the delay overhead can be compensated by low-V+ logic

gates. Figure 2.28 and Figure 2.29 are testing examples of MTCMOS
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circuit. Figure 2.30 and Figure 2.31 show the standby power comparison
between inverter chain with and without MTCMOS technique. It is
obvious MTCMOS technique significantly reduces standby power. Figure
2.32 and Figure 2.33 show the time delay comparison between inverter
chain with and without MTCMOS technique. High-Vt has smaller driving
current, thus resulting delay overhead. Delay overhead can be reduced by
replacing regular-Vy transistors with low-Vy transistors. Figure 2.34 and
Figure 2.35 show the active power comparison between inverter chain
with and without MTCMOS technique. Active power reduction by
MTCMOS is not apparent in this case, since the gate count under

simulation is very limited.

—=  Critical path

- . . . Non-critical path
- Low-VT gate

High-VT gate

Figure 2.24: Dual threshold CMQOS circuit.
I <

&
Ee

Figure 2.25: MVT CMOS scheme.
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2.4 Overview of SRAM Operation

Embedded memory typically occupies the largest portion of SoC die area, and
has the largest influence on cost, power, performance, and reliability. It is predicted
that over 909 of the future chip area is occupied by memory circuits [33]. Thus,
robust low power memory design is a key for low power systems.

The most widely used form of embedded memory is the static random access memory
(SRAM). Figure 2.36 [34] is a typical SRAM organization. It includes storage cells,
row and column decoder for appropriate word selection, sense amplifiers to amplify
bitline swing, read/write circuitry for proper read/write control and data buffer.
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2.4.1 6T SRAM Cell

Figure 2.37 shows the schematic of the 6T SRAM cell commonly used in
practice. The cell uses a single wordline and both true and complementary bitlines.
The cell contains a pair of cross-coupled inverters for data storage and an access

transistor for each bitline.

For read operation, bitlines are first precharged to high. The wordline is then
activated, and one of the bitlines will be pulled down by the cell. For example, in
Figure 2.38, Q=0 and Qy,=1, BL will therefore be pulled down by transistors
MAL-MNL, while BL;, stays high. A differential signal is generated on the bitline
pair, and the sense amplifier at the read output end will detect this small signal and

transforms it into full swing voltage.

For write operation, one bitline is driven high and the other low. The wordline is
then turned on, and data on bitlines will overpower the cell content with the new
value. For example, in Figure 2.39,:Q=0, Q,=1, BL=1, and BL,=0, Qp will be forced

to low, and Q will rises high.

Dk .— bitline

word line

storage
(RAM) cell

Row Address
£

/Row Decoder\

E g A ¥ Y ¥ h h m2!

] 0 » i

= A, i Column Decoder~~ Selects appropriate

8 2 A word from memory row

[y
T

Sense Amplifiers amplifies bit line swing

Read/Write Circuits

o

Input/Output (m bits)

Figure 2.36: SRAM organization.
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Figure 2.39: Wriet example of 6T SRAM.
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2.4.2 SRAM Cell Stability

2.4.2.1 Hold Stability

Figure 2.37 is a conventional 6T SRAM bitcell. When the bitcell is holding data,
the wordline (WL) is low so that NMOS access transistors (MAL and MAR) are off.
The cross-coupled inverters must maintain bi-stable operating points in order to
properly hold data. The best measure of the ability of the cross-coupled inverters to
maintain their state is the static noise margin (SNM) [37]. The Hold SNM is defined
as the maximum value of DC voltage noise that can be tolerated by the SRAM cell
without changing the stored bit when the access transistors are off. Figure 2.40 shows
the standard setup for modeling Hold SNM. DC noise sources Vy are introduced at
each of the internal nodes in the bitcell. Cell stability changes as Vy increases. Figure
2.41 [36], known as the butterfly curve, is the most common way of representing the
SNM graphically. The butterfly curve plots thevoltage transfer characteristic (VTC)
of Inverter R and the inverse VTC of|Inverter L. Inverter R and Inverter L are shown
in Figure 2.42. The SNM is defined as the length of the side of the largest square that
can be embedded inside the lobes of therhutterfly curve. When the value of Vy
increases, the VTCs move horizontally and/or-wvertically. When the value of Vy is
equal to the value of SNM, the VTCs meet at only two points. Further noise flips the

cell content.

BL=VDD BLb=VDD
WL=GND

Vn
T o+
Q —® rd Qb

Vi

Inverter L Inverter R

Figure 2.40: Standard setup for finding the Hold SNM.
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VTC for Inverter L
= = VTC for Inverter R with Vu=SNM
- VTC for Inverter L with Vi=SNM

Figure 2.41: Butterfly curve plots for representing SNM. The VTCs of the
cross-coupled inverters are represented by the solid curves. The length of the side of
the largest embedded square in the butterflyzcurve is the SNM. When the worst case
static noise is applied (e.g., Vn =:SNM),.the bitcell is mono-stable, thus loosing its
data.

2.4.2.2 Read Stability

The most common method to measure read stability is the Read SNM. SNM is
defined in the previous subsection, but the setup for Read SNM is different from
Hold SNM. Figure 2.42 shows the standard setup for modeling Read SNM. WL is on
for read access; BL and BL,, are set to Vpp to indicate the initial value of bitlines are

precharged to high.

BL=VDD BLb=VDD
WL=VDD

[ o]
rers;

Vn

Inverter L Inverter R

Figure 2.42: Standard setup for finding the Read SNM.
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Ina conventional 6T cell, Read SNM is worse than Hold SNM. During read, the
cell begins with the wordline being turned on, with the bitlines initially high. This
causes the low node within the cell to rise due to the voltage dividing effect across
the access transistors and the pull down transistors. If this node voltage becomes
close to the threshold of the pull down devices, process variations combined with
noise coupling may flip the state of the cell. Figure 2.43 [36] shows example of

butterfly curves during hold and read, revealing the degradation in SNM during read.

VDD

QB (V)

0 vDD
Q (V)

Figure 2.43: Example butterfly.curve plots for hold SNM and Read SNM.

2.4.2.3 Write Ability

A common way to characterize write ability is the write margin (WM) or write
trip point (WTP) [38][39]. WTP defines the maximum voltage on the bitline needed
to flip the cell content. Figure 2.44 shows the conceptual setup to measure WTP of
6T SRAM cell. Figure 2.45 [35] shows a corresponding example of finding WTP. As
the bitline voltage is lowered to a certain level, the cell content is flipped, indicating a
successful write. Larger WTP means smaller voltage must be lowered below Vpp for
successful write, indicating it is easier to write into the cell. If the WTP becomes
negative, it means that it is not possible to write into the cell. To sum up, a higher

WTP represents better write ability.
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Figure 2.44: Setup for finding WTP.
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Figure 2.45: Write margin of a SRAM cell, determined by WTP.

2.4.3 Column Circuitry

Figure 2.46 shows a SRAM column configuration. The precharge circuit is used
to precharge the bitlines high and equalize bitline pair before operation. Each column
must also contain write drivers and read sensing circuits. Write drivers pull the
bitline or its complement low during write operation. The sense amplifier shown is a
commonly used latch type sense amplifier. When the sense amplifier is activated, the
cross-coupled inverter pair pulls one output low and the other high through

regenerative feedback.
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Figure 2.46: An' SRAM column.

2.5 Single Read Bit Line 8T SRAM Cell

As variability concerns mount in future CMOS technologies, SRAM cell stability,
which depends on delicately balanced transistor characteristics, becomes a significant
concern. So there are a few of problems within 6T Cell. At the cell level, transistor
strength ratios must be chosen such that cell static noise margin and write margin are
both maintained, which presents conflicting constraints on the cell transistor strengths.
For cell stability during a read, it is desirable to strengthen the storage inverters and
weaken the pass-gates. The opposite is desired for cell writeability: a weak storage
inverter and strong pass-gates. This delicate balance of transistor strength ratios can
be severely impacted by device variation, which dramatically degrades stability and
write margins, especially in scaled technologies. Low supply voltages further
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exacerbate the problem as threshold voltage variation consumes a larger fraction of
these voltage margins. Variability can thus limit the minimum operating voltage of
SRAM.

WWL SNM Free
Read port

§‘| --IE
N2 N1 S:I

RWL (R W
WB NWB RB

Figure 2.47: Single read bitline (SRBL) 8T cell.

In the single read bitline (SRBL) 8T-cell,:shown Figure 2.47, two transistors are
added to create a disturb-free read_mechanism. Since-read and write are controlled by
separate devices within the cell; the two-are entirely decoupled—a level that 6T cells
can never reach even with dual or dymamic voltage techniques. This widens the cell
optimization space to achieve sufficient stability and writeability margins without the
need for secondary or dynamic voltage supplies. In addition, like register files,
separation of read and write ports in the cell itself enables 1R1W dual-port operation,
which provides significant systems performance advantages.

2.6 Summary

In this chapter, power dissipation is first reviewed, including dynamic dissipation,
leakage dissipation, and short circuit dissipation. After analyzing power dissipation
sources, some useful low power techniques are presented, including supply voltage
scaling, transistor stacking, and multiple threshold design. Testing examples and
simulation results are demonstrated, which shows the effectiveness of applying these

low power techniques. All simulations done in this chapter is based on UMC 90nm
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CMOS technology.

37



Chapter 3

Low Power Write Assisttant Scheme

3.1 Introduction

Conventionally, BL power and WL power are two main factors of SRAM active
power. BL power can be reduced by decreasing its capacitance or voltage swing, such

as reference. Besides, WL power can also be reduced by shortening the WL length.

In conventional 8T SRAM, WBL pairs are pre-charged first during write cycles,
and the selected WWL is asserted rapidly. Figure 3.1(a) shows these signals. In
addition, there are usually several words sharing a WW.L. If one of these words is
selected, others would face Write half-select disturb,-and it would lead to high power

waste.

Write Write Standby

Figure 3.1: (a) Conventional WWL and WBL pair signals;
(b) Proposed WWL and WBL pair signals.
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3.2 Low Power Write Assist Scheme

Write margin (WM) of SRAM cells can be defined as:
WM = Vdd-[V(WWL)-V(WBL)]tip; (1)

Where [V(WWL)-V(WBL)]trip represents the voltage difference between the selected
WWL and WBL when SRAM cells are at meta-stable point during Write cycles. The
Eq. (1) implies that data can be written into a SRAM cell by only turning on a WWL
if one of WBL pairs has been connected to ground without WBL pairs pre-charged.
However, Write half-select problem is more serious when initial WBL pairs voltage
level is lower than Vdd-Vtn during Write cycles, as Figure 3.2 shown. This
phenomenon makes floating WBL scheme impractical if WWL is operated

conventionally.

50.00%
——VBL=1.0V
40.00% | _g-VBL=0.6V
>
£ 30.00% ——VBL=0.3V
E ——VBL=0.0V N
@] 0, )\/
& 20:00% = \i=30mv j‘ \ / J\
10.00% UMC 90nm X
0.00%
0 0.2 0.4 0.6 0.8 1

Noise Margin (V)
Figure 3.2: Monte-Carlo simulation results (32,000 nodes) for noise margin
distributions with different initial WBL voltage levels. (Rising edge = 160ps, BL =
32-bit, Vdd = 1.0v).
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Figure 3.3: Write selected bit and Write half-select disturb.

An example is made to explain the mechanism of Write half-select disturb.
Figure 3.3 shows two SRAM cells.sharing a WWL. Initially, N1 and N3 are zero, and
N2 and N4 are Vdd. It is also assumed that Bit A is selected and Bit B is
half-selected during Write cycles. Thus;WBL B and WBLB_B are floating.
Moreover, M1 and M2 form a-voltage divider after WWL turned on. If equivalent
resistance of M2 (R2) is too small,‘the voltage @f N4 would drops too low, and Bit_B
data may be violated. Because R2 is determined by the voltage difference between
WWL and WBLX_B, it can be kept as a larger value by controlling WL rising slowly
or rising WBLB_B voltage. Figure 3.4 shows that noise margin (NM) of a
Write-half-selected cell becomes better with longer WWL rising edge when WBL

pairs are initially zero.

Otherwise, NM of a Write-half-selected cell is affected by WBL pair length.
Figure 3.5 shows that NM of a Write-half-selected cell becomes worse with longer
WBL pairs. Figure 3.6 is used to explain this phenomenon. After WWL turned on,
Bit_B starts to charge WBLB_B. If WBLB_B is longer, WBLB_B voltage level
would rise slower. As a result, equivalent resistance of M2 would be smaller, and NM
of Bit_B becomes worse. Therefore, WWL should be turned on more slowly with
longer WBL pairs, but it leads to SRAM performance degradation.

In our proposed Write scheme, WBL pairs are designed hierarchical to decrease
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local WBL pair length. In addition, Pre-charged circuits are eliminated, but equalizers
are still reserved. During Write cycles, voltage of WBL pairs are set equivalent first.
Then, the selected WWL starts to rise. After detecting Write operation success, Write
replica circuit sends a signal to turn off WWL driver instantly. These signals are
shown in Figure3.1(b). In the proposed scheme, WWL drivers are designed with
weaker PMOSs, and the rising edge of WWL is longer than conventional designs. By
this way, Write half-select disturb would be eased a lot, and WWL driver area is also
decreased. Another advantage of this design is that WWL swing is reduced. Data can
be written into a cell when WWL voltage is larger than [V(WWL)-V(WBL)]trip.
Therefore, WWL don’t rise to VVdd. Otherwise, floating side of WBL pairs is charged
by the Write half-select cell. These charges can help to ease Write half-select disturb

in this Write cycle and they can also be reused in the following Write cycles.

This proposed scheme is also implemented in 65nm and 45nm technology nodes
by PTM models. The simulation results are shown in Figure 3.6. It clearly shows that

the proposed Write assist scheme .can still work.well in these advanced technology

nodes.
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Figure 3.4: Monte-Carlo simulation results (32,000 nodes) for noise margin
distributions with different rising edge. (Initial WBL voltage = 0V, BL = 32-bit, Vpp =
1.0v)
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Figure 3.6: Monte-Carlo simulation results (32,000 nodes) for noise margin
distributions with different rising edge in different technology nodes: (a) PTM 65nm;
(b) PTM 45nm. (Initial WBL voltage’= 0V, BL%:32-bit, Vpp = 1.0v)

3.3 Summary "

In this chapter, a write assist ‘scheme' is broposed to resolve the serious write
half-select disturb problem, and simulation results show that the proposed Write

scheme can work well in more advanced technology nodes, such as 65nm and 45nm.
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Chapter 4
Low Voltage Replica Wordline Timing Controller

4.1 Introduction

With the migration toward low supply voltages in low-power SRAM designs,
threshold and supply voltage fluctuations will begin to have larger impacts on the
speed and power specifications of SRAM’s. Furthermore, with the fluctuations in the
threshold voltages also not expected to decrease in future submicron devices, the
delay variability of low-power circuits across:process corners will increase in the
future. The large delay spreads across pracess corners will necessitate bigger margins
in the design of the bitline path in an SRAM, and-also will result in larger bitline
power dissipation and loss of-speed:”This-problem can be mitigated by using a
self-timed approach to designing‘the bitline path,” based on delay generators which

track the bitline delays across operating conditions.

The replica circuits can minimize the effect of operating conditions’ variability
on the speed and power. Replica memory cells and bitlines are used to create a
reference signal whose delay tracks that of the bitlines. This signal is used to generate
the sense clock with minimal slack time and control wordline pulsewidths to limit
bitline swings. And this type of bitline swing control can be achieved by a precise

pulse generator that can match the bitline delay.

4.2 Clock Matching

The prevalent technique to generate the timing signals within the array core
essentially uses an inverter chain. This can take one of two forms—the first kind
relies on a clock phase to do the timing [Figure. 4.1(a)], and the second kind uses a

delay chain within the accessed block, and is triggered by the block select signal
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[Figure 4.1(b)] or a local wordline. The main problem in these approaches is that the
inverter delay does not track the delay of the memory cell over all process and
environment conditions. The tracking issue becomes more severe for low-power
SRAM’s operating at low voltages due to enhanced impact of threshold and supply

voltage fluctuations on delays as described by

2 2 2
Oy o Ovgd + 0wt

T2 (Vdd —Vt)? @)

which shows that delay variations are inversely proportional to the gate overdrive.
Figure 4.2 plots the ratio of bitline delay to obtain a bitline swing of 120 mV from a
1.2V supply and the delay of two different delay elements for various operating
conditions. One delay element is based on an inverter chain with a fan-out of four
loading (diamonds), and the other is based on a replica structure consisting of a
replica memory cell and a dummy bitline. The process and temperature are encoded
as XYZ where X represents the nMOS type (S = slow, F = fast, T = typical), Y
represents the pMOS type (one of'S, F, T),.and Z is the temperature (H for 115 C and
for 25 C). The S and F transistors_have a 2-sigma. threshold variation unless suffixed
by a 3, in which case they represent 3:sigma threshold variations. The process used is
a typical 0.25-um CMOS process, and'simulations are done for a bitline spanning 64
rows. We can observe that the bitline delayto inverter delay ratio can vary by a factor
of two over these conditions, the primary reason being that, while the memory cell
delay is mainly affected by the nMOS thresholds, the inverter chain delay is affected
by both nMOS and pMOS thresholds. The worst case matching for the inverter delay
chain occurs for process corners where the nMOS and pMOS thresholds move in the
opposite direction. In the above simulations, it is assumed that they move
independently, while in reality, there will be some correlation between them which
would make the mismatch for the inverter delay chain less pronounced, but still worse

than that of the replica element.

The delay element is designed to match the delay of a nominal memory cell in a
block. But in an actual block of cells, there will be variations in the cell currents
across the cells in the block. Figure 4.3 displays the ratio of delays for the bitline and
the delay elements for varying amounts of threshold mismatch in the access device of

the memory cell compared to the nominal cell. The graph is shown only for the case
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of the accessed cell being weaker than the nominal cell as this would result in a lower
bitline swing. The curves for the inverter chain delay element (hatched) and the
replica delay element (solid) are shown with error bars for the worst case fluctuations
across process corners. The variation of the delay ratio across process corners in the
case of the inverter chain delay element is large even with zero offset in the accessed
cell, and grows further as the offsets increase. In the case of the replica delay element,
the variation across the process corners is negligible at zero offsets, and starts growing
with increasing offsets in the accessed cell. This is mainly due to the adverse impact
of the higher nMQOS thresholds in the accessed cell under slow nMOS conditions. It
can be noted that the tracking of the replica delay element is better than that of the

inverter chain delay element across process corners, even with offsets in the accessed

memory cell.
) )
o (4
|- £ |-
& &
] ]
" delay chain |—

Figure 4.1: Common sense clock generation techniques.

There are two more sources of variations that are not included in the graphs
above and make the inverter matching even worse. The minimum sized transistors
used in memory cells are more vulnerable to delta—W variations than the nonminimum
sized devices used typically in the delay chain. Furthermore, accurate characterization
of the bitline capacitance is also required to enable a proper delay chain design. These
two sources of variations would make the matching even worse for the inverter chain

delay element.
All of the sources of variations have to be taken into account in determining the
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speed and power specifications for the part. To guarantee functionality, the delay
chain has to be designed for worst case conditions, which means that the clock circuit
must be padded in the nominal case, degrading performance. Replica-based delay
elements, by virtue of their good tracking, offer the possibility of designing SRAM’s
with tight specifications across all process corners. Two ways of creating and using

these replica structures are explained in the following sections.
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Figure 4.2: Delay matching between the bitline delay to generate 120mV and two
delay elements, one based on an inverter chain and the other on a replica cell-bitline

combination.
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4.3 Low Voltage Replica Wordline Timing Controller

We take a 2x2 SRAM memory cell, called MC, array for an example. In the
Figure 4.3, there are one column and one row replica memory cell, called RMC,
around the memory array. So there is a 3x3 cell array in total. Besides, there are still

column drivers, wordline drivers, and data detecting circuits.

The write wordline replica operation is discussed. First, we get a signal from
decoder to activate the wordline driver and select the correct wordline. When the
selected data is written by way of controling column driver, the RMC in the red
rectangle is written at the same time. Because the RMC is the same as common MC,
the timing for data changging is equal. We can observe the data changging situation
directly and sending a signal to data detecting circuit to decide what time to close the

wordline driver to ensure the correct timing and less power consumption.

2X2 Array
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=
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é Driver Driver Driver
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Figure 4.3: A 2x2 memory array with replica cell and circuits.
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4.4 Summary

In this chapter, the basic concepts of wordline replica circuit are narrated
carefully, and the detailed write/read wordline replica operation will be discussed at
Section 5.3.2. And, A 8T low power SRAM including write assist circuit and

write/read wordline replica circuit is introduced in chapter 5.
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Chapter 5
A Robust Low Power SRAM Design with Write
Assist Circuits

5.1 Introduction

SRAM is a key component of various modern SoC applications. Growing
demand for multimedia-rich applications in handheld portable devices continues to
drive the need for large and high-speed embedded SRAM to enhance system
performance. In this chapter, a low power embedded SRAM with wide supply voltage
(Vop = 0.5-1.0V) has been designed with UMC.90nm CMOS technology model. A
write assist scheme is proposed to resolve to reselve the serious write half-select
disturb problem. It not only reduces the power dissipation, but alao maintains the data
accuracy. Furthermore, read/write replica circuits-are designed to control access

timing.

This chapter is organized as follows. The whole system architecture of the
proposed robust and low power SRAM is carefully discussed in Section 5.2. Section
5.3 presents the circuit implementation to fulfill the intention of the proposed low
power write assist scheme which is presented in Section 4.4 and the low power timing
controller which is presented in Section 4.5. The completed design implementation is
shown in Section 5.4. The simulation results of the proposed SRAM implemented

with UMC 90nm CMOS technology model are shown in Section 5.5.
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5.2 System Architecture

The complete proposed 8T low power SRAM, shown in Figure 5.1, consists of
four major blocks; they are SRAM cell array including read/write circuitry and
read/write wordline replica circuitry, control circuitry, read/write wordline driver, low
power pre-decoder circuitry. The equivalent SRAM symbol of size 1024-word by
32-bit is shown in Figure 5.2 The signal description is shown in Table 5.1, and the

command truth table is further shown in Table 5.2.

When the Control Circuit is activated (CE = “1’), it sends signals to decoder
(Row Decoder and Column Decoder) to turn on the wordline by the wordline driver
(RWL Driver or WWL Driver). If the operation is in the write operation condition
(WE = “17), input data (D[31:0]) is previously fed into the SRAM array. When the
write wordline opening, the content of the-ward is overwritten. After the content is
overwritten, the write wordline replica eircuits in:the SRAM array send a signal to
turn off the WWL Driver to save power and to the accuracy of the data. On the other
hand, if the operation is read operation (WE = ‘0’), the local read amplifier in the
SRAM array starts to sense the.content of the word then sending it to the global
reading bitline. Resembling to the condition of'the WWL, the read wordline (RWL)is
activated at the same time. After global reading scheme achieving the sensing, it sends
a signal to turn off the RWL Driver. Last, the output data (Q[31:0]) is read from the

global reading scheme.
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Figure 5.1: Block diagram-ofthe proposed SRAM.

CLK — L Q[31:0]
CE —
WE —
1024x32
SRAM
A[9:0] —
D[31:0] —

Figure 5.2: 1024x32 SRAM symbol.
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Table 5.1: Signal description.

Input CLK clock frequency
CE chip enable
WE read/write enable
A[9:0] word address

D[31:0] | 32-bit input data

Output || Q[31:0] | 32-bit output data

Table 5.2: Command truth table.

CE WE Operation
Low X chip disable
High Low read operation
High High write operation

5.3 Circuit Description

5.3.1 Cell Array

The access path in the proposed 8T low power SRAM is shown in Figure 5.3.
There are 32 bits on a local Column, and each local Column has its delicated local
write driver (LW _Driver). In addition, local Columns are also organized interleaving,
and four local Columns are combined to form a Section. Two Sections share a local
read amplifier (LR_AMP), and eight Sections form a Block. There are 32 Blocks in
this 32-Kb SRAM. All Sections in the same Block share an output circuit and a global
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write driver (GLW_Driver). In order to simply timing controller designs, global

read/write path are static.
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ﬂ
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Figure 5.3: The proposed 8T SRAM array.

Because LR_AMP is shared by two sections, its sensing results of LR_AMP are
complement with different section inputs. Therefore, the global output circuit contains
an inverter and a multiplexer. By selecting outputs directly from GBLs or inverters,

output signals would be correct.

55



5.3.2 Read/Write Wordline Replica Circuitry

Read and Write replica circuits are also designed in the proposed SRAM. They
are shown in Figure 5.4. When selected cells are at trip points, Write replica sends a
signal to turn off the selected WWL as soon as possible. Thus, WWL swing can be
reduced. On the other hand, replica RBL is pre-charged to VVdd-Vtn at beginning of
Read operations. The reason is that RBL voltage level would be charged to VVdd-Vtn if
successive “logic 1” are read. By this special design, a local read replica circuit can
monitor the worst Read case. After detecting zero on replica RBL, a Read replica
circuit sends a signal to turn off pass transistors of LR_AMPs. Then, LR_AMPs finish

sensing local RBLs.
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F N Local Read Replica Amp —--|3>
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Figure 5.4: Read/write replica circuits.

5.3.3 Wordline Driver

The wordline driver (WLD) is analogous to the two input NOR gate in nature.
The Figure 5.5 shows the structure of the wordline driver. In order to match the
structure of the SRAM architecture, there are 32 WLDs in a block. The first kind of
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the inputs are EWL[31:0] from the row decoder to decide which wordline in some

Block of the SRAM array is activated whether in the write operation or in the read

operation. In order to reduce the power consumption, when the write or read operation

is finished, the other input called WWL_rep from the replica circuitry is fed into the

WLDs to discharge the wordline.
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EWL 1 WL_I
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WLD
°
32 WLDs as a unit Py
°
T M127
0| M125
EWL 31 WL_31
__‘.
—' M126 0_{ .

WLD

1 TAM

do.

From Replica

Figure 5.5 : The wordline driver (WLD) structure.

There are two kinds of the WLD. One is the write wordline driver (WWL Driver),

and the other is the read wordline driver (RWL Driver). They are completely equal in

the appearance, but different in the size tuning. To prevent the write-half-select
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condition appearing in the write operation, we narrow the width of the total PMOS to
lower the speed of the WWL rising.

5.4 Design Implememtation

A 1024-word by 32-bit robust low power 8T SRAM design with write assist
circuits is implemented in UMC 90nm CMOS technology with 1V supply voltage.
This sizing configuration is suitable for being a basic SRAM block. The target
application is the portable devices, where chip design is required to be highly
integrated in a tiny area, and data needed highly stability. The proposed design is fully
functional in all process corners. The layout view of the SRAM block is shown in

Figure 5.6.

319 um

L
A
’| Iil
L

Figure 5.6 : Layout view of the proposed SRAM.

5.5 Simulations Result

As shown in Table 5.3, SRAM size, system frequency, supply voltage, read and
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write power are given by the system speculation. The proposed robust low power
SRAM s simulated in UMC 90nm CMOS technology. According to simulation
results, this 32-Kb SRAM can operate at 1GHz when Vpp = 1.0V. It also can operate
at 200MHz when Vpp = 0.5V. When this SRAM works at 1GHz, it takes 7.73mW and
9.22mW power consumption during read and write operations respectively. When it
works at 200MHz, it takes 754uW and 826uW power consumption during read and
write operations respectively. When supply voltage is 1.0V, WWL rising edge is 0.3ns
and its voltage swing is 850mV. When supply voltage is 0.5V, WWL rising edge is
1.18ns and its voltage swing is 330mV.

Table 5.3: Summary of the SRAM features.

Technology UMC 90nm CMOS
SRAM Configuration 1024-word by 32bit (32-kb)
Area 53 Tum X 319um
Supply Voltage 1.0OVZ ~ 0.5V
Frequency 1GHz ~ 200MHz
Read Power 7.73mW ~ 754uW
Write Power 9.22mW ~ 826uW

Process, voltage, and temperature variations are simulated. The proposed design
is fully functional within +/-% voltage variation, 0°C to 100°C temperature variation,
and all process corner. Simulations results are summarized in Table 5.4, Table 5.5,
Table 5.6.
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Table 5.4: Process corner simulation (@500mV ; 25 °C).

Read Power (uW) | Read Power (uW)
TT 754 826
SS 500 496
FF 2840 2901
FNSP 1089 1239
SNFP 585 632

Table 5.5: Woltage variation simulation (@TT corner ; 25 °C).

Read Power (W) | Write Power (uW)
450mV 602 750
500mV 754 826
550mV 835 923

Table 5.6: Temperature variation simulation (@TT corner ; 500mV).

Read Power (uW) | Write Power (uW)
0°C 560 624
25°C 754 826
100°C 2459 2533
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Chapter 6
Conclusions

6.1 Conclusions

A novel 200MHz - 1GHz low power 8T SRAM is proposed. A low power write
assist scheme is also proposed to resolve the serious write half-select disturb problem,
and the simulation results show that the proposed write scheme can work well in more
advanced technology nodes, such as 65nm and 45nm. Furthermore, read/write replica
circuits are designed to control access timing. Moreover, a 32-Kb 8T SRAM is
implemented in UMC 90nm CMQS technology. According to simulation results, the
proposed 8T SRAM shows its benefits- on. low. power access operations and

wide-operating voltage range, and it'is suitable to be adopted in portable devices.
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