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ABSTRACT

The using of ArF lithography with high-numerical aperture (NA) to print 65nm
wafer features translates.into a k1.factor approaching values-about 0.3 and mask
features of the order ofysthe wavelength for 4X_ magnification. In addition, the
Phase-shifting mask (Alt PSM)-employ etehing with a depths so that have a optical
difference in order to make a 180° phase-shifting openings. As a consequence of
wavelength sized and high aspect ratio mask features, thick mask effects are
becoming a error source of simulation, which are particularly critical for Alt. PSM,
and 3D rigorous electromagnetic field simulations in the sub-wavelength regime.

In the past, Kirchhoff's Boundary Conditions on the mask surface provides the
so-called “Thin Mask” approximation of the object field. But for sub-wavelength
lithography, however, it fails to account for thick mask effect A new simulation
model is proposed, which is based on a comparison of the fields produced by the thick

masks on the wafer. Which is Finite-Difference Time-Domain(FDTD). It can discrete



the Maxwell’s equation to fit computer’s simulation. We can use FDTD techniques to

view rigorous Simulation of electromagnetic scattering and diffraction.
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Chapterl: Introduction

Optical Lithography represents the main manufacturing technology of integrated
circuits (IC) today. Over the many years, lithography need to challenge to the smaller
and smaller size, better known as Moore's Law [1], of doubling chip density roughly
every eighteen months while maintaining a nearly constant chip price. Nowadays
photolithography continues to enable this steady miniaturization of the wafer Critical
Dimensions (CD, also call feature size) below the illumination wavelength through
the utilization of ingenious techniques of resolution enhancement [2].

The fabrication of DRAM chips need the most advanced lithographic techniques.
The half-pitch (mainly the distance between near memory 'cells' on the chip) is an
important practical constraint in the fabrication o DRAMs. But more recently, the
significant commercial pressure forincreased performance and expansion of market
size has resulted in the development of microprocessors, high-end logic large-scale
integrated (LSI) circuitsgand 'system=-on-a-chip' LSI circuits:that each use

smaller-scale patterning than the contemporary generationsof DRAMs.

1.1 Introduction to optical lithography

The numerical aperture (NA) of a lens is defined as: NA=nsind__ ( the

capability of lens system to capture the diffraction information of object.) ,where n is

the refractive index of the imaging medium and @__ is the maximum acceptance angle.

max

The space at the entrance side of the lens is called object space, and the space at the

exit side of the lens is called image space. As FIG 1.1 The numerical apertures on

NA
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both spaces are related through the magnification of the system, M: M =

Usually M= , for 4X or 5X reduction systems
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FIG 1.1 Numerical Aperture(NA)

The expression for the critical dimension is:

CD =k -
NA

Where Kk, depend on the lithography process ,such as photoresist processing,
coherence of the illumination and wave manipulation andsother process parameters,
Physical limitations constrain K—to be=greater than, 0.5 and 0.25 for coherent and
incoherent illuminationgrespectively.[3]

Images observed on planes put.of focus become blurred:and loose definition. The
range of distances about the focal plane over which the'image is adequately sharp
according to certain specifications is defined as the Depth of Focus (DOF). This

quantity can be seen to be governed by the following expression [4]:

As FIG 1.2,
Exit pupil axis

W
— / —

\/S OPD: optical path difference
\
\
\ Image position for reference (S) wavefront

Image position for defocused (W) wavefront

FIG1.2 Depth of Focus(DOF)
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We can know that OPD:

. 4 . 6
OPD:5(1—0059)=g[sin29+Sln ¢9+s1n 9+...J

4 8
(1-2a)
A

OPD ~ ésin2 6?+CDL
2 2

So Defocus can be expressed as

5= Pt [P | 4 (1-2b)
sin” @ 7 ) NA?

DOF =k, , with process factor k,

NA’®
If the refractive index in the image'space does notequal unity, then

DOF=k, % -k, % (1-2¢)
NA nsin“é@

Increasing the NAan an attempt to improvesresolution results in a rapid degrada-
-tion of the Rayleigh DOF. Furthermore,the photoresist has a; finite thickness of the
order of the DOF (0.3 um~— 0.8 um);, thus the position of the plane of best focus must
be controlled accurately to provide good image quality thtoughout the resist thickness.

Depth of focus is another important factor in the resolution equation.

1.2 Resolution Enhancement Techniques (RETS)

The use of RET has become an absolute necessity for the manufacture of
advanced integrated circuits. The demands of Resolution Enhancement Techniques
(RETs) for Optical Lithography we can observe form FIG 1.3. To improve the
resolution of an optical lithography system without introducing other impractical
constraints (on, for example, wafer smoothness), several resolution-enhancement
strategies have been proposed [5,6,7].

And the FIG 1.4 shows a schematic view of a typical projection optical-exposure

system include RET.
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1.2.1 Sub-Wavelength Lithography

Refractive lenses with the required transparency and quality at 248nm wave-
length can only be made of fused silica. Calcium fluoride (CaF2) can also be used in
combination with fused silica at 193nm, what can improve the operating bandwidth,
and it represents the principal candidate at 157nm. The lack of transparent optical
components at shorter wavelengths limits the available wavelengths in Deep
Ultraviolet lithography, which is now being performed within the sub-wavelength
regime. This means that the minimum feature of the wafer circuit is smaller than the
wavelength of the light source used to print it.

The utilization of 193nm wavelength lithography with a 0.85 NA to print 65nm
wafer features translates intoa Ki factor,approaching values around 0.3 and mask
features of the order of the wavelength-for 4X magnification. Several techniques of
resolution enhancement(RETs) have been developed and arebeing increasingly
employed, together with.imaging:systems of higher numerical aperture (NA), to

overcome the limits of optieal lithography.
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FIG1.5 Working Principles of RETs



1.2.2 Phase-Shifting Masks

Phase-shifting masks (PSM) making the destructive interference of the fields
with opposite phases. Masks are commonly classified into Binary and Phase-Shifting
depending on whether the transmission coefficient through the mask takes only the
values 0 and 1, or a certain amount of phase shift is introduced. Levenson's
Alternating PSM [5] introduce 180° phase difference through two contiguous

apertures on the mask by etching the glass with a depth difference equivalent to180°

(1-3)

d ¢
—(n-1)=———,4=180".
TN -D=20f

The principle of operation of both binary and-Alternating Phase-Shifting

masks is compared in FIGLS5(a),(b). it enhance fine features of the image and
reducing the DC background. There-are several different types of phase shift masks. The
various types of masks are presented in FIG 1.6./Among them, alternating phase shift
masks in (D), the phase edge masks, and attenuated phase shiftimasks in (d) [8,9,10]are

the most interesting in practical-application.

" e EEw
gL o Ll
AN LA LI L
MY IAA L

Intensity at image
(a) Binary mask (b) Alternating (c) Rim PSM (d) Attenuated

FIG1.5 The various types of PSMs.
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1.2.3 Off-Axis illumination

When on-axis illumination is used on periodic gratings,FIG1.5(a), both
diffraction orders with indexes +1 and -1 need to be collected by the lens to produce
interference. In addition the Oth-order is also collected, which carries DC background.

By illuminating at an off-axis angle,FIG1.5(c), the image can be formed by

interference of the 0,, diffraction order and either one of the £1orders.

On-Axis lllumination Off-Axis lllumination

LY 10000E

Quartz Quartz

Cr Phase Shifter Cr
2 o=sinB/NA

RS RN

-NA f, | NA -NA | f (1-c)NA  Na
0 I 0
Pupil Plane
|5+ A A _ o+ A 4
1-41-NA4

Vi-o*Na? -V1-(-ofNa®

g

Defocus Defocus
(a) (b)

FIG1.6 Effect of illumination angle on the amplitude profile at the pupil under (a)

on-axis illumination and (b) off-axis illumination. The interference pattern of 0
and f 1 under on-axis illumination is rapidly upward to compensate intensity as
defocus, while that under off-axis illumination behaves as a slowly varying

function of defocus.



In FIG 1.6(a). we examine the two-beam interference pattern of the negative
innermost Fourier component ( f 0) and positive outermost one ( f 1) along the optical
axis direction to elucidate the influence of oblique illumination because most of the
spectrum energy is concentrated around these two spatial frequencies. When the mask
is illuminated by an off-axis point source, the diffraction pattern is shifted off optical
axis so that these two spatial frequencies are distributed on alternated sides of the axis
FIG 1.6(b). The two-beam interference pattern has a cosinusoidal distribution with a
period described in the form [11]:

(1-4a)
A

J1-°NA® —\[1-(1-5)>NA’

period=

where o denotes the ratio of the sine of illumination angle to the projection lens NA.

If o =0,then it become:to on-axis illumination

. A
period= (1-4b)

1—-+/1-NA*

1.2.3 Optical Proximity Correction

For the condition that not all corrections applied to the mask shapes are
necessarily to account for effects of the proximity of other features, it is customary to
refer to all adjustments of the mask features compensating for low ki effects as
Optical Proximity Corrections (OPC).

OPC applied to sparse features to simulate a dense environment. These are called
Scattering Bars or Assist Features and they are sub-resolution geometries that do not
print on the wafer because all the high spatial frequencies are filtered out by the lens.

As FIG 1.7 mention:



Assit features

A e [—1 =N

5 ! ]
[solated feature Hammer Head Serif

(2) 4 405 L ©
FIG1.7 (a) Scattering Bars, (b)'Hammeér Heads and (c) Serifs.

1.2.4 Focus-Latitude Enhancement. Exposute

Hitachi invented @ new method for increasing the «depth of focus in 1987
lithography engineers[Sj; which they termed Focus Latitude Enhancement Exposure
(FLEX). In FLEX several focal planes are created-at different positions along the light
axis, and exposures are made using cach focal plane. It has two exposures are
superposed in FLEX. One has a focal plane in the upper level and the other in the
lower level. Each exposure is made in the same place on the substrate for the same
mask pattern. And later, he use this theory to change the mask or pupil function

mention as “super FELX[9].

1.3 Rigorous Optical Imaging Modeling
In the past, we let the masks are designed using a number of approximations:
1. The mask is infinitely thin,

2. The mask material is perfectly absorbing,



3. Simple scalar Fraunhofer diffraction can account for all the mask’s effects.

But as we consider the thick mask effect. There are a number of physical effects
taking place on these diffraction masks that are not captured by this simple model.
The list of problem areas includes:

1. Real materials - leakage and surface plasmons,

2. Thick masks - sidewall reflections,

3. Sidewall geometry - reflections and glowing corners,

4. Polarization - mask openings have different effective areas depending on

polarization.

1.3.1 Vector Effects at High NA

The preceding derivation of the scalas theory.of Fourier optics neglects the
vector nature of light. For high numericalaperture systenis, e.g., for NA = 0.7 and
above, the approximatiens and simplifications-made throughout fail and the oblique
propagation of the waves becomes important. The most obvieus vector diffraction
effects arise from polarizationin thé illumination producing orientation-dependent
asymmetries in the printed patterns. For example, in'the case of phase-shifting masks
or off-axis illumination the aerial image strongly depends on whether polarization
parallel or perpendicular to the lines and spaces is used. In this section we follow the
imaging part of Yeung's key work [12] and summarize the fundamental results there

from using our notation.

10



FIG1.8 (a) TE-polarization, (b) TM-polarization

From the FIG 1.8, we can get the idea why TE-polarization is better then

TM-polarization. For reason that the vector summation difference in the focus point

1.3.2 Mask Topography Effects

Sub-wavelength lithography-places a serious limitation-on the conventional “’thin
mask” approximation sof the field immediately behind the patterned mask. This
approximation fails to agcount for the increasingly important topographical effects of
the mask or thick mask™jeffects. This approximation of the photomask near-fields
results from the direct application of Kirchhoff Boundary Conditions, which multiply
the incident field by a binary transmission function of the patterned mask.
Polarization dependent edge diffraction effects, as well as phase and amplitude
transmission errors that arise from the vector nature of light, and the finite thickness
of the substrate and chrome layers, produce significant errors in the scalar simulations

of the lithographic image[13].

11
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Chapter2: Models of Fourier Optical Iin
Lithography Imaging
2.1 The Optical Lithography Exposure System

2.1.1 Scalar Diffraction

The FIG 2.1 is the view of the optical lithography imaging. In this figure, we can
know the different field with different stage, and what is this stage influence to the
field. We divide the field into U0,U1,U2,U3,U4. As [14] mention.

First of all, we have some definition:

k= 27” : propagation _number

k,K, : propagation _number - in_ x, y—direction
Z, - wavelength _in_ free space

f= = :the ratio of«_focal lenght to. wavelength
0

D= N :the ratio of* diameter _of-——projection lens” to wavelength
0

.. :the radius of projection lens
NA:numerical _aperture
F{f(x,y)}: Fourier transform

F'{f(x,y)}:inverse Fourier _transform

FLEOOy} =[] £00 ye™ ™ dxdy = f(o,,0,)

F'{f(c,,0,)}= ﬂ f(o,,06 """ doda,
X' y' k k

— _ _ X y
X=—,Yy=",0,=—"

) O-y =—
A A k k
x’,y’ is the real space’s position.
First, we consider a singular wave UO behind the mask, and the mask function is

M(x,y), after passing mask , field becomes to Ul:

13



U 0 _ EoeiZﬂ(UxX+6yy) (2_1)

Ul=M(x,y)U0 (2-2)

And Ul can divide into many plane waves, after propagating a distance d,,we

can add these all plane wave to get U2. In the mathematical meaning is that let U1 do

Fourier Transform, and multiply the phase term affect by propagating a distanced, .

At last doing inverse Fourier Transform:

U2= T T U 1e>r ozt gy gy

i2z.1-0.%0,2 (2-3)
= FUe

For the reason thatidens area ts-not infinite, so from step:U2 to step U3, it will

filter some frequency components. So we multiply a phase difference term after
projection lens, and we multiply a pupil-function H
2

2
U3=U 2e—i27mf2+x2+y2 H(&)

Fiens (2-4)

And the function: | [ (X) =1,if 0 < x < 1;=0,0therwise
At the last step form U3 to U4, it is the same as from Ul to U2:

Ud=F{U3pe™ o (2-5)

If we make these equation more simply, we can let it just a form:

Ul(xy) = F'{H(0,,0,)F{M(x.y)} }
Where H(o,,o,)describes the propagation of the individual Fourier components

14



inside the system. It can be calculated from the pupil function of the projection
system., where o, is refer to the spatial frequencies domain coordinates of the

object . The aperture stop of a projection system has a finite size and thus accepts

only Fourier components of the object spectrum inside a certain range. The maximum

2 212
acceptable angle a specifies the NA of the system accordingto NA=(c +c ) =
X y

sin a. .Whether a specific Fourier component is transmitted or blocked by the

projection system depends on the shape of the projector entrance pupil . This effect is

taken into account through the coherent transfer function H(ox,cy).

Finally, the intensity distribution in the;image plane I(X,y) is calculated by:

I(X7Y) = UI(Xa}I) [UI(X=Y) ] 2 (2-6)

Aperture |

N

uo

U mask  |— | M(x. )

[Sp ’

T(K,.K,)

Uz -

focal plane .
FIFIM(x'. )] 1)

Usa < Wafer—¢

: - Aerial image

FIG 2.1Crossection view of the optical lithography exposure system
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2.1.1 Vector Diffraction

For the condition that if Numerical Aperture is larger, then we need to consider

TE, TM wave decouple effect, so we can calculate the distribution of the light
intensity more correctly. If the wave propagating direction is (o, ;(, aﬁ, o, E) .

And the incident area’s normal vector is equal to wave propagation direction.
So the propagating direction equal cross product of the (0,0,1) and plane wave’s
propagating direction in the resist plane.

0,0,))x(0y,0,,0,) (-0,,0,) (2-7)

0.0.)x(0,.0,.0) [5,7 +0,’

n=

For the reason that TE direction the same as n-direction.

— (-o0,,0))

& =—F—— (2-8)
| lo’ +0,

And the magnitude of the 'E;; 'is:

E,.=Eee,=— Y F 4+ X F (2-9)

eTE = X y
/ 2 2 [ 2 2
O'X +Uy Ux +Gy

And the magnitude of the TM field is the cross product of the TE field and the plane
wave propagating direction in the lens:

- — o
Ery =E ey x(0,0)=——2—F, +——L_E (2-10)

And the direction is the cross product of TE direction and plane wave direction in the

resist plane:

16



—  egx(0,,0,,0,) (TXO'ZX+GyO'Zy+(GX2 +Gy2)Z

e = _ (2-11)
|eI'E ><(O-><9O-y9o-z)| \/ O-Xz +Gy2

So we can get :

RN —_— O-yEx _O-xEy d e

Ere =Ercer :ﬁ[ayx_ax yl (2-12)
X y

—_— S O-XEX +O-yEy - — 5 I\

Erm = Emvem :ﬁ[axazx_i'o-yo-z y+(o, to, )Z] (2-13)
o, +o,

2.2 The Process Window and Energy Latitude

In the process from exposure to development», for the reason to get the required
CD we must confirm our dese and focus-at constant. But it is usually affected by the
correctly and stability ofithe stepper; the light dose and the focus may deviate from
our setting value, and it-will lead to the distortion of the image quality. If it is in the
range of our tolerance, then the incorrectly of the stepper is considered to be
acceptable. We first must choose our CD target to detetmine the DOF of the process.
If the shift of CD which in the range of n%is acceptable, then the spec of maximum
CD is (14n%)CD and the spec of minimum CD is (1-n1%)CD . Then we can change
the exposure dose or defocus , and we can get a matrix chart like FIG 2.2, we call
this ”E-D window”(Energy-Defocus window)(or Bossong Plot, like a smile as the
FIG 2.3, simultaneously we can pick the region where the CD is in the spec. By
properly fitting we can get the FIG 2.4, and then we can get the max defocus range at
the constant Energy Latitude (EL), and the range is the DOF of the process. The
rectangle inner region that is surrounded by the EL and DOF is also called the

“process window”’.

17



]
-

-

Resist Lin

1

1
1
1

-0.2

n
A A
-ﬂlmWMMMMMIE

0.2 D 4
Defocus

FIG 2.2 The E-D window chart

"

newidth (um)

)

0.80 = 160 mJiemz
l o E = 180 mdiem?

E = 200 mdiem?

064 T | - E =220 mdicm2
1 1 & E =240 mdicm?®

*» E = 260 mdiem?

0.48 1 T o E =300 mdicm2

S/ | e
I

T [ to 240 mJ/em?
046 4 +  or about 24%
T T Foecus -0.96to
[ A W W +0 36 0r 1.32 um
-9 .52 B0

+ E = 380 mdicm?

Exposure 190

18

3
n {microns)
FIG 2.3 The Bosson

g Plot



— DOF —¥»
Defocus

FIG 2.4 The chart to determine process window

19



Chapter3: Finite Difference Time Domain

In order to analyze the electromagnetic field (EMF) vector E and vector H in
near field. We introduce the Finite Difference Time Domain (FDTD) algorithm from
Kane YEE [15], which discrete the Maxwell’s equations, and using second order
central-difference method. So we can know the vector E and vector H in any position
in the simulation space. If we want to know more acknowledge. Ref[19].As the
simulation space is not infinite, so we also using Perfectly Matched Layer

(PML)[16],[17],[18]method in absorbing boundary condition.

3.1 FDTD Method

First, we need to know theFinite Difference (FD) Method
1-D FD Operators:

As the Taylor series:

f(X+Ax) = f(X)+Ax

d f(x)+(Ax)2 d?f (%) g (A%)° @ f () +(Ax)4 d*f(x)
X

+d | (AX)
2! dx 3! dx3 4! dx* [( )}

(3-1)

d
There are three method to describe the == f(X)

dx
Backward FD operator: b f(x)= FO) - F(x =A%) +O0(AX) =~ fO0— F(x=Ax)
_X AX AX
| f(x+Ax)— f(x f(x+Ax)— f(x
Forward FD operator:  — f(X) = ( R ACI (AX) =~ ( )— T(X)
X AX AX
d f(X+ AXx) — f(x—AX) 2 f(x+AXx)— f(Xx—AX)
Central FD operator: 3y fF(x)= 2 Ax +O[(A)7] ~ 7 Ax

(3-4)
Which O( ) term is high order term, as the AX smaller ,we can neglect this term. As

FIG3.1
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f (X+ AX)

X —AX X X+ AX

FIG 3.1 backward, forward, central FD operator

We can use this method to discrete the Maxwell’s equations.

= oH
VXxE =-u——-
TR (3-5a)
vxH =543 (3-5b)
ot
V-¢E=p (3-5¢)
— (3-5d)
V.-uH =0
and for a linear, isotropic nondispersive material :
ceE=D (3-6a)
uH =B (3-6b)
where:
& =&p&y
M= HoHy
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And the index is:

E : electric field

D : electric displacement field (also called the electric flux density)
H: magnetic field (also called the auxiliary field)

B: magnetic flux density(also called the magnetic induction or the magnetic field)

J : free current density (not including polarization or magnetization currents bound in a material)
&£

: electric permittivity

& : free-space permittivity( X 10'9)

367

&, :relative permittivity

A : magnetic permeability

U : free-space permeability(4 7 x 107 )
4, : relative permeability

Vx: curl operator

V. :divergence operator

In the 1D FDTD, we have

B(R.D = upH (R.D) .
Constitutive Equations for Vacuum: .25 i
D(R>t) =€) E(Rat) (3-8)
ERD=E.(z) e,
The electric and magnetic fieldin ID:
H(R,t)=H y(Z,t) ey
Where R = X€y + yey +ze,
SBRO= -VxERD -1, R
(3-9)

We choose in 1D:

%B(ﬁ,t): VxH(R,t) —J,(R,t)
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0 1 6 1
—Hy @D = ——— B8 —— Iy (2.)

Ho Ho

(3-10)

0 1 0 1
—E(z,t)= ———H,(z,t) —— (2.t
5 X (&Y o 0 y(Z,1) o ex(ZD)

And we discrete it by the form:

; f((t+mj—f(t—Mj
2 2 o[(Ab]

dt © At

Az Az
q f[z+2j—f(z—2)
+0[(Az)*]

dz Az

(3-11)

we can get the 1D FDTD equation:

el |

1
B, 2(i,j+ ikt ) - BY 2kt
2 2 o) 2

At
DN~ N e |
y(I’JJ’_?a +)_ y(laj+?5)

Az
. 1 .o 1
Ezn(lsj+17k+?)_Ezn(lajak+2’) (3—113)
Ay

. 1 . 1,1 e ..
DXn(I+?9J’k)_DXn 1(|+?515k)
At

Ay

H 2+ e+ onm,"2a+ L
2, b 2 y

1
A 7k_7
2 : 2)

Az
1

+JX”7(i+;—,j,k) (3-11b)

If we use this method to find 3D-FDTD, then the (3-1a) and (3-1b) are

equivalent the following equation:
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- Je&e@y &R - - @Ry HERY] L -
g @y BRY_BHERY ;54 0p @y |HRO_THERY| =y
ot oy P ot oy P
o - JeeERY ERY] . = 0. = [HRH H,RY] . =
gBy(R,t):_ XaZ - ZaX _‘]my(Rat)aaDy(RJ): Xaz - Zax _‘]ey(Rat)

g _aE ﬁat aE ﬁt_ g g _aH ﬁat 8H ﬁt_ =
gBJRU:— y(RD X(’)—;mmJ»QDARD= y(RD X(’)—%JRD
ot o oy at o oy
And the FDTD equation is: (3-12)

1 1
an+5(i,j+;—,k+;—)f an_?(i,j+;—,k+;—) ) Ey“(i,j+;—,k+1)f Ey”(i,j+;—,k)
At Az
E,"(, j+ 1,k + %)— E,"GL .k + ;—)
_ Y (3-14a)
N+l 1 Aol ; : 1
B, 2(i+5,j,k+%)’— B, 2(i+;—,j,k+;—) BEA k- EZ"(i,j,k+;—)

At q A X
Eﬁ0+§Jm+n>EJU+%Jm> :
_ (3-14b)

Az

1 :
BZ”*z(i+%,j+%,|g)_ B, z(iT%,jJr%;k)r EX”(i+1,j+;—,k)— EX”(i,j+;—,k)

At Ay
Ey"(i+;—,j+1,k)—Ey”(i+;—,j,k) )
_ (3-14c¢)

A X

1 1
A 11 n-- . 1 . 1 L
DX"(I+?,j,k)—DX"1(I+E,J,k) H, 2(|+5,J+5,|<)—HZ 2(I+?,j—z,k)

At Ay
Ho 2+ Lk Hon 2 L k- i
Y 277 2 y 2”7 2,3 nf?(i+1_jk) (3-14d)
Az X 277

1 1
- 1 1 1 n-—- . . 1 1 n-— . . 1 1
D,"(i,j+ —,k)-D," ', j+—.k H 2@, j+ —,k+=>)-H 2(i, j+ —,k - —
y (] 2 ) y (L] 2 ) X (, ] > 2) X (, ] 2 2)

At Az
1 1
n-5 1 . 1 n-7 . 1 . 1
H, (|+?,J+?,k)fHZ (|7?,J+?,k) noL 1
_ o, 1
Ax Iy SO (314e)
D”"k1 D"’]"kl Hni%'l'k1 Hm%'l'k1
i,j,k+—)- i,j,k+— i+ —, j.k+ ) - i——, ). k+ —
2 (] 2) . (] 2): y ( R, 2) y ( 5o 2)

At A X
1 1
R B s A HIEAUY B T B 1
_ X 3y 2k ) (3-141)
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Form the equation as above, we can image that we divide the space into many

cells, like small cubic, because the relationship:

—

eE=D,uH =B,J =0E 50 we can define the index permittivity, -
conductivity ,permeability in the different region, so the 3D-FDTD simulation region

has been finished. As like FIG 3.2

L s
—

a. N

RN

FIG 3.2 The FDTD cell in the simulation region

As we define the smaller cubic, this mean that resolution is more clear, and
simulation time is longer. We also need to consider the stability which known as

Courant Stability. For three dimensions, the condition is:

1

CAt < 1 1 "
IRY 1 N\2 1 \2
\/(AX) +(Ay) +(AZ) (3-15)

1

Cc= W ,which is EM wave transmission velocity in the free space.
0<0
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After all, we can use this method to simulation the lithography mask EMW in the

near field. [20].

3.2 Perfectly matched layer

For the simulation space is not infinite, we introduce PML as Berenger [2] who
mention to absorbing the wave, let them not reflect from the edge.
The basic concept is impedance match. If the wave transform one medium to another,
if the medium1’s impedance is Z1

And another medium’s impedance is Z2, where

(3-16)

if Z1=72, then the wave will not reflect back to 'the simulation region. As the

0,0 * become larger, the wave will. become be attenuation. As [19],[21]

For the 3D structure, The electric and magnetic field components can be

decompose as

E = Exy+ Ey, Hx= ny +H,,
Ey=Ey+E,, ,H=Hy, +H,, (3-17)
E,=E,+ Ezy H,= sz + Hy

and the Maxwell equation becomes to
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IE ..
4 0.E,. =

' .

E

IE,.

dt

> +o.E,. =

i

a E yx
ar

€ +o. k=

0E .,

8 L4

+ o E.,

dLE,,
ar

£ +o,E,, =

 (H..+ H.,)

dy

o

- (’)'(H VI + H x-'.r)

dz

d(H,, + H,;)

dz

Cd(H, + H)

ox

_9(Hy: + Hy)

ax

(H,, + H,,)

dy

v

aHx_x-'
H o

dE., +E.,
‘|‘G':f-’Hx\_-=— ( z’ z_}
= e d:}!
JdE,. + E,,
tor, =Bt )
0z
dE,, + E,.
+o¥H, = — ( )
' 07
Jd(E., + E.,
+ o} Hyy = (£: , )
' 0x
v orp, = 2Bt B
- 0x
J(E,, + E,.
+oiH,, = ( — ”).
y Hz; 3y
(3-18)

%
As we know that "O% O 7, control the wave attenuated, and the wave we use

here are all transverse wave which the propagated direction is perpendicular to

oscillated direction, that is why we divide the €lectric and magnetic field into two part,

because if it propagated in one direction, then it may oscillated in one direction in a

surface which is perpendicular in propagated direction, and the direction must have

the other two vectors’ components. And we use the six PML broads enclose the

simulation region, also we divide this region into six surfaces, twelve edges, and eight

corners.

In the six sides of the domain, the absorbing media are matched PML media of

transverse conductivities equal to zero, for instance, media (0,0,0,0,0,,0,*)in the

upper and lower sides of the domain (Fig [3.3]). As a result, outgoing waves from the

inner vacuum can penetrate without

27



reflection into these absorbing layers.

In the 12 edges, the conductivities are selected in such a way that the transverse
conductivities are equal at the interfaces located between edge media and side media.
This is obtained by means of two conductivities equal to zero and the other four equal
to the conductivities of the adjacent side media, as shown in Fig 3.3. As a result, there
is theoretically no reflection from the side—edge interfaces.

In the eight corners of the domain, the conductivities are chosen equal to those of
the adjacent edges, so that the transverse conductivities are equal at the interfaces
between edge layers and corner layers. So, the reflection equals zero from all the
edge—corner interfaces.

PML.(Gy1,0x1 562,052 102,02

PML(Gy,0:"00.00.062) / ®

4— PML(0,0,5,5,0,2 ,6:2,0:2")
PML(0,0,0,0,6,,0,2")

o—— PML(G,; ,le*,ﬁyz,ﬁyzt,O,o)

PML(Gy2,02",0:0,6,2,022)

| PMI1(0,0,6,,,5,,7,0,0)

\'/
PML(G2,G12 ,0,0,0,0) PML(G;2,Gx2 s0y2,0y2 T2,z )

[ PML(G2.00".0120,070,0)

X I=1J0,

FIG 3.3 Upper-right part of a computational domain surrounded by the PML layer.

For the condition that the PML thickness is not infinite, and the most outside is a
perfect conductor, all we can do is divide the PML into many layers to attenuate the
wave to zero.

From [22]. for a layer of thickness o and longitudinal conductivity, o(p)
depending on the distance p from the interface, the apparent reflection is, as a

function of the angle of incidence &:
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R(0) =[R(0)]**”

(3-19)
RO =expl-— [ o(p)d

And some numerical tests will be shown for various profiles of conductivity,
parabolic conductivities as in [8], or conductivities increasing geometrically as in [9],
this last profile being an optimum one to reduce the numerical reflection in
wave—structure interaction problems. Details on the exact implementation of the

conductivity at the mesh points can be found in [22, 23].
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Chapter4: Simulation

In order to analysis the topography effect due to etch the trench in Phase-Shift
Mask (PSM), we introduce FDTD to simulate the EM wave near the mask. For the
reason that FDTD can compute the electric and magnetic filed in space domain for
cartesian coordinates where divide the space into x,y,z’s direction Ex,Ey,Ez and
Hx,Hy,Hz. And it can’t compute the phase, but only amplitude, so we use Solid-C to

compute the phase and Aerial Image

4.1 Model of Simulation
First of all, the Matlab 1sthe tool to write the FDTD code, and the simulation

region is like FIG 4.1.Thesize is, 160X160X140 cells. Andswe sample the area(x=80).

| PML

s * |
“Source

Simulated Mask

FIG 4.1 Simulated Region(i=160,j=160,k=140 sizes)

First Step: As Ch3 mention the FDTD and PML, FDTD for EMW,PML for
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absorbing the EMW. In order to reduce the memory space, so we just put Up and
Down side PML. It also relate the source type as mention later.

Second Step: The source we use there is on axis which the EMW incidence
normally into the object. The polarization here we choose the TE wave which Ez=0,
and we choose Ex=1. The wavelength is 193nm, and the wave is the sinusoidal wave.
Also, in order to reduce the memory space, we put the source generate form the mask.
So the wavelength become to 126nm due to the mask index.

Third Step: Setting the mental index for FDTD. The mask we use here include
Quartz(Qz) and Chromium(Cr), and the refractive index of Qz is 1.56+j1.38¢e-7,Cr is
0.84+]1.66. In order to get the permittivity,conductivity ,permeability. We derive

form Maxwell;s Equation:
VxH=J+D=0E+j¢¢,0E

= j(e, -2 D)6 0E
E,T

jo .

k _— J _ ' n

ET, =& — =& — )&
80w

N=n-jk,N>*=n>—k>-2jnk

2 2
e, =n* k2, g, =LK
Hy
Ew
” il) e (4-1)

The mental use here assume that relative permeability equal to 1.
Fourth Step: We choose three type 100nm(4X) contact hole to simulate.
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The first type is unetched for 0 degree.(MO)

The second type is etched for 180 degree.( M1)

The third type is also 180 degree(M2)

The mask structure we can view from figure below FIG 4.2a,b,c

M sioz-glass

soup-c ®

3D

[}
X

2D

02955

F1G 4.2a MO

B sioz-glass

=]
3D SOLID-C

0
X

2D

S02q0ss

FIG 4.2b M1
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M sioz-glass

D soLp-c ® D

FIG 4.3c M2

FIG 4.2 The mask type M0, M1, M2, blue region: Qz; yellow region: Cr

As the topography effect mention that:the energy lose in the side wall for etched
structure, so we create=a structure like" M2' which hope ‘this structure can reduce
energy lose in the 180 degree etched structure:

In the second part, we use Solid-C.to.simulate the Aerial Image.

The simulation parameters and conditions are as follows:

Antireflective coating : ARC1,1(Refractive index:1.71—j0.43)(thickness:0.06um)

Resist spin on: Positive CAR UV210(0.55um)

Refraction=1.72

A(1/mm)=0.0014

B(1/mm)=1.155

C(cm2/mJ)=0.0364

Defocus=0;Source:ArF(193nm)

[lumination system: Coherent=0.01(Pupil Shape: Circle); Polarization: TE

Projection system: NA=0.75,Cricle Shape

Wafer stack structure is like the figure below
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Z[%]

~ UV210
ARC11
_ Silicon
0.0
X
®

FIG 4.3 Wafer stack film ~ SOLID-C

Under that condition, we can M

soc®

FIG 4.4b M1 near field

nc®
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saoc®

FIG 4.4c M2 near field

snc®

FIG 4.4 The near field amplitude and phase of the three type mask

k coordinate

390




Ex(i=iobs,j k), time step = 400

140

critical

oordinate

02

0.4

]

06

08

(b)

FIG 4.5a,b M0 and M1 in Ex field amplitude

As we can observe that the critical region, thé fight side is Air, left side is Qz.
There is some scattering effect due to-etched sidé wall, orisome energy lose there. In
the idea wave propagated, it.must propagate 7int9 down.side;*but from this figure , we
can observe that there are some wave propagaiing direction have horizontal direction.
As we know that the wavelength 1s reiéfem real partoof the refractive index, as
that parameter larger, the vi;ave length is longer. Forthis reason, the wavelength in the
air is 193nm, the wave length in the"Qz'is 126nm. Before going into the etched place,
the waves are all propagate in one direction, and they all continues. But After
propagating into the etched place, because the wavelengths of them are not the same.
So there is a discontinuous area impact the wave propagating direction. So we assume
that in the air-Qz interface, there are some wave propagated in horizontal direction.

For this reason, we need to find the Poynting’s vector which means that the energy

propagating direction to prove that there are some energy horizontally propagate.
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FIG 4.6 Pioygting vector(j=1 60,k=140)

As we use TE wave, and generate the wave which shake in +-x direction, so the
weight of the x-direction is larger than any direction, and the magnetic field also
smaller than the electric field. So the Poynting vector we can ignore some term. All
we need to measure are the terms which multiply with Ex term. So we only need to
consider the Py=-Ex*Hz, Pz=Ex*Hy.

In the Poynting vector, color red in y-direction means wave propagates to
+y(right) direction, and color blue in y-direction means wave propagates to -y(left)
direction. Color red in z-direction means wave propagates to +z(up) direction, and

color blue in z-direction means wave propagates to -z(down) direction.
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In the FIG 4.6 Pz of MO and M1 mask, we can observe that the waves propagate
in —z direction. And the Py of M0 and M1. At first, the waves propagate center on the
mid position, but when the position on the k=75,which M1 etched for 180 degree, the
Py of M1 propagate to out direction, but they not center on like MO0. So there is some
energy lose here, so M1 can’t propagate energy as much as the M0. We think this is
because the wavelength misfit due to the different index between air and Qz, so at the
interface, the wave propagating direction is not —z direction, but it propagate
horizontal direction.

And the FIG 4.7 is the cross section figure of Py in M1 structure(160x160). As
we can observe the vertical direction is y—dir@qtion, and horizontal direction is
x-direction. Color red means +y directﬁior} , colqr blile’,means —y direction. The mid
square region is the etch;:d place(ﬁllefliir) ;for 1,870 deg}‘e;e phase difference(i=40 to
120;j=40 to 120). Andawe can observe that 7t:he9\:Nave like t(;’?propagate out direction,
but not center on contaet hole as FIG 4.7a,b,c. And FIG 4.7cf, because it contact with

Cr index, so it has less e%fect.

PY(i,70), time step = 400 h C10*

FIG 4.7a cross section of Py at k=70
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py(i.j,60), time step = 400

j coordinate
8

E
L

FIG 4.7c cross section of Py at k=50
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py(i,j,40), time step = 400

j coordinate

FIG 4.7d cross section of Py at k=40

FIG 4.7 The cross section figure of Py in M1 structure.
For this reason, we ase a mask structure like FIG 4.3c M2, and we analysis the

I i
= | 1 L

energy lose between them. As. front ste[;,Jwe,fujse FDTD simaulation, and in order let

EMW more the same, 80 we put the Qz region and air region interface at k=40. So
there are some differentisitructuresf be:cs;vgen them..

And the FIG 4.8 is the EDTD analysis and Poynting vector. This mask also

generate 180 degree phase difference. And it is'not etched, but it stick o
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Bx(Ficbs k), time step =400

k coordinate
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08

FIG4.8a FD’fD sirhulation

k coordinate

Pe(=dsjK), tire step=400

FIG 4.8b Poynting vector z-direction
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piicks;K), tire step=40 <16*
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FIG 4.8c Poyriting vector y-direction

FIG 4.8 FDTD Simulation and Poynting vector

As we can observesfrom the FIG 4.8, we.can see thatthe energy lose due index
misfit reduce. In order to’prove this experiment, so' we need to compute the real
energy before and after propagating though the contact hole. Due to the reason that
FDTD have not phase term, but only amplitude term, so we need to compute a

wavelength and square the amplitude. The formula is:

Intensity(k) = > ex(:,;,k)x D _ex(:,:, k)dxdx
dx =5nm

k2
Total _ Intensity = > Intensity(k)

k=Kl (4-2)

Which “:’means all term.
This is a discrete integral for FDTD. First we need to compute a region intensity,

then we compute a wavelength where wavelength in air is 193nm, and in Qz is
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126nm.The grid size is Snm, so k2-k1=38 in air, k2-k1=25 in Qz.

And we divide these into 4 mode, Total(160x160) and part(80x80 for contact
hole) region, and input(High side) and output(Low side). Model:Total input, mode2
part input, mode3 total output, mode4 part output. As the FIG 4.9. In order to compare

the MO,M1,M2 energy transform.

I MO
M1
1.60E-011 | 2

1.40E-011 —-
1.20E-011 —-
1.00E-011 —-
8.00E-012 —-
6.00E-012 —-

4.00E-012

One wave length intensity

2.00E-012

0.00E+000 —

Mode

FIG 4.9 One wavelength intensity in 4 mode

In the idea condition, the ‘energy transmit is proportional to the open area. Take
this simulation for example, Open area/Total area=1/9, so in the idea condition
mode2/model=1/9, and the difference of the mode 3 and mode 4 is that mode include
the energy inside the Cr which attenuated the EMW. Why the so mode3 is larger than
the mode4 is sure. But why mode2 is smaller than the mode3 and mode4. This is
because that the Poynting vectors are center on central region. Maybe the simulation
region is too small, or we don’t add side wall PML so the waves reflect from side wall.
As we can know that the structure M2 has larger energy transmit than M1, and more
like to MO which is unetched. And we use Solid-C to compute Aerial Image like to

FIG 4.10, we can observe that the MO and M2 are more closer than MO and M1.
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FIG 4.10 The Aerial Image in 3 mask type

If we put there three structure in the same mask like the structure FIG 4.11a,b

a3D
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FIG 4.12b 2D Aerial Image
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FIG 4.12¢ 1D Aerial Image

FIG 4.12 Not alignment and alignment M2 structure

As we can observe that, if the mask isn’t alignment, the Aerial Image lose due to

unalignment is small.
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Chapter5: Conclusions

From the front chapter, we simulate the 3 type mask, and know that the energy
lose in M1 which is etched due to the different medium of air and quartz. So in the
interface there are some wave propagate to out direction. In order to solve this
problem, we use another 180 degree contact hole to simulate. From the data present,
we can see that the M2 structure has less side wall effect due to the no etched
structure which behind the Cr, there is no air in the contact hole. And the difference of
M2 and M1 in the medium interface is that: In the M1 structure, the energy in air and
in the quartz are larger, and they.all use the same source. So the scattering is larger. In
the M2 structure, the energy. in the air is.less.than the quartz, and the EMW in the air
is from the quartz region, and after-entérthe: Cr, much wave attenuate in the medium
Cr. So the total energy in the air and quartz region-is smaller than M1, from this
reason, the wave scattering here'is lower. And the Aerial Image in M2 is batter than

MI.
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