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Abstract

A AX modulator is well-known=as a 'very efficient technique for the
implementation of high resolution. A/D converters in low to medium bandwidth
applications. Comparing with switched-capacitor (discrete-time) technique in the past,
the continuous time circuitry is more suitable for today’s growing bandwidth
applications. The thesis presents the implementation of a AX modulator with
continuous-time techniques. Different numbers of digital delay in the AX feedback
loop have been analyzed based on mathematic theorems in detail. The chip is
designed with 1.8V power supply by using 0.18um TSMC CMOS process, with
power consumption 6.5mW and the core area 0.05mm”. The simulation result shows
that the ADC achieves a 62dB peak signal-to-noise pulse distortion ratio (Peak-SNDR)

within a 2MHz bandwidth with a sampling rate of 100MHz.
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Chapter 1

Introduction

1.1 Continuous-Time XA Modulators

Data converter is one of the key components in electronic systems. Since the real
world is inherently analog and the trend in voice, video, telecommunication, computer
and many other applications is to get a digital form. The analog digital interfaces
become critical paths. Data converters are composed of many analog building blocks
such as operational amplifiers (opamps), track<and-holds and comparators, which
make their design very challenging in high-speed and low voltage design. Unlike
Nyquist A/D converters, which need high-precision’analog components, a sigma-delta
(ZA converter shows less sensitivity to-analog ¢ircuit non-idealities. The most popular
oversampling ADC architecture is based on a XA modulator. The XA A/D converter
usually consists of an analog part called a XA modulator producing a bit stream
followed by a digital part implementing decimation and digital filtering to complete
the A/D conversion [1].

As decreasing supply voltage in recent CMOS technologies, it causes design on
switched-capacitor (SC) circuit difficulty. Some problems will be found in SC circuit
design such as high switch resistances limit the signal swing rang and also limit the
sampling frequency. Some circuit techniques, like bootstrapping switch and
switched—opamp, have been developed to overcome these problems. These techniques
increase complexity in circuit design. However continuous-time (CT) XA modulators

do not suffer these problems because they do not require precision track-and-hold

1



circuits. They take advantage of modern technologies with high speed but low
precision capabilities [7, 8]. In SC circuit, input-signal sampling errors, like charge
injection, settling-time errors and some other discrete time problems that do not exit
in CT techniques. The gain bandwidth product (GBW) and slew rate requirements of
the used opamps are much lower compared to their DT counterparts [2, 3, 4, 5].
Moreover, CT implementations of ADCs extend the input frequency range from a few
100 kHz up to a few 10 MHz [6]. Giving some examples, a CT complex sigma-delta
multi-bit modulator, implemented in standard 0.25-um CMOS technology and
meeting all major requirements for application in IEEE 802.11a/b/g wireless LAN
receivers was presented in [10]. The clock frequency is 320 MHz, producing an
oversampling ratio of 16 for 20 MHz channel bandwidths and dissipates only 32 mW
of power. Another wide bandwidth continuous-time XA ADC, operating between 20
and 40 MS/s output data rate, is implemented in130-nm CMOS [11]. The XA ADC
achieves 76-dB SNR 12 ENOB oveér-a.20-MHz signal band at an OSR of 16. The
power consumption of the CT XA modulator.itselfis 20 mW.

Furthermore, the sampling operation takes place inside the modulator. So
sampling errors and out of band signals are greatly suppressed by the high gain loop
filter. This thesis demonstrates a third order XA modulator with different
compensation delays. It shows some practical advantages and drawbacks of a
continuous time XA implementation, which have been proved by analysis and

simulations.



1.2 Organization of the Thesis

This section gives a brief overview of the following chapters. Chapter 2 reviews
some fundamentals of a XA modulator and introduces concepts of a CT A modulator.
Stability criteria in a XA modulator are also critically reviewed and perform
equivalence between DT and CT modulator based on modified z transform. The
method is general and systematic. Several low-pass design examples are given to
illustrate the effectiveness of the transformation method.

Chapter 3 involves effects of circuit non-idealities and describes available error
cancellation and compensation techniques. Some non-idealities models are also built
for system level simulation.

Chapter 4 describes some methods to compensate for excess loop delay. Based
on some stability theorems, different compensation delays and loop filter gain error
relation have been discussed: It hdiscusses., the ~sensitivity of continuous-time
modulators to the compensation loop. delays.

Chapter 5 presents a circuit implementation of a CT A modulator with quarter
delay compensation. It concludes with simulation results of the entire XA modulator
circuit with the active-RC amplifier.

Chapter 6 concludes the thesis and the main contributions could be summarized

1n this section.



Chapter 2

Fundamentals of XA modulators

2.1 Sampling and Quantization

The conversion of analog signal to digital domain can distribute into two basic
operations: sampling in time and quantization in amplitude. In order to reconstruct the
original signal without aliasing, an analog filter, called anti-aliasing filter, enforces the
Nyquist condition. The Nyquist theorem is fs > 2 f, = f,,, there f, is the sampling
frequency, f, 1is the signal bandwidth’and - f; . is the Nyquist frequency.

The process of quantizatioft in amplitude. encodes a continuous range of analog
values into a set of discrete levels. The key distinguish characteristic of a quantizer is

its number of bits B, which correlates with the number of different output levels. If

the analog input is mapped into 2° discrete levels, the quantizer is said to have

B-bits resolution. The quantizer step width is defined asA =

showed in Fig. 2.1,

2517
where A is the input signal full-scale. Because the quantizer is a nonlinear
component in the A/D converter, in order to analyze the quantization noise, the
non-ideality must to be linearized. There is a basic of the additive white noise model
for the quantizer [1]. Then, the quantizer is reduced to an unknown gain k and a
quantization error or noise e(n) . For analysis convenience, the quantizer gain has been
set to one, as indicated in Fig. 2.1. With this model, the quantization noise power and

its noise power spectral density is derived to [1, 12]:

K A? A1
o’ =|epdfde=—, S? =—— 2.1
D= epdfde=—= S, 5% (2.1)

—0o0



xm r,_l’ -y ein)
JJJ ba X(N) —»(+)—> y(n)

Quantizer e(n)=y(n)-x(n)

Figure 2.1 Linear quantizer model

2.2 Nyquist-Rate, Oversampling and Noise-Shaping

Converters

The Nyquist ADC signal-to-noise-ratio (SNR) can be expressed as the following

form:

SNR | ui= B6:022dB +1.76dB (2.2)

From (2.1) it is obvious that an increase of the sampling frequency lowers the
quantization noise power spectral density. By ‘sampling higher than the Nyquist
frequency and filtering the out-6f-band noise. The quantization noise in the signal
band can be reduced. This is main ideal of oversampling ADC. A XA modulator not
only over-samples, but also shapes the quantization noise to out-of-band. Thus, the
following filter called the decimator filters the out-of-band quantization noise. A
typical block diagram of a XA ADC is given in Fig. 2.2. A XA modulator is the
different transfer behavior for the quantization error signal, the noise transfer function
(NTF) and the input signal, the signal transfer function (STF). Both equations are

derived as:

e __ 1 Nrp)-
ue 1, 1+ H ()
H(z)

STF(z) = (2.3)

-1
By assuming the filter function in Fig. 2.2 to be a DT integratorlz—4 , the 1* order
—Z

modulator is obtained and the NTF in (2.3) becomes a first order high-pass filter. The



in-band noise (IBN) yields:

oo, N, _7[2 1
7 12f, (fs) V=173 o5k @4

INB ~ j

\ 4

|

u(t) u(n x(n)‘ — Y(UZ
— ‘lﬁ/;» SH o H@) [ — > ‘lfb

Anti aliasing Di.gital Down
filter Filter Sampling
DAC
Delta-Sigma Decimator
Modulator

Figure 2.2 Block diagram of ZA ADC
Considering the extended general form to the N-order case, the equation (2.4) also
could be derived as generally form:
&7

N 2 3o 2

2.3 A Modulator Design Issues

In this section, several design issues'in design a XA modulator are presented. The
order, oversampling ratio, and numbers of quantizer bits influence a XA modulator.

Their stability constraints will also be described.

2.3.1 Performance Increase in XA Modulators

From (2.5) and the consideration above, there are several approaches to increase
the performance of XA modulator. First, increasing the loop filter order, the operating
principle of XA modulators is based on shaping the quantization noise from the
in-band to higher frequency. It is obvious to use a more aggressive and higher order
(N) filter function as in (2.5). By doing this, the decrease of the INB with the OSR in

(2.5) becomes better INB oc OSR "™, With the higher order, it results in instability



through overloading the quantizer. Thus, in order to increase the stability, the loop
filter coefficient should be scaling suitable [17].

From (2.5), it is obvious that using higher OSR will reduce the quantization
noise. For higher OSR, the higher sampling frequency increases. From this
consideration, analog components, like comparators, opamps and track-and-holds
should be able to operate in the high frequency. The circuit realization is more
difficult and the power consumption will increase.

Finally, reducing the quantization step width, that is to increase the quantizer
number of bits. By doing this, the intrinsic resolution is increased proportionally
to(2® —1)*. According to (2.5) the quantizer step width, as a symbol A indicated in
(2.5), the quantizer noise power decreases proportionally. Furthermore, the
incorporation of multi-bit internal’quantizer tends to make higher order modulators
more stable. Because the feedback DAC fed the -modulator input, its errors are
directly seen at the modulator mput: Foi-a single-bit internal quantize this problem
does not arise, because a two level"DAC is.intrinsically linear. For a 1.5-bit tri-level
quantizer, the DAC linearity also does not degrade the modulator performance

seriously [15].
2.3.2 Stability Constraints and Scaling

The drawback of single-loop single-bit XA modulators with order higher than
2" is their tendency to instability. The stability is defined as a modulator normal
operating condition. All integrator outputs remain bounded over time with bounded
input [1, 16]. In order to ensure the A modulator operates stably, having chosen
an optimized noise transfer function (NTF) to meet the specification. The analysis
of stability is also important. Therefore, several methods can be used, among

others simulation or calculation. The method of root-locus plots has been

7



commonly adopted to analyze the stability. For the unknown quantizer gain k,
which has no definition in the case of a single-bit XA modulator, has been assumed
as a variable gain when performing the root-locus analysis. Avoiding overloading

the integrator output could sustain system stability [16].

2.4 CT Loop Filter Synthesis

In fact, CT XA modulators are mixed CT-DT systems. While the input signal is
continuous and the loop filter is composed of CT integrators, the output signal is
sampled. The feedback DAC signal can either have a constant output during each
clock cycle (NRZ case), or have its output decay exponential (SCR case). Different
feedback DAC waveforms make the calculation of the CT XA modulator loop filter
coefficients difficult. The NTF isiusually designed in such a way that the in-band
quantization noise is sufficiently.low to be neglected compared to the circuit
transistors noise. After calculations ofthe-proper CT coefficients required to obtain
the desired NTF, these coefficients'should be.scaled for maximum output swing of the
integrators.

In order to overcome problems associated with the design and analysis of mixed
CT-DT systems, CT XA modulators can be designed entirely in the DT domain. A
DT-to-CT transformation method can then be applied in order to obtain the equivalent

CT 2A modulator.

2.4.1 Equivalence between DT and CT

A general DT ZA modulator is showed in Fig. 2.3, where H,(z) is the DT loop
filter. A general CT XA modulator is also showed in Fig. 2.4, where H_(s) is the CT

loop filter and H,,.(s) is the CT feedback transfer function. The objective is to



design the CT loop filter H_ (s) for given a feedback DAC H ,,.(s)and makes the

CT loop gain G,(z) equals to DT loop gain G, (z) . This can be expressed as below.

where G,(z) = H,(z)

g

U(s)——_]

U(z)

G,(2)=G.(2)
X,(2) _X.(2)

Y,(2)

Y.(2)

G,(2)=z[H (s)H ()]

Ha(z)

Xd(z)= '_I_,—

» Y(2)

-

Quantizer

Uls) —=O—>

He(s)

X(s)

Figure 2.3 DT XA modulator
Is

X(2) ,—’_’_

» Y(2)

B

Hpac(s)

Figure 2.4 CT XA modulator

(2.6)

Previous work on £A DT-CT equivalence has usually solved (2.6) in the time domain

using the following relationship:

Zﬁl[Gd D) ]=[H (s)H p,(5)]

2.7)

This transformation between DT and CT domain is called impulse invariant

transformation, because it makes the open-loop impulse responses equal at the

sampling times. Both modulators will produce the same output bit streams if we

ensure that the inputs to their quantizers are the same, each quantizer would then

make the same decision. Therefore two modulators are equivalent, if for the same

input waveform, their quantizer input voltages at sampling instant are equal.



The complicated mathematics involved in the computation of time-domain
convolution make this method not adapted to design systematically and has usually
been used for specific cases [18, 19].

A more general transformation method, using state-space has been presented in
[20]. Heavy use of matrix notation, singularity problems and the use of special control
and optimization Matlab functions [21] make the use this transformation technique
rather difficult.

Beside the DT-CT conversion, directly design a CT loop filter from its desired
NTF is also published [6, 22]. This will probably be the upcoming method since it
allows the optimization of the CT loop filter until it shows sufficient robustness
against process variations, excess loop delay and clock jitter [6].

In this work we perform the.DT-CT equivalence directly in the z-domain using
modified -z-transform technique. While avoiding the-complex mathematics necessary
to perform time-domain convolution; this-technique enables us to get the z-transform
of signals having variations between two.sampling instants. By using this method, the
feedback DAC can be RZ or NRZ and the shape of the feedback signal can either be

rectangular or non-rectangular.

2.4.2 Rectangular Feedback Signal

During a period T, the rectangular feedback signal, show in Fig. 2.5, can be
describe in time-domain by following relationship:
h@)=u(t—t,)—ut—t,—1) (2.8)
whereu(#) 1is unit step function. The following equation is derived by applying the

Laplace transform.

—t;S

e _ e—(td +7)s

Hypye(s) = e (2.9)

S
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The z-transformation of the CT XA loop gain can be expressed by
Z[G,(2)]=Z[H, (s)H - (5)] (2.10)

Substituting (2.9) into (2.10) results in

—t,s —(ty+7)s
G (2)= 21 7 @.11)
tq
1
| | |
0 T T 2T 3T

Figure 2.5 CT rectangular feedback signal

Equation (2.11) is rewritten in following form:

H.(s)

H,(s)
S

G.(2) =l =2l ] (2.12)

(¢, +7)

where m, =1 —%”’ andm, =1- . In“order to design a CT XA modulator which

is equivalent to a DT XA modulator, we use equation (2.12) and (2.6) to get the
general expression for DT-CT equivalence.

The method to calculate the modified-z-transform starting from the Laplace
representation is the Residue theorem. This method is systematic and more convenient

for design automatic. Equation (2.12) can be written in the following form:

HL, (S)e—mlTs emlTs

Ts

G.(z)= ).  Residues of

S z—e .

pi=pole of Hc(s) at pi
s

2.13
H (S)e—szs eszs ( )
— Z Residues of —¢ -
S z—e
pi=pole of LAC) at pi

s

Using (2.13) the loop gain of the CT XA G,(z) can be expressed in DT z domain.
Comparing coefficients of the numerator and the denominator of G,.(z) with those
of the DT loop gain G,(z), the coefficients of CT loop filter ,(s) could be obtained.
In a special case of a NRZ feedback signal, with 7,=0 andz=7, and by

11



substitution in (2.9), we have a well-known zero-order-hold relation:

1-e™”

Hpe(s) = (2.14)

S

2.4.3 Decaying RC Feedback Signal

In fact, the rectangular feedback signal is commonly used in CT modulators. It is
useful to design feedback with non-rectangular signals. First, it can be used to model
non-idealities in the rectangular feedback, such as non-zero rise and fall time. The
second is that the non-rectangular feedback shape is possible to reduce the modulator
sensitivity to clock jitter noise (in this thesis section 3.2.2).

In this section we show the DT-CT transformation can be used for CT XA

modulators with decaying RC feedback signals. A decaying RC signal is shown in Fig.

2.6.
tq
>
% % %
t T 2T 3T

Figure 2.6 CT decaying RC feedback signal
Using the same method as described in section 2.4.2, the decaying RC feedback signal

can be written in the time-domain by the following relationship:

-1
hdac(t):eRC( d)[u(t—td)—u(t—td—z')] (2.15)
The following equation is derived by applying the Laplace transform.

-7

—148 —(t;+7)s _RC
e —e e
Hype, (5)= 1 2.16)

s+—
RC

Substituting (2.16) into (2.10) results in
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HC (S)eftds HC (S)ef(td +7)s -7

Z[G ()] =Z] Jer (2.17)

1-Z1
S+—— SH+—
RC RC

Using the Residue theorem, (2.17) could be derived in the following form:

H($) 1w, (H)

G(2) =2, [—=1-e"Z,,[—] (2.18)
S+—— S+—
RC RC
(¢, +7)

where m, =1 —%”’ andm, =1- . The modified z transform can be calculated

using Residue theorem method as describe in (2.13).
2.4.4 With an Additional Feedback Path

Loop delay is one of the major sources of instability and performance
degradation in CT XA modulators. Loop,delay is mainly due to the comparator
response time and the latch propagation'delay.in the quantizer. It is also due to the
propagation delay in the digital “circuitry required. to perform Dynamic Element
Matching (DEM) of the feedback= DAC-elements in the case of multi-bit XA
modulators. A loop-delay compensation'is suggested to add an additional feedback

signal into the quantize input, as indicated in Fig. 2.7 [2, 23].

In this section, we put an explicit delay of one period%":l , or half a

period,t?dzo.S in the feedback loop. This delay should be sufficiently large to

include comparator and digital circuitry delay with enough margins to include
additional delay due to signal dependency, process or temperature variations. The
fixed half period delay or unit period delay in the feedback path can be introduced by
a synchronization latch. The compensation coefficient kb is calculated by comparing

loop gain transfer function G,(z) andG,(z), as written below:
G,(2)=G,(2)

(2.19)
H,(z) = z[H o (s)(k, + H (5))]

13



U(s) _t®_> HC(S) _@XC(S) | X(2) I_I—I_ o)

Hpac(S)

Figure 2.7 CT ZA modulator with loop delay and compensation path Kb
The loop gain transfer function with loop-delay compensation could be written in the

following form:

1-e”

G.(2)=1[ e (k, + H (5))] (2.20)

A

Using the modified-z-transform and Residue theoretm, we get:

k,+H_ (s) "

Ts

G.(2)=(-z2) Residues of

Kyt (5) s z—e
S

(2.21)

pi=pole of at pi

Comparing the coefficient of the numerator-and the denominator of above G (z)
with those of the DT loop gain G,(z) , the coefficients of the CT loop filter 4, (s) and

compensate kb coefficient could be obtained.

2.4.5 Design Examples

In this section we show a systematic design approach to calculate CT ZA from
well-known DT toolbox. Without loss of generality, two main topologies:
® CRFF: Cascade of Resonators Feed-forward Form, Fig. 2.8 and Fig. 2.9
® CRFB: Cascade of Resonators Feedback Form, Fig. 2.11 and Fig. 2.12
The DT ZA coefficients have been obtained using Richard Schreier’s XA Toolbox [21].

Using the design procedure written in above section, the CT ZA coefficients were

14



obtain for NRZ and decaying RC signals.

AR

A

UG- z-1 g z-1 |z-1 b z-1
gd} gd”
Figure 2.8 DT CRFF
U(s) 1 1 1 Y(2)
A sT : ST | | sT x

H,c(s)

Figure 2.9 CT CRFF

We take CRFF third order, OSR=25 as an example. From the DT XA Toolbox,
we could get the DT ZA coefficients. Comparing (2.13), (2.21) with DT ZA
coefficients, the CT ZA coefficients could be obtained. This design procedure has
been implemented using the symbolic mathematical tool MAPLE. We could get the
different CT ZA coefficients with different feedback DAC waveforms. The CRFF
third order modulator coefficients are listed in following Table 2.1. In order to prevent
too large signal swing in the integrators, we let all integrator coefficients equal to 0.5

in the CTXA modulators.
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Table 2.1 CRFF third order modulator DT and CT coefficients

Figure 2.10 CRFF third order DT and CT Simulink PSD (OSR=25)

[
|
+
|
|
|
L
=)
@

In order to study the behavior of the resulting CT XA modulators, the

Matlab/Simulink simulations have been performed to compare them with DT ZA. Fig.

2.10 shows the power spectral density (PSD) of the DT and calculated CT modulators.

It is obvious from Fig. 2.10 the CTZA modulators using the coefficient calculated

using DT-to-CT transformation method are equivalent to the original DT XA



modulator.

Using the same method, we can also get the coefficients in the CRFB topologies

with different feedback shapes those are rectangular or decaying RC waveforms. The

CRFB topologies are shown as Fig. 2.11 and Fig. 2.12.

U@

T

ms

—gdf
o P P o e o PR Clme B
VANSV/ AN VANV
DAC
Figure 2.11 DT CRFB
U(s)
IR
Zgc
T
O & O & o & H--—o{ i o & 20 ——ef

Comparing (2.13), (2.18) with DT ZA coeftficients, the CT ZA coefficients could also

be obtained. The CRFB CT XA modulator coefficients with different feedback shapes

are listed in Table 2.2

Figure 2.12 CT CRFB

DAC
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Table 2.2 CRFB third order modulator coefficients

CT (decaying RC

with RC=0.1Ty)

3.5934

9.7215

13.9662

0.3568

0.9484

1.3376

0.038

In order to verify the coefficients in Table 2.2, 'we must build the decaying RC
waveform in Matlab/Simulink for behavior simulations. The s-domain of decaying

RC could be derived in the following form:

() =e * lut—t,)—u(t—t, —7)]

for RC decaying feedback #,=0.5T, 7=0.5T, (2.22)
e—OASS _e—se—OAS/RC
Hp,e(s)=
S+——
RC

Because quantizer outputs must pass through a track-and-hold, the decaying RC
derived from the combination of s-domain and z-domain could be shown as:

H gy ($)RC(s,2) = H ()

-05 _ _-1_-05Ts/RC

-z

z

RC(s,z) = > (2.23)

s+——
RC

From above (2.23), we can easily build the decaying RC model in Matlab/Simulink,

18



as indicated in Fig. 2.13.

half delay
. P 1 In
. —, +—1
Outd =H1/RC z 1-z
Discrete Filterd
Transfer Fcn3

ZainZ unit delayl

—

Figure 2.13 The RC decaying model in Matlab/Simulik

The simulation result of the decaying RC waveform is shown in Fig. 2.14, where the

value of RC in this condition isRCZ01T, .

Figure 2.14 RC decaying Waveform simulations in Simulink

Fig. 2.15 shows the PSD of the CRFB third order ZA of the DT and calculated CT
modulators. It is obvious from Fig. 2.15, the CT XA modulators with rectangular and
non-rectangular (decaying RC) feedback signals using the coefficient calculated using

DT-to-CT transformation method is equivalent to the original DT XA modulator.
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Figure 2.15 CRFB third'erder DT /and:CT Simulink PSD (OSR=25)

2.5 Architectures and- Implicit Anti-Aliasing Feature

In this section, the differences of the most typical architectures (CRFF in Fig. 2.9,
CRFB in Fig. 2.12) for the implementation CT XA modulator are present. Note that
the CRFF has been derived from the CRFB by applying the flow graph reversal

procedure [24].

2.5.1 Feed-Forward (FF) and Feedback (FB) Architectures

For a feed-forward architecture, the signal and noise transfer functions are
identical, being high-pass filters with less attenuation in the signal band going from
the first stage to the last one. Therefore, the first stage variable will contain only a
very small component of the input signal and a large amount of filtered quantization

noise. The non-linearity of the second integrator will not introduce in-band

20



components, but only out-of-band distortions. The last integrator will introduce the
large amount of in-band distortions, but these will be shaped by the loop filter. For
this topology, only the linearity of the input integrating stage is critical, all others are
not detrimental to SNDR. However the feed-forward architecture shows reduced
anti-aliasing behavior and in addition a strong STF peaking around the cutoff
frequency.

In the case of CRFB topology, each state variable will contain some filtered
quantization noise plus a filtered version of the input signal. Since the output of an
integrator represents the input of the subsequent integrating stage, it follows that the
linearity of the first integrating stage is more critical than the linearity of the final one.
For the CRFB topology, the linearity of integrators is important for all stages. The
second integrator requires almost the same linearity as the first one, and the
specifications for the subsequent stages can be eased as one approaches the quantizer.

In the CRFF topology, the influence of the input integrator non-linearity is the
same as in the case of CRFB topelogy, but-the linearity of all other stages is not
affecting SNDR to suck great extent. The STF of the feedback-compensated
modulator has a flat response providing filtering to interferers.

Thus, in order to get a power efficient XA modulator while maintaining a good
filtering characteristic, a combination of FF and FB has become popular [11]. In [11]
the feedback path to the output of the first integrator has been replaced by a
feed-forward path. As a consequence, the feed-forward approach adds a zero to the
STF and resulted in reducing the filtering by one order and introducing a small peak

near the cutoff frequency.

2.5.2 Implicit Anti-Aliasing Feature

In a DT system, Nyquist taught us that when the sampling rate is £, any two
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tones which differ in frequency by a multiple of /, are indistinguishable from one
another and so overlap in a spectral plot. This problem is usually referred to as signal
aliasing. DT ZA modulators usually require an extra filter to be placed prior to their
input to bandlimit the input signal and hence reduce the problem of aliasing. An
implicit feature of CT XA modulators is that they have some built-in anti-aliasing
protection.

It is easy to understand this intuitively by taking a first order low pass CT
modulator as an example. In Fig. 2.16 the quantizer input in the z domain obeys the

following relation:

(1) = x(n) — y(n) + - [ ey (2.24)
T'v nT
1/Ts
U(t) G} 51], X(t) x(n) r‘-,- y(n)
< : 7
H e (8) —

Figure 2.16 First order CT XA modulator
Notice that the input signal is integrated over one clock period prior to being sampled.
The input is multiplied by a rectangular pulse. We may also write that input integral

as a convolution of the input with a rectangular pulse:

I(ZH)T: u(t)dt =u(t)*rect(nT, ,(n+1)T,)

I (2.25)
=U(s)-sin c(7)

s

The convolution in the time domain is the same as multiplication in the frequency
domain. Equation (2.25) tells us that the input spectrum is multiplied by the spectrum

of a rectangular pulse, namely, a sinc function. This latter function has spectral nulls
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at frequenciestaf,, a>1. We are concerned about signals near multiples of the
sampling frequency, which would alias to near dc, and that signals are attenuated by
the sinc. In a CT modulator, the anti-aliasing property arises because the sampling
happens after the integrator.

We would expect higher order modulators to have more antialias protection
because they have more integrators before the sampler. In the general case, it has been
shown that the implicit antialias filter for a CT XA can be plotted against frequency
w by evaluating [19].

—H (w) (2.26)
H(exp(jwT))’

AN

where [ is the CT modulator loop filter and H is its DT equivalent.
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Chapter 3

Non-i1dealities in CT XA Modulators

In this chapter, we consider some non-idealities in CT XA circuit implements. We
survey the literature on the performance effect of non-idealities in CT XA modulators

and summarize the results that are germane to the design of CT XA modulators.

3.1 Errors of the Filters

The loop filter transfer function is the major performance determining part of a
YA modulator, because it defines’ the "NTF and therewith the quantization
noise-shaping behavior. Without loss of :generality, in the following active-RC
integrators are considered, as showed in Fig. 3.1, shows a typical schematic with n,
inputs and with an amplifier transfer function A(s). With ki being the integrator

scaling coefficients, the integrator transfer function (ITF) is the following form.

ITF (s) = kifs m L (when A(s) — ) (3.1)
1 S
s A() A(),Z::

A(S) Vout

Via O—/\/\/\/_ —|_

Figure 3.1 An active RC integrator with an amplifier
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3.1.1 Gain Errors

Gain errors in CT modulators are more serious than an order of magnitude larger
than in SC implements, because the integrator gains are mapped into capacitor
relative ratios. These are intrinsically precise and variations are lower than 0.1%
typically. In CT XA modulators integrator gains are mapped into resistor-capacitor
product, which largely vary over process and temperature by values of £30%.

It has been frequently reported that integrator gain variations have serious
influence on single-loop XA modulators. A negative shift of the integrator gain yields
less aggressive noise-shaping behavior and thus slightly higher IBN. In contrast, a
positive shift of the integrator gain yields more aggressive noise-shaping, but this
effect could lead to instability of the modulators.“The time constant of the active-RC
integrator is determined by the- absolute product,of-the resistor and capacitor. It is
possible to avoid this sensitivity-by moving-the-poles of the signal transfer function of
the modulator to cover a greater range.of the RC-variation with a stable modulator

[26]. The influence on the in-band quantization noise can be calculated from Equation

(3.2), where ARC is the RC-variation value and @, is the first integrator coefficient.

6 A2 6
1By < EA (1+2ARC7)
84 a’OSR

(3.2)

In Fig. 3.2 it is shown that RC variations influence on the CT XA modulators,
which using NRZ half delay feedback, the coefficients as list in Table 2.1.
Consequently, time constant tuning may become necessary [6, 11, 26]. Assume a
reference clock is well defined, stable and low jitter, a simpler trimming of integrator
time constants can be accomplished by digitally programming binary weighted
capacitor arrays with switches [11]. In [26] a capacitive tuning is proposed to achieve

a time constant accuracy less than £10%.
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For cascaded modulators, the behavior is even worse. Since these architectures
depend on matching between analog and digital transfer functions. Nonetheless, a

digital correction is possible and recent implementations prove the approach [27].

75

SNDR [dB]
(6)] (@)

ul

RC Variation

Figure 3.2 RC-varniations influence-of a CT modulator
3.1.2 Finite DC-Gain

Finite dc-gain shows the same effect as in DT implementations. Finite dc-gain
causes the NTF zeros are moved away from dc to higher frequency as do the poles of

the filters. In presence of a finite opamp gain can express in the following form [28]:
A 7° 1 21

IBN ~ ———[——+ .
12 7a° OSR’ * 50SRA,

] (3.3)

The critical gain of a 3 order A modulator is equal to

21 OSR

v3dB ~
5

A 3.4)

T
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3.1.3 Finite Gain Bandwidth

CT implementations are claimed to work with lower GBW of the opamps. This
has been attributed to the lack of the high current peaks of SC implemented DT
circuits. Nevertheless, in [29] for a 3™ order modulator a margin of around 1.5fs was
found; [30] claimed an integrator non-dominant pole of 2-3 times the sampling

frequency. Recently, [31] a finite amplifier model was introduced. With

GBW =4, w, and A(s)= Ay from (3.1), the ITF can be derived as:
dc’ A S

—+1
Wy
GBW
kf  GBW+Y|k,f.
ITFyy (5)], = ]S" SZ : 3.5)
+1
GBW+,Y |k, f.

Consequently, the non-ideal influence of | finite GBW is in first order approximation a
gain error and a non-dominant pole. For tectangular feedback the non-dominant pole
can be modeled as feedback delay. Thus, compénsation is possible as correction of
gain errors and excess loop delay [32]. In Fig. 3.3 the integrator with finite GBW is

simulated for NRZ feedback pulse form.

SNDR

GBW /fs

Figure 3.3 SNDR of the 3™ order modulator with finite GBW opamps
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3.1.4 Further Filter Non-Idealities

Beside finite dc-gain and bandwidth in opamps, many other filter non-idealities
exist, while a short overview is given here:

Finite slew rate is a nonlinear effect and causes distortion as well as an increase
of the noise floor: in DT implementations signal transitions are very fast SC-pulses
and finite slew rate yields incomplete signal settling. By using CT circuitry, the slew
rate specifications can be relaxed. This is because in CT modulators the signals
changed much more slowly than DT ones.

Circuit noise is generally designed as the dominant noise source in a XA
modulator. The main contributor is the first integrator. There exists no sampling
capacitor in CT XA modulators. Eor the low noise consideration, this requires larger
transconductances and consequently higher bias current. The circuit noise and power
relation was written in following form:

g (3.6)

The input referred noise power density is approximately in the following relationship:

2 2n,,, Kfne I
S =8kT(R,+ R, +——)+—5— 3.7
3gm, Cc° WLf

Jin

Note that since the noise is not sampled until it has been filtered. The aliased noise
components are attenuated by noise-shaping. Therefore, the input referred noise

power that appears in the signal band is equal to:

= , 2n,
V2in,therm = ﬂ (Rin + R DAC + —f) (3 . 8)
OSR-R,C, 3gm,

We require smaller resistances ( R, and R

dac

respectively) and a larger

transconductance and consequently higher bias current in low circuit noise design.

Non-linearities of the first filter stage are similarly important as the linearity of
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the feedback DAC. The voltage dependency of the amplifier dc-gain, the output
impedance and the integrator resistors may introduce substantial distortion especially
at larger input amplitudes. To reduce non-linearities, the input resistors should be as
large as possible [33], limited by thermal noise. Also, increasing the bias current in
the differential pair improves the linearity of the input stage. The limited output swing,
also know as clipping, is a signal-dependent variation of the system states from their
ideal values and results in severely increased the signal band noise as well as

distortion.

3.2 Errors of the Feedback DAC

3.2.1 Excess Loop Delay

In [2, 7] timing non-ideality known as.excess loop delay was considered. The
excess loop delay can arise from two-different effects - first, due to a finite respond
time of the DAC output to the clockiedges andits‘input [7]; Second, due to a designed
delay between the quantizer sampling edge and the subsequent latch feeding the DAC,
The delay shifts the DAC pulse into the next sampling instant. This is the case for

NRZ DAC with any delay, shown in Fig. 3.4.

. A
Quantizer
clock

DAC
clock

T T
T

Figure 3.4 Illustrate of NRZ DAC pulse with loop delay
Excess loop delay is a serious non-ideality because it alters the equivalence

between the CT and DT representations of the loop filter and causes the numerator
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order of transfer function increases by one. Its effect on performance is severe if the
sampling clock speed is an appreciable fraction (10% or more) of the maximum
transistor switching speed. This is becoming more likely nowadays as desired
conversion bandwidths increase and a £A modulation with an aggressively high clock
rate relative to the transistor switching speed is considered for the converter

architecture [34].
3.2.2 Clock Jitter

Clock jitter, that is statistical variations of the sampling frequency, depends on
the purity of the clock source. In the past, ZA modulators were found to be tolerant to
timing jitter. Nonetheless, this advantage only holds in DT implementations. In
contrast, CT modulators are affected much more severely by clock jitter, which is seen
as the major disadvantage of CEZA.implementations: The clock jitter influence on CT

2A modulators can be illustrated in Fig:3:5-

E\(s)
s

U —>@—>| H(s) —T 22 — - Y(2)

Hpac(s)

—

E,(s)

Figure 3.5 Jitter error sources in CT XA modulators
There are two different sources of clock jitter errors (E; and E,) in the modulator

loop. The sampled internal quantizer is prone to jitter, but this error E; is maximally
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suppressed by the modulator loop. The dominant jitter error in CT implementations
appears through the feedback DAC error E;. A CT XA modulator integrates the
feedback waveform and a statistical variation of the feedback results in a statistical
integration error and in increased noise.

The random variation in the delay time tq is called pulse-delay jitter and the
random variation in pulse-width 7 is called pulse-width jitter. These two types of jitter

are illustrated in Fig. 3.6.

?‘fd ot
—» H—
i, T t, T

( 7constant) (f,constant)

Figure 3.6 (a) Pulse-delay jitter (b) Pulse-width clock jitter

It has been shown that pulse-delay jitter is much less critical than pulse-width
jitter [35]. Thus, several methods to reduce the clock jitter sensitivity will be
introduced. In  [36] a  technique  with  exponentially  decaying,
switched-capacitor-resistor (SCR) feedback in CT XA modulators have been
employed, as shown in Fig. 3.7a .In the following, different feedback waveforms like
sinusoid [37], linear or quadratically decaying were proposed [38]. Beside this,
multi-bit DAC implementations also reduce the jitter sensitivity. This is because that
the smaller step size reduced the charge error. But it must be noted that only NRZ
multi-bit feedback effectively reduces clock jitter noise, but not the often employ RZ

multi-bit feedback, as illustrated in Fig. 3.7b, 3.7c.
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Figure 3.7 Exponentially decaying and multi-bit NRZ and RZ pulse sequence under

clock jitter influence.

In order to reduce the large sensitivity to jitter, [48] also proposed to use SC
pulse in a CT modulator. SC feedback is usually adopted in DT charge integrators. In
the CT domain, the integration is done over one clock period. Thus, the pure charge
feedback is not directly applicable. To be able to define the feedback pulse over time,
an SC is combined with an additional series resistor. The resulting architecture is
shown exemplarily in Fig. 3.8, where the DAC circuit is named SCR feedback. Due to
its influence on the feedback pulse shape, the additional resistor also allows the
definition of the jitter sensitivity over the feedback time constant and reduces the

speed requirements of the active parts of the modulator.
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Toe = R,Cp =T (3.9)

Note that, the 7,. lowest limit is the switch turn on resistorr, . If7, >R, , then the

on

Ty time constant will be dominant by switch turn on resistor r, [36].
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l o)
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S
>
o
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VCM
_+VR3f ‘ —Vrer
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111 1+l
o R, —T—
Charge Charge

Discharge~{ fe— <« }‘ Discharge
ip,
Amplifier input

Figure 3.9 Implementation of the SCR feedback circuit

A unit of SCR feedback DAC cell as in Fig. 3.9. Principally the SCR feedback

DAC has two modes of operation: first charging the capacitors C, to either the

positive or negative reference voltage, depending on the quantizer digital output

signal ¥, ., and then discharging the capacitors over the resistors R, to the input of
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the integrators. To simplify the system design, these phases were chosen equal to the
system clock phases. We take the first half of the clock cycle to charge the feedback
capacitors, depending on the comparators output, and discharge it in the second half,
translating into a feedback pulse position. Here the capacitor C, is charged on either

positive or negative reference voltage when Charge=Cik-V

out

is high. It is
discharge over R, to the integrator input when Discharge:ﬁ 1s high.

In order to have the jitter relaxation benefits of multilevel DAC while
maintaining high linearity, Finite Impulse Response (FIR) DAC can be used in as
reported in [39,49]. The quantizer is one bit and the DAC response pulse is widened
over n clock cycles and the jitter contribution is approximately averaged over n
periods. In [39] it is reported that using 9-level instead of 2-level DAC reduces the
jitter noise contribution by 18dB: By using this FIR DAC method, it also increased

loop delay and lead to stability problem.

3.2.3 Jitter Noise Power Analysis

The pulse-width jitter has a much more degrading effect on the SNR than the
pulse-delay jitter. In the following analysis, we will neglect the pulse-delay jitter and
only the pulse-width jitter will be taken into account.

In order to calculate the noise power generated by the pulse-width clock jitter, let

us look at the output of the first integrator of the modulator in the ideal case.
— j Zdt = (3.10)

If the pulse-width has an error of 07, the output of the first integrator will be

1T St
— ) t=1+— 3.11
- {_‘/ (3.11)

st

T
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. . . o .
The error in the output of integration is then equal t0 2. Assuming that the clock
T

jitter causes timing errors oz with variance O'jz, we can say that the jitter noise

power in the signal band is equal to

: , o’ f.
Jitter Noise Power|, :7ﬁ (3.12)

The signal-to-jitter noise ratio (SNR;) can then be described by the following

relation:

2.2
“r OSR. (3.13)
o

SNR, =

where «” is the amplitude of the sinusoidal input signal. From equation (3.13), we

can see that SNR, is directly proportional toz,. Since in the NRZ case 7=7, and in

the RZ case, 7 <T,, itis clear that CT ZAmodulators with a RZ feedback signal are
more sensitive to clock jitter than modulators with a NRZ feedback signal. Using the
same method, we can also derive jitter noise powering the SCR feedback in the

following form:

1,
T

Jitter Noise Powertlg, = N |y, ( Ye ™

(3.14)

Tre

where N, |, is NRZ jitter noise power

It is obvious that the improvement is only dependent on the exponential decaying
multiplication of 7. .

Another interesting solution to reduce CT XA modulators sensitivity to clock
jitter is to use a multi-bit quantizer [45, 46]. The feedback DAC step size in a
multi-bit modulator is significantly lower than in the 1-bit case. Thus, the jitter

sensitivity is reduced proportionally. In fact we can say that:

Multibit Jitter Noise Power = Single bit Noise Power

3.15
(Number of Quantization Steps)’ (3.1)
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Pulse waveform asymmetry is also reduced by the same amount as clock jitter noise.
Equation (3.15) is valid only for NRZ feedback signals. In a RZ feedback signal, large
transitions occur at each clock cycle. This results in higher jitter and pulse waveform
asymmetry similar to monobit modulators. If nonlinearity due feedback pulse

asymmetry needs to be reduced, a RZ feedback signal could be used [45, 46].

3.2.4 Jitter Noise Model

In order to model the jitter noise in system level simulation, the following
method is often used. Fig. 3.10 shows the block diagram of a generic single-loop CT
YA. In such a system, there are two points that require a precise clock signal, the

sampler S before the quantizer and the DAC that generates the feedback pulse p(t).

The clock timing error in DAC A7) . may not-have the same timing error in the
sampling clock A7,

al + AT,[n]

x(t)
— vi(t)

H(s)  u(t) >Iﬁf

Quantizerl

\/

p(t) va(t)

nl + AT, [n]

Figure 3.10 Block diagram of a CT XA modulator including timing uncertainties

We will not consider ATQ in our model because it does not contribute

significantly to increase the precision of the predictions and simulations. In general,

DAC timing uncertainties 7,,,.[n] result in a wrong position of the feedback pulses

and also in an error in its duration, as shown in Fig. 3.11.
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Figure 3.11 Feedback DACs timing error

For a NRZ feedback pulse, the expression of this error area is:

M[n] = (y[a]-y[n-1])- AT, [n] (3.16)

We may find the equivalent additive error sequence that produces the same area error

in a feedback pulse train with the ideal temporization:
AT, [n]

e [ = (] o[- 1)) 2

This simple equation (3.17) leads to the.model of Fig. 3.12,

Ad[n]

(3.17)

nl
X(t)
—» (1)
H(s)  u(t) > >
Quantizerl
vo(t)
p(t) +
dy(t)
(1-z')YT |-
nT n;[n]
AT),[n]

Figure 3.12 The Block diagram of a CT XA modulator including an additive jitter
model.

By adding this jitter noise model in Matlab/Simulink, we can success to simulate
the jitter noise effect the CT XA modulators. The following Fig. 3.13 is the simulation
result. In here, the amount of jitter is normalize to clock period and represented in
percentages of clock period. For an example, the jitter equals to 1% of clock period at

100MHz sample frequency that also indicates clock jitter equals to 100p.
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Figure 3.13 SNDR of the 3" order modulator with the jitter noise model

3.2.5 Further DAC Non-Idealities

Beside the timing non-idealities, there are some' other DAC non-idealities, which
be mentioned here. The finite DAC response time and consequently non-equal rise
and fall times of the feedback pulse cause a charge mismatch for RZ or even inter
symbol interference (ISI) for NRZ pulses. When DAC output current pulses, having
unequal rise and fall times, are integrated, the result of the integration depends on the
data sequence. This data dependency produces harmonic distortion. As shown in Fig.
3.14, the effect of this feedback waveform asymmetry can be highly attenuated by

using a RZ feedback signal.

Tdeal e i/ e 0w ] ] w 0

NRZ S | /
Output

Ry =_1 A/

Figure 3.14 Rise and fall time asymmetry
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DAC non-linearity is similarly important in CT as in DT modulators, since the
low resolution feedback DAC needs linearity as good as the overall modulator. This is
due to that DAC errors are directly fed into the input of the modulator. Therefore the
feedback DAC requires linearity better than the overall modulator. Many techniques
have been published to improve the DAC linearity, such as dynamic element
matching (DEM) [3, 13] or current calibration [5, 14].

Finite output impedance of the feedback current sources becomes especially
important in Gm-C filters realizations. Here, the feedback current steering DAC sees
the full filter output swing and thus DAC finite output impedance reduces the

linearity.

3.3 Errors of the Internal Quantizer

The quantizer is located atthe mostinsensitivity. This is why XA modulators are
mostly insensitivity to errors of ‘the-internal quantizer, which are usually offset,
hysteresis [42]. Nonetheless, in CT modulators have to be paid for quantizer timing
issues. This is caused by timing induced errors like propagation and signal dependent
delay : An excess loop delay can be caused by the internal quantizer. More severely,
the delay of the decision is dependent on the signal amplitude. A statistically variant
quantizer delay causes equivalent performance degradation as clock jitter [43]. This
signal dependent delay is easily circumvented by inserting a latch between the

quantizer and the feedback DAC. Thus, the quantizer has a constant time to settle.
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Chapter 4

Analysis on Different Loop Delay

Compensation

The excess loop delay degrades the CT XA modulators performance in section
3.2.1. There exist some methods to compensate for the excess loop delay. We explore

some past proposals and suggest some methods for practical implementations.

4.1 Excess Loop Delay Compensation

In general, in a CT modulator with enoughiexcess loop delay to push the falling
DAC pulse edge past a sampling period; the order of the equivalent DT loop is one
higher than the order of the CT 1oop. filter. Thus,*we use an RZ DAC instead of an

NRZ DAC, the loop gain in CT modulators G,(z) would remain the same order as
the loop gain in DT modulators G,(z) for t4<0.5. If we knew exactly what tqis, we
could select suitable loop filter coefficients to get exactly the equivalent DT-CT
transformation. Thus, for a given t4<0.5 and RZ DAC pulses, we can make our CT
loop gain G,(z) matched exactly the desired DT loop gainG,(z) . It has long been
recognized that it is sensible to use RZ DAC pulses in CT modulators for excess loop
delay consideration.

If there exists enough excess delay to push the falling edge of a DAC pulse past a
sampling period, it will increase the modulator order by one. Therefore, there will be
(nt1) coefficients in the numerator of the equivalentG, (z); with only n feedback

coefficients, the system is not fully controllable. By adopting a tuning approach where
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each coefficient is tuned iteratively until the DR is maximized, it is possible to
improve the DR. The tuned performance is still not as good as the no excess delay, but
it is an important performance improvement compared to the untuned coefficients
performance. It is a strong encouragement to design tunable coefficients, possibly
even for on-line calibration against process and temperature variations. How to design
a tuning algorithms to get maximize SNDR that works on a chip, perhaps even while
the modulator is operating, is an interesting topic for future research [7].

An additional feedback path should restore full controllability to the system. This
has been suggested in [2]. In the block diagram of Fig. 2.7, a second NRZ feedback
path was added whose output goes directly to a summing node after the final
integrator (that is immediately prior to the quantizer).

As mentioned above, the excess loop can be'compensated by several methods. A
commonly useful method is an additional NRZ feedback path that added whose
output goes directly to a summing hode-after the final integrator. While the excess
loop delay is not over a quantizer, sampling clock period (0<¢,<T7,), a CT ZA
modulator with the feedback delay can be compensated to get the performance as
good as no delay.

In the following sections, we analyze a CT XA modulator with different loop
delay compensation based on some mathematic theorems. We take third order as an
example. First, we get different XA modulators coefficients by using the modified Z
transform in section 2.4, we can get the following CRFF third order modulators
coefficients with different loop delay compensation, listed in following Table 4.1.

We found that the longer delay compensation modulators need larger al, a2, a3
and additional feedback kb coefficients. From coefficients listed in Table 4.1 above,
CT XA modulators performances were verified by using Matlab/Simulink. The power

spectral density is shown in Fig. 4.1 respectively. With different loop delay
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compensation, they get almost same performances.

Table 4.1 Coefficients of CRFF third order modulators with different delay
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Figure 4.1 CT CRFF third order modulators with different loop delay compensation

PSD in system level (OSR=25)

4.2 Noise Power Gain (NPQG)

Component variations lead to changes of the designed NTF such that XA

4



modulators performances may be degraded. The LA modulators may even become
unstable. Some stability constraints must be used to examine the NTF’s stability.
Noise power gain (NPG) limitation described in [17] can be used to examine the

stability of a XA modulator. The NPG is defined as following form.

2

) dw (4.1)

NPG = lT(\NTF(efW)
T 0

The NPG is the amplification factor of the quantization noise. Large NPG will

increase high-frequency noise, which may result in destabilization of the modulator

loop. The NPG_,

X

defined as that a XA modulator has stable operation in the region

below the corresponding instability edge, which is the boundary between stable and

unstable regions. It is the maximum allowable NPG.

4.2.1 Boundary of Noise Powen Gain

By aggressively selecting an NTF close.to the instability edge, a large PSNDR
can be obtained. However, the NPG of an aggressive NTF may be easily changed
from a stable region to an unstable region due to a XA modulator coefficient variations
resulting from large RC absolute variations in recent CMOS process. The NPG value

may be larger than NPG___, result in destabilization a A modulator.

max

While it is well-known that low order XA modulators are subject to in-band tone
problems, it should be remembered that high-order A modulators could also have
large in-band tones. These tones cannot be efficiently reduced even when a XA
modulator is implemented with fully differential circuits because the odd harmonics
may be larger than the even ones. To overcome this problem, we should maintain
NPG large enough to reduce in-band tones. We should let NPG larger than NPG

such that the SNR is dominated primarily by the in-band noise floor. In contrast, if the

NPG is below NPG _ . , the SNR is dominated primarily by the in-band tones.

min ?
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4.2.2 NPG Values of Different Delay Compensation

Since the stability of a XA modulator is examined in terms of NPG limitations,
variations of NPG due to modulator RC product variations with different delay
compensation have to be investigated. We use the loop filter coefficients listed in
Table 4.1. The NPG values of different delay compensation are shown in Fig. 4.2.
When RC variations equal zero, which means no process variations, the NPG value in
different delay compensation is the same. That is because their NTF is mapped into
the same DT XA transfer function. Now, process variations alter the NTF, which alter
NPG and lower the effective SNR. In Fig. 4.2, in a negative shift of time constant, the

NPG of the modulator with longer delay compensation increases rapidly. When the

NPG is increased over NPG it results in destabilization of the modulator.

In contrast, in a positive shift.of time constant,the NPG alters smoothly. Those
do not affect stability issue, so there.is-no-larger different performance. Considering

negative shift and positive of time+constant together, we found that a A with less

delay compensation produces a low-process variations sensitivity design.
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Figure 4.2 Third order NPG of different delay compensation in RC variations
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4.3 Pole Locations of Noise Transfer Function

Now, we analyzed delay difference in other method, based on root locus theorem.
A nonzero delay tq augments the order of the modulator from n to (n+1). Thus, a third
order modulator with timing delay, the number of poles is increased from three to four.
We take this delay as a part of influence on the stability. Next, we also assume this
delay to be constant in time and known. The latter can be very well approximated by
the introduction of a synchronization latch.

In the CT implementation, the integrator gain is realized by the product of a
resistor (or the inverse of a transconductance) and a capacitor value. In a typical
technology, the variation of this product can be up to £30%. The modulator open-loop
gain can be described as a discrete transfer function G.(z) . Now, we can investigate
the robust stability of the modulator by' pletting pole locations with RC product
variations. The third order modulator pele-locations are shown in Fig. 4.3(a). There
are only three poles in the non-delay architecture, as showed in Fig. 4.3(b). For timing
delay topology, it will add an extra pole atz =0, as showed in Fig. 4.3(c)-4.3(f).
Without RC product variations (ARC =0), the pole locations in delay topologies are
the same as the non-delay topology. An extra pole at (0,0) in Fig. 4.3(c)-4.3(f), will be
cancelled by a zero at (0,0), which is well-known as pole-zero cancellation.

With a negative shift of time constant (ARC from 0% to —40%), it results in a
positive shift of the integrator gain. It causes two poles moving toward unit circle
rapidly, as shown in Fig. 4.3 blue lines expressed. It leads to instability of the
modulators. In contrast, a positive shift of time constant (ARC from 0% to 40%), it
results in a negative shift of the integrator gain yields less aggressive noise shaping, as
shown in Fig. 4.3 red line expressed. In contrast to blue lines, there is no serious

difference in red lines. Whether RC variations decrease or increase, we can find a
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following property. The longer delay compensation, the more rapidly poles move
from original pole locations to unit circle. We can also conclude that CT ZA
modulators with longer delay compensation topologies are more unstable systems.
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Figure 4.3 The 3rd order pole locations of different delay compensation in RC
variations (Blue lines represent RC product variations from 0% to -40%. In
contrast, red lines represent RC product variations from 0% to 40% ).

The distances of four poles from zero point (0,0) are shown in Fig. 4.4. The two
complex poles ( polel ~ pole2) move toward outside the unit circle quickly, shown in
Fig. 4.4. They may be at outside the unit circle in large RC variations, which are the
pole distances from (0,0) over 1. Thus, the two complex poles are dominant poles in
the XA modulator. Comparing to the complex poles ( polel - pole2), the pole3 and
pole4 are less significant. Even in large RC variations, their locations are always in
unit circle. We can also calculate averages of all poles distances from (0,0). The pole

average distance in less delay architecture is always farther from unit circle. In this
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way, we also prove that the less delay architecture is a more robust system.
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Figure 4.4 Third order XA pole distances.from (0,0) with different delay compensation

4.4 Third Order Simulation:Results

As described in section 4.2 and section 4.3, the same characteristic is proved in
noise power gain (NPG) or pole locations. A XA modulator with less delay
compensation is more robust and stable in the process variations.

For stability issue, a negative shift of time constant is more serious than a
positive shift. In a negative shift of time constant, it leads to instability of the
modulators and degrades the SNR performance. In the longer delay compensation
architecture, the SNR is degraded quickly. In contrast, in a positive shift of time
constant, it also degrades the XA modulator, but is does degrade seriously as negative
shift. Their SNR performances are no seriously different with different delay

compensation. The simulation results are shown in Fig. 4.5, the simulation result is
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the same as theorem analysis in above sections. Considering worst performance case,

the 3" order simulation result is shown in Fig. 4.6.
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Figure 4.5 RC-variations influenceonithird order XA with different delay
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Figure 4.6 Worst case of RC-variations influence on 3rd order ZA with different delay
compensation in system level simulation

The histograms of SNDR deviations for XA modulators with different delay
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compensation in a maximum coefficient variation of £30% are shown in Fig. 4.7. The

less delay compensation architecture has smaller deviation. Their standard deviations

are 2.94, 4.44, 6.92, 10.52dB respectively.
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Figure 4.7 3rd order histograms of SNDR deviations with +£30% process variations

4.5 Analysis and Simulation Result of Other Higher

Order A Modulator

Now, we check other higher order CT XA modulators to get the general form.
Using the same method, the fourth order is proved. The same as above section, we
first get the fourth order coefficients. Using the same method in section 2.4, we get
the coefficients listed in Table 4.2 and the PSD simulation result is shown in Figure

4.8.
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Table 4.2 Coefficients of CRFF fourth order modulator with different delay

The P30 of ¥[n]
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Figure 4.8 CT CRFF fourth order with different delay compensation PSD (OSR=20)
The following analysis is the same as section 4.2 and 4.3. We do not describe in
detail again. The NPG values are shown in Fig. 4.9. The pole locations and distances

are plotted in Fig. 4.10 and 4.11 respectively.
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Figure 4.10 The 4th order pole locations of different delay in RC variations (Blue
lines represent RC product variations from 0% to -40%. In contrast, red lines

represent RC product variations from 0% to 40% ).
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Figure 4.11 4th order XA pole distances from (0,0) with different delay compensation

Finally, the Matlab/Simulink  simulation results are also shown in Figure 4.12.
Considering worst performance;case, we plot the 4th-order simulation result in Figure
4.13. Thus fourth order design examples have been-examined as well. The results hold
the same property. For a fifth order XA modulator, we can also find the same property
as 3" and 4™ Thus, we do not show again in detail. From analysis of third order and
fourth order, it reveals that higher order XA modulator have larger NPG and pole

locations variations than lower order ones.
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The 4™ order and 2™ order histograms of SNDR deviations for £A modulators
with different delay compensation in a maximum coefficient variation of £30% are

shown in Fig. 4.14 and Fig. 4.15.
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Figure 4.14 4th order histograms of SSNDR-deviations with +30% process variations
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Figure 4.15 2nd order histograms of SNDR deviations with £30% process variations
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We could find that there is no large difference in a > A modulator with
different loop delay compensation in 2™ order £A modulator. Process variations don’t
degrade performance seriously.

Now, we try to find a critical ARC value, which is defined as the poles lying on
the unit circle. In discrete time signal processing theorem, a discrete system is
unstable, if its poles are outside the unit circle. Thus, if a system tolerates larger
ARC range, it will be a more robust and stable system. The critical ARC value is

shown in Fig. 4.16. It also proves that a less delay compensation is more stable.

Critical RC ( pole on unit circle )

-0.2

-0.3

-0.35

RC value

-0.4

-0.45

-0.5

-0.5

Figure 4.16 The critical ARC values of different delay compensation
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Chapter 5

A Practical Circuit Implementation

The following chapter is devoted to the practical design a 3™ order continuous
time XA modulator for W-CDMA receiver. Moreover, continuous-time filter

implementations and circuit design solutions are presented.

5.1 Loop Filter Implementation

In the following, commonly used continuous time integrator implementations are
discussed. A continuous-time XA modulatoris ¢omposed of active or passive filters. A
continuous time XA modulator with passive:filters was first proposed in [47]. Its loop
filter consists of only resistors and capacitors. The only active component is the
quantizer. The passive networks ¢onsume no power, introduce no distortions; but they
cannot provide any gain either. In [47], the quantization noise is suppressed by the
gain provided by the quantizer. A combination of active and passive integrator was
proposed in [48], as shown in Fig. 5.1. The passive networks can save power, and the

active integrators can provide high gain to suppress the quantization noise.

passive active passive

active network integrator network

integrator

T T

Y(2)

 J

Figure 5.1 A continuous time XA modulator with active-passive loop filter
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Generally, CT XA modulators are composed of gm-C [10,50,51] or active-RC
active integrators [3,6,11,13,22,29,53] or a combination of both [5,15,52,54]. Gm-C
integrators are based on a transconductance amplifier and a capacitor as shown in Fig.
5.2. The input voltage is fed through a transconductor gm and generates a

currenti = g, v, , which is integrated on the capacitor C. Thus, the ideal transfer-

function of a gm-C integrator yields:

ITF(s)=a, s = 8o (5.1)
s sC

Vin

Figure 5.2 Simplifier schematic of a gm-C integrator

This kind of integrator exhibits some considerable advantages over other
techniques: they are easily tunable [49], require low current consumption for
high-speed application, present only a capacitive load for previous integrators and
generate only small excess phase shift. On the other hand, transconductance
amplifiers are required to have full signal swing to maintain the dynamic range. This
requires a large linearity input range. Source degeneration is often employed to
improve the linearity but at the expense of an increased input referred noise floor and

reduced power efficiency [26].
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5.1.1 Active-RC Filter

Another commonly used integrator structure in CT modulators is active-RC
integrators, as shown in Fig. 5.3. This is due to their simplicity, linearity, and parasitic

insensitivity. The ideal integrator transfer function of the active RC integrator is given

_gfso L
ITF(s)=aq, . " SRC (5.2)

Assuming the amplifier is high, the input nodes closely meet virtual ground
conditions and the input resistor R performs a linear V/I conversion. Linearity
limitations mainly result from the amplifier. In order to show good performance, the
amplifier has to provide high open loop gain, low noise contribution and large output
signal swing. The input signal is conyerted into a current by which flows into the
virtual ground node of the first integrator:|The data-dependent DAC output voltage is

also converted into a current by-resistors and subtracted from the input current.

[c.
1
"
Vin R
——VvW\
b3
Rye = ——=
Vre_'f'— Vref+

Figure 5.3 Simplifier schematic of an active-RC integrator
The choice of an active-RC integrator was made for several reasons. The virtual
ground of the amplifier is ideal as a current feedback point for the current steering
DAC employed in the topology. Since the amplifier will keep its output to keep its
virtual ground swing small, the DAC non-linearity due to finite output resistance is
minimized. The active-RC integrator is suited for low-voltage operation in that large

signals are seen only at the input resistor and the output of the amplifier where careful
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design can allow nearly rail-rail operation.

In order to meet all of these requirements over the entire bandwidth a large GBW,
multi-stage feed-forward compensated amplifiers with class-AB output stage are
commonly used. Additionally, the feed-forward path through the integrating capacitor
generates a right half plane (RHP) zero, which introduces an excess phase shift. A
frequently enhancement of the simple active-RC integrator is the insertion of a
resistor R_ in series to the integration capacitor [29].

In conventional XA with feed-forward topology, the coefficients are implemented

using transconductance amplifiers. Nowadays, these are realized with capacitors,

which are defined by the capacitor C, and C, ratio, shown in Fig. 5.4. In contrast

to a feed- forward architecture using transconductance amplifiers (gm cells) [6, 50],
the implemented solution consumes o power.in the feed-forward branches.
Additionally, the feed-forward coefficients are mnherently linear, even for large input
signal swings. The main advartage=of this=structure is the elimination of the feed
forward summing amplifier at the’‘output’ of the filter. Using feed-forward
capacitances, the summing node can be shifted from the output to the input of the last
integrator stage [13].

The integrator gains are determined by the resistors R, and capacitors C;. The
resistor is chosen to be 25k in order to fit the input noise requirement. The smaller
integrator resistors R, will decrease input resistor noise, but it will lead to larger
integrator capacitors C,. This will take more power consumption in opamps design.
The values of the resistors R, and R,,. of the first integrator are determined by the
low power requirement, so that these are maximized in terms of the maximum

tolerable in-band noise limit.
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Figure 5.4 Capacitive feed-forward filter implementation in active-RC filter

Thus, a trade off between resistor noise and power consumption must be
considered. In our design, sampling rate at 100MH and using the coefficients with
t4=0.25, as listed in Table 4.1, we get the, values of capacitors and resistors, shown in
Table 5.1. In order to meet the linearity'specifications at the low supply voltage, all
the analog modules are fully differential.

Table 5.1 The values of capacitors and resistors in 3™ CT ZA with 0.25Ts feedback

R, 25k 0 C, 0.4pF
R, 25k Q) C,, 0.93pF
R, 40kQ C 0.98pF
C, 0.8pF Ry 25k Q)
G, 0.8pF Chic 0.10pF
C, 0.4pF

5.1.2 Bias Circuit

This is a wide swing current mirror into the constant transconductance bias

circuit as shown in Fig. 5.5. This modification greatly minimizes most of the
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detrimental second order imperfections caused by the finite output impedance of the
transistor, without greatly restricting signal swings. It is also including wide swing

current mirror and a start up circuit.

mB8 " JMB? \‘J Vbp2
El T—mB11 °Vbp

IiMBM
\ [*—MB6 I

. O
MB9 \ \ \ | MB10 %li Vbpl
il “—{, | MB18
MB3 :I\ | mBa MB13 |
! ! | MB15 | MB16| | |—

Vbn2
T ©
] l:MB5 MB17

MBlg [ mB2 T‘l:MBlZ
J7 VSS

Bias Loop Cascode Bias Start-up Circuit

v L]

oVbnl

Figure'5.5 Bias circuit:'schematic

5.1.3 Two-Stage Operation Amplifier

For system simulations the operational amplifiers were described using a
two-pole model (GBW, Adc) [31], [32]. Sampling rate at 100MHz, the opamps
require a bandwidth higher than 200MHz and dc gain higher than 55dB. A single
amplifier cell and its common mode feedback (CMFB), shown in Fig. 5.6, 5.7, satisfy
the requirement of integrators.

The amplifier used is a conventional two-stage design employing miller
compensation. This topology is suitable for driving resistors with minimal power
consumption. As the linearity of the first integrator is most significant, its GBW was

set higher than two times of sampling rate (200MHz). The second and third
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integrator’s noises and distortions are shaped by the first integrator such that there is
no serious effect on the overall modulator performance. So the second and third stage
opamps can be scaled down to reduce power consumption.

VDD

M6 @
M3
C1

) % MR1 vbp2

vop

» von

vbgr

vip—|| M1
M8 P vb2 vcmsz%lﬂ9

vemfbl — | M5

Figure 5:6 two-stage opamp schematic
Due to an unintentional Zfeed-forward path through the miller capacitor, a
right-half-plane (RHP) zero is also created and'the phase margin is degraded. If a

proper nullifying resistor( transistor MR1 ~ MR2 in Fig. 5.6 as resistors) is inserted in

series with the miller capacitor [55], such a zero can be removed.

o pb——d _

vemfb
M10 }-l

Figure 5.7 CMFB schematic
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The simple CT CMFB circuit is realized only with a few additional devices.
Using two differential pairs to implement the common-mode input stage, they detect
the common-mode output voltage. This output voltage is compared to a common-
mode reference voltage V, ~with the common-mode input stage. If these voltages are
not equal, the common-mode output stage (M10) will drive the MOS transistors (M5
in Fig. 5.6) to balance the common-mode output voltage with the reference voltage.
The first stage opamp simulation results are summarized in Table 5.2.

Table 5.2 Simulation performance of first stage opamp

DC gain 58dB
ICMR -27dB
Unit-gain Freq. 225MHz@CL=2pf,RL=25KQ
Output swing 0.2V~1.5V
Input Noise 28.5nV /rt hz
Rising 168V/us@ CL=2pf
Slew Rate
Falling 176 V/us @ CL=2pf

5.2 Tri-Level Quantizer and DAC Realization

A high speed and high accuracy comparator is used from [56], as shown in Fig.
5.8. The dynamic operation of this circuit is divided into a reset time interval and a
regeneration time interval. During ck2 is logic high, the comparator is in the reset
mode. Current flows through the closed resetting switch M12, which forces the

previous two voltages to be equalized.
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Figure 5.8 comparator schematic

The regeneration is initialized by the opening of switch M12. The first step of
regeneration is within the short time slot between ck2 getting low and ckl getting
high. The n-channel flip-flop, togéther with the p-channel flip-flop, regenerates the
voltage differences between nodes.“‘a” and “b” and between nodes “c” and “d”. The
voltage difference between node “c”’-and-nede “d” is soon amplified to a voltage
swing nearly equal to the power supply wvoltages.

Two differential-differential type comparators are used to implement a tri-level

1.5-bit quantizer, as shown in Fig. 5.9. The input signal from -V, to +V,, and the

V. v
quantizer has the thresholds at _’Td and’TEf. The Vrefp and Vretn equal to 1.35V
and 0.45V respectively in this design.

Vrefp +
Vrefn _ vref Q A

Vip n
VI
Vin - Qb

=D

¥
i c

+
vref

Figure 5.9 Tri-level quantizer schematic
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Figure 5.10 The.1.5-bit quantfzer simulation result

‘ V..
If the differential signal is higher than '26 L (0.45V), then the “A” signal will be

logic high and others “B” and “C” ‘will ' be*logic low. If the differential signal is
v, v, . L

between - (-0.45V) and - (0.45V), then the “B” signal will be logic high and

others “A” and “C” will be logic low. Finally, if the differential signal is lower than

V
—%(-0.45V), then the “C” signal will be logic high and others “A” and “B” will be

logic low. The tri-level 1.5-bit quantizer simulation result is shown in Fig. 5.10.

From section 3.2.1, we know that the feedback excess loop delay is a serious
non-ideality. One of the excess loop delay sources is quantizer signal dependent delay.
In section 4.1, a fixed delay implemented by a synchronization latch can compensate

to the original non-delay architecture.
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Figure 5.11 The eye:diagram of the 1.5-bit quantizer

We plotted the eye diagram in Fig. 5.11 to observe the quantizer signal
dependent delay. We found all output signals ( A+ ‘B ~ C) have an uncertain rise time
and fall time. This signal dependent delay is easily circumvented by inserting a latch
after the quantizer. After inserting a latch, the signal dependent delay will be fixed to a

latch delay time, shown in Fig. 5.11.
The implemented 1.5-bit NRZ global feedback (DACI1) consists of a feedback

resistor (R, ), 1V, (1.8V,0V) ¥, (0.9V) and a switch. Another local feedback

com

(DAC2) consists only of a feedback capacitor (C,,.), £V, (1.8V,0V) V_ (0.9V) and

com

a switch.

In order to observe the quantizer signal-dependent delay degraded the XA
modulator, the PSD simulation result with different number of digital delay
compensation are shown in Fig. 5.12. Because of the signal-dependent delay, the

non-delay architecture has higher noise floor than other fixed delay architectures.
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The modulator operates at samplihg rate 100:MHz; the ADC consumes 6.5mW

of power from a 1.8V supply. Over half of the power is consumed by the opamps,

listed in Table 5.3.

Table 5.3 Power consumption table
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5.3 Circuit Level Simulation Result

The worst simulation result of different delay compensation is shown in Fig. 5.13.
Comparing with system level simulation, the main difference is that the non-delay

architecture in circuit implementation has a signal dependent delay to degrade the

SNR performance.
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Figure 5.13 Worst case of RC-variations influence on 3rd order A with different delay

in circuit level simulation

The circuit simulation with different corner and temperature are shown in Fig.
5.14 and Fig. 5.15. The less delay architecture is found that has better system
performance with lower design requirements of amplifiers. We could note that a A
modulator with less delay compensation is more robust and stable in process and

temperature variations.
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Figure 5.14,SPICE corner simulation
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Figure 5.15 Temperature simulation

The third order XA modulator with quarter delay feedback was designed in

TSMC 0.18um 1P6M MIM standard process. The core chip layout is shown in Fig.
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5.16. To prevent the substrate noise from coupling each other, the analog and digital
parts are separated and surrounded by the clean guard rings. The layout of the
integrators and comparators is symmetry for balancing the differential signal paths.

The core area of the chip is 220x200pum”.

Figure 5.16 Chip layout of a third order XA modulator

Fig. 5.17 depicts the simulation output PSD for low and high signal frequencies
(42-KHz and 1.2-MHz) at input level of -7dB respectively. The full-scale signal 0 dB
refers to a sine wave at the input with 1.8pp. The behavior is almost the same for low
and high input frequencies (both SNDR equal about 60dB). For large input
amplitudes, the distortion due to the integrators increases rapidly. When the input
signal exceeds the reference voltage, the ADC is overloaded and the performance is

degraded. Fig. 5.18 shows SNDR versus the normalized input levels as a function of
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input signal amplitude. Table 5.4 shows a summary of the performance.
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65~

60F

55

SNDR [dB]
s

-
o

40t

]

30 25

[N IR |
Lo FULE |
R PR ETT R — o
[N P |
[N P |
=1+ = ~
[N R |
[N R |
ki nl =
[N R
N I
| (Nl
I RN
! I
I
[N
(]
|
|
1

72-KHz

Dynamic Range Plot

|——SNDR @ fi=42K]

20 A5 0 5 0
VinAref [db]

Figure 5.18 SNDRs versus input signal

Table 5.4 Performance Summary

Technology

1.8V /0.18um

Signal Bandwidth

2MHz

OSR

25

Peak SNDR

62dB

Dynamic Range

64dB

Power consumption

6.5\mW@VDD=1.8v

(b) PSD at fi=1.2-MHz
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Chapter 6

Conclusion

With the rapid growth in portable electronic market, integrating the digital and
analog circuits on a single chip at low supply voltage will be an indispensable trend in
the future. The CT XA modulators are popularly used in modern communication
system. Due to their low sensitivity to the analog components, they are suitable for
being utilized to implement the high speed and medium resolution.

In this thesis, different loop delay compensation effect on a CT XA modulator
was explained. It’s worth mentioning that using higher quantizer sampling rate at
feedback latches could producetdifferent numbers of digital feedback delay. In this
design, we used feedback latches with two times’ of quantizer sampling rate to
produce quarter delay timing.

Different classes of CT XA modulators with different delay compensation were
discussed in this thesis. Process variations alter the NTF, which alter NPG and lower
the effective SNR. The longer loop delay compensation, the more rapidly poles move
toward the unit circle from original pole locations. The characteristic is proved in
NPG or pole locations, this thesis proves that a £A modulator with less delay
compensation is more robust and stable in process variations.

This thesis proves the property not only on mathematic theorems, but also proves
it on practical circuit implements. A third order CT XA modulator with active-RC
integrators has been accomplished in 0.18um TSMC CMOS process. The coefficients

of the modulator were calculated by using the modified-z-transform technique.
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