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Human Recognition System

Using Deformable Codebook Matching and
Realization on DSP Platform

Student: Ya-Shu Lee Advisor: Prof. Chin-Teng Lin

Department of Electrical and Control Engineering

National Chiao Tung University

Abstract

In this thesis, a fast real-time human detection system with low computing power
is proposed. The purpose of this system is to provide the human detection and
tracking for video surveillance which can be used in the environment with infrared
rays lighting. This system consists foreground segmentation, human tracking, and
human detection. The system will be implemented on the real-time DSP system which
is not supporting the floating-point computation. The requirement of low computing
power and accuracy becomes the major condition that we are very concerned. The
first part of our human detection system is to segment the moving object from the
scenes. We use the background subtraction here to segment the moving blob. We
provide a simple and fast function to calculate the binarization threshold for the
varying environments and videos taken by different cameras. In second part of our
system, we use simple trajectory tracking and condition judgment to provide some
data for human detection algorithm and to decrease the false-alarm rate. The final part
is human detection. Because of the requirement of low computing power, we choose
the shape-based method by codebook to classify human being from the other objects.
The people walking indoor are sometimes covered by furniture such as desks or chairs.
To solve this kind of problem, we provide deformable codebook matching, a human
detection algorithm for first half body with different height/width ratio. With
deformable codebook matching, when someone’s bottom half body is covered, the
system can still work. Further, we use deformable codebook matching to implement

the human detection for multiple people walking side by side.
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Chapter 1

Introduction

In recent years, visual surveillance systems play an important role in security. We
can easily find visual surveillance systems everywhere, not only in the street and open
store but also in many houses and companies. There are two common types of video
surveillance system: one is to record video from video surveillance system without
human monitoring. It is already prevalent in commercial establishment with camera
output being recorded periodically or stored in video archives. The other is sending

video to the monitors with continuously human monitoring.

The disadvantage of the given surveillance system is that it will take lots of
storage equipments, and even waste money and resource, if we only record the video
from surveillance TV camera as data. For example because of the limitation of storage
space in the video surveillance system, the data can not be reserved for a long time. If
there was something happened and we can’t get the related video information in time,
it will be difficult to recover the interesting extract from mass video data. In the
building or some close environment, the video sequences from many remote areas can
be presented to watchmen at a time. However, looking at many TV monitors for a
long time is hard work for watchmen. Research shows that normal adults can only
focus on the monitor less than fifty minutes. Further more, it is expansive to find
available human resources to sit and watch the video. Therefore the automatic
detection of moving objects and the classification of the detected objects are required
in video surveillance system. In particular, distinguishing human from other objects is

an indispensable function for security systems.



The advanced video surveillance system needs to analyze the behaviors of
people in order to prevent the occurrence of the potential dangerous case. The analysis
of behaviors of people requires the human detection and tracking system. In recent
years, the developments of human detection and tracking system have been going
forwards for several years, and many real time systems have been developed.
However, there are still some challenging technologies need more researches: most of
systems need heavy computing load because of foreground extraction and classify
algorithm. If a video surveillance system can provide occlusion people detection or
shadow handle algorithm, it always comes to the problem of heavy computing load.
There have been some real-time video surveillance systems, but most of them are
developed on personal computer platform with fast modern CPU. It cost too much
when every input video needs a personal computer to analysis, if we have much of

area need to be monitored by many cameras.

1.1 Motivation

In recent years, visual surveillance systems play an important role in security. A
problematic issue is to distinguish people from other moving objects such as animals
or traffic. Although many researches have been studied on this problem, it is still a
leading issue in visual surveillance systems.

Human detection is one major issue of object detection. Its main idea is to find
whether there are human in the video (or image) or not. A successful human detection
can tell us how many people are there in the one single image. This kind of human
detection system scans whole image to find out if there is any human feature. There
are several systems which can do this kind of job and provide a good search result.

The question is this kind of human detection system takes very long time to calculate



and search. It is not suitable for real time human detection.

Real-time human detection systems are always separated into two parts: finding
the moving object in the video sequence and then analyzing the moving object. When
a moving object get into the range of interesting, we need to locate its position and
size, and even, its speed and direction. We call this process foreground extraction or
foreground segmentation. It is difficult to extract the moving object from background
perfectly. Foreground extraction can be affected by light, shadow, camera shake, noise
and background object...etc. The second part is to classify what the moving object is.
At this part, human detection systems exact all kinds of features and use mathematic
equations or advance algorithm such as neuron networks to achieve the goal. But to
distinguish human from other object is still a challenge when two or more people
walking too close or when people are covered by some background object.

The several reasons mentioned above motivate us to develop a fast real-time
human detection system with low computing load on the DSP platform. It can
distinguish human from other object in a low cost and easy to set up. In human
detection we use shape-based model to modeling the human. This human model can
be used to detect moving human that has variation of size after normalizing, and
provide a deformable matching algorithm to handle the situation when half body of

human appear or few people walk too close.

1.2 Related Work

In recent years, many human detection approaches have been developed. There
are two parts of human detection system: segmentation of moving object from
background and human detection by distinguishing the human with other moving

objects. Several methods for moving object segmentation are optical flow method [1],



[2], and [3], stereo based vision, and temporal difference method. Optical flow is used
to detect independently moving objects but it has complex computation and sensitive
to change of intensity. Optical flow used in [2], [3] was used to detect vehicle. Zhao et
al [4] exploited stereo based segmentation algorithm to extract object from
background and to recognize the object by neural network based recognition.
Although stereo vision based technique have been proved to be more robust it
requires at least two cameras and can be used only for short and middle distance
detection. Carlos Orrite-Urunuela [8] used multiple cameras to analyze the 3D
skeletal structure in gait sequences. They used 3D skeletal structure to make sure the
shape of moving human can be completely extracted. And then they followed a point
distribution model (PDM) approach using a Principal Component Analysis (PCA) to
establish the shape of human. The fitting was carried out by selecting the closest
allowable shape from the training set by means of a nearest neighbor classifier. They
developed a human gait analysis to take into-account temporal dynamic to track the
human body. But this system need to use 3D skeletal structure, it needs multiple
cameras to generate. And they can only successful extract whole shape in the simple
and clean environment. The size of human must be large enough for their algorithm,
which is a disadvantage for video surveillance system. Smith et al [5] used
background subtraction method to segment isolate human. The serious problem of this
approach is the changeable background or the illumination that is almost different in
each frame. Zhuo-Lin Jiang [9] also used background subtraction method to segment
isolate human. To avoid shadow they use the homogenous of shadow and background
to eliminate the shadow. A time study algorithm was able to exclude the background
object such as window curtains and indoor plants. Area thresholds can avoid sudden
change of light or illumines interfere the moving object extraction. However they only

eliminate shadow, animal and background object and then take rest of moving objects
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as human. It is faster but less accurate. Y.L.Tian and A.Hampapur combine these two
techniques together [10]. They firstly use the background subtraction to locate the
motion area, and then perform the optical flow computation only on the motion area
to filter out false foreground pixels. The background subtraction is popularly used in
foreground segmentation. The motion information is extracted by thresholding the
difference between the current image and background image. The background can be
modeled as Gaussian distribution N(u;o 2 ), this basic Gaussian model can adapt to
gradual light change by recursively updating the model using an adaptive filter.
However, this basic model will fail to handle multiple backgrounds, such as water
wave and tree shaking. To solve the problem of multiple backgrounds, the models
such as the mixture of Gaussian, Nonparametric Kernel [11], and codebook [12] are
provided recently. Although these algorithms are effective for modeling multiple
backgrounds, they require more memories and more computation.

To distinguish human with other object (human recognition), several method
have been implemented such as shape-based, motion-based, and multi-cue based
methods. The shape-based approach uses shape feature to recognize human. Motion
based approach use Fast Fourier Transform and its periodicity against time [6]. Some
system integrates multiple features to recognize human such as shape pattern, motion
pattern, skin color, etc. Curio et al [7] used the initial detection process that is based
on geometry feature of human. Then, motion patterns of limb movements are
analyzed to determine initial object hypotheses. There is another way for human
recognition, such as neural network based approach. The neural network is powerful
tool for pattern recognition. In [13], the BP network was used to recognize the
pedestrian. The model based human recognition system analyzes the shape of object
and classify the people from other objects. In order to recognize the people, we utilize

the codebook method to model the shape of human, and propose the distortion
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sensitive competitive learning algorithm to design the codebook. Sang Min Yoon, [14]
used robust skin color, background subtraction and human upper body appearance
information. They extracted the human candidate regions using color transform and
background subtraction and update. To classify human and other objects that have
similar skin color region or motion, an efficient incorporation of geometric pixel
value structure and model based image matching using Hausdorff distance are
implemented. Daoliang Tan, [15] they dealt with the problem of night gait recognition
via thermal infrared imagery. First of all, human detection was accomplished, based
on the Gaussian mixture modeling of the background. Then, human silhouettes were
extracted on the basis of preceding detection results. Moreover, a new gait

representation called HTI was proposed to characterize gait signatures for recognition.

1.3 Thesis Organization

The remainder of this thesis is organized as follows. Chapter 1-4 describes
system overview including software and hardware architecture. Chapter 2 describes
the foreground extraction, adaptive thresholding and moving object tracking. Chapter
3 shows detection system including human detection and deformable matching system.
Chapter 4 shows the experimental results. Chapter 5 makes the conclusions of this

thesis and the future works.



1.4 System Architecture
1.4.1 Software Architecture
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Figure 1-1 : System architecture.

Figure 1-1 shows the overview of our human detection system. The static camera
captures the current frame and feeds into our system. Our human detection system can
take TV video sequence from camera and show the result to the TV monitor. After
some de-noise filter, the system construct the background model for moving object
extraction. Moving object extraction process extracts the foreground objects by

subtracting with background model, and establishes a object tracking table for object



tracking and providing the information for classification. After using some filters and
normalization, the deformable codebook matching algorithm can distinguish human

from other objects.
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Figure 1-2 : Human detection system.

Figure 1-2 is the detailed flow chart of our human detection system. The system
is divided into three blocks: background model block, moving object extraction and
object tracking block, and classification block. After down sample, current frame is

used to establish the background model and update the background frame and we call



this block background model block. Moving object extraction use optimized threshold
setting to support background subtraction method. Erosion and dilation operation can
decrease the noise influence and get a more complete shape. The connect component
process provide us a full region of moving object, and the object tracking table are set
up when regions of moving object confirmed. The classification block provides us full
body human detection, first half body human detection and multi-human detection
with deformable codebook matching algorithm. And the data from ratio filter and
multi-human separating part is necessary for deformable codebook matching

algorithm.

1.4.2 Hardware Introduction

Figure 1-3 : Blackfin A-V EZ-Extender.

Our human detection system is built on the DSP platform of Analog Device
ADSP-BF561 EZ-KIT Lite. The Blackfin A-V EZ-Extender daughter board is used to
allows us to evaluate a diverse set of peripherals on the ADSP-BF561 processor. The

EZ-Extender contains video connectors allowing connection to camera sensor. We can



develop our algorithm on the Analog Device VisualDSP ++ and execute the code on

the development kit and processor. And Figure 1-4 shows the overview of our system.

Input wideo sequences Ctput wideo sequence

Figure 1-4 : System overview.
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Chapter 2
Moving Object Extraction

2.1 Background Construction and Dynamic

Background Update

Before we construct our background, there are something about the video stream
format we should know.

The video sequence format comes from DSP development kit is ITU-656.
ITU-656 data stream is a sequence of 8-bit or 10-bit bytes, transmitted at a rate of 27
Mbyte/s. Horizontal scan lines of video pixel data are delimited in the stream by
4-byte long SAV (Start of Active Video) and EAV (End of Active Video) code
sequences. SAV codes also contain status bits indicating line position in a video field
or frame. Line position in a full frame can be determined by tracking SAV status bits,
allowing receivers to 'synchronize' with an incoming stream. Individual pixels in a
line are coded in YCbCr format. After a SAV code (4 bytes) is sent, the first 8 bits of
Y (luminance) data are sent then 8 bits of Cb (chroma U), followed by 8 bits of Y for
the next pixel and then 8 bits of Cr (chroma V), the 4:2:2 digital video encoding

parameters.
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Figure 2-1 : Example of ITU-656 data format.

An ITU656 video frame is divided into two fields, field 0 and field 1. Figure 2-1
shows that what one frame actually looks like, and Figure 2-2 shows the arrangement
of ITU-656 in each frame. The black part is head data, the others are the video
sequence. The ITU-656 video format size is 858%525 and the actually pixel number is
720*486, which is too large for real-time processing and take too many space in the
memory. Therefore, the first step is to-down sample the current frame. We down
sample the current frame from 720*486 to 180*122, about quarter size of each side.

The efficient way is to use only one field and down sample the width two times than

the height.
858
| 720 :
A A
<
(o)l
I
g o
SIS
(@)l
Field 0
w y A,
a
Field 1
Y

Figure 2-2 : Arrangement of ITU-656 Format
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After down sample the current frame, we can build the background. The system
will delay for few seconds while system starting, because of booting the DSP and
waiting for the stable video sequence from camera. The system will delay for few
seconds. The first frame is taken after whole system comes to stable. In order to
construct the background for moving object extraction, the first current frame will be
taken for the original background model. Here we only use the Y (luminance) channel
for our system. If we only focus on the shape and the movement of foreground objects,
using the gray level image but colorful image can decrease the computing power and
make the issue easier.

If the background constructed at first dose not adapted as time proceeding, the
system will be failed. The light change, moving background objects or camera
movement will cause the false result of system, which must to be prevented. The

simple way to avoid the above problem is to update the background once in a while.

We use Eq. 2-1 to update the background after a period of time T, .

u

n-1 _
o _ P, +(1-a)P., 1, =0 (2-1)

B n-1

Where P; represents each pixel of current background and Py s pervious

one. |,, represents each pixel of active part between previous frame and current
frame. & (0, 1) will be the update factor of background updating. Every time we
update the background, the current frame would be saved to memory. Next time when
we need to update background we do the temporal difference between the saved frame
and current frame. We set |,, to 1 when the gray value of temporal difference higher

than a threshold, and set 1, to 0 if this pixel doesn’t change a lot.
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Figure 2-3 : The flow chart of background model.

Figure 2-3 is the flow chart of background model. The adaptive update factor
O is the key to control background update rate. There are two cases which may
cause O increase or decrease. First, the number of pixels with |, =1 is less than
a number for a while and the result of background subtraction shows there are many
moving point, which is caused by camera movement or heavy change of light. The
& should increase to speed up the update rate for getting background stable.
Secondly, if standard deviation of current frame is much large then standard deviation
of background, & should increase too. This situation may be caused by local light

change or shake of branches.

2.2 Adaptive Foreground Extraction

2.2.1 Optimal Threshold Finding Function

The background subtraction system is used to provide foreground object through

taking threshold of difference image between the current image and reference image.
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If the reference image is the previous frame, this method is called temporal difference.
The temporal difference is very adaptive to dynamic environment, but generally does
a poor job of extracting all relevant feature pixels. The improved methods such as
mixture of Gaussian and Nonparametric Kernel can behave better performance, but
they need extra expensive computation and more memories. For real time system,
especially integrated with real time DSP system, we don’t think their cost is worthy,

because the CPU usage and memories usage are very significant for system stability.

Background
Model

Optimal
Threshold Mean Filter

Setting

Connect

i cking Component

Table

Figure 2-4 : The flow chart of moving object extraction.

If we want to use background subtraction for extracting moving objects. The
selection of threshold (TH ) is the key for successful moving object extraction. If
TH is too low, some background are labeled into foreground. If TH is too high,

some foreground are detected as background.

TH :THO +ﬂ (2-2)

15



The traditional way is to select a based threshold and according to the variation
of difference value between background and foreground to do some modification of
threshold. But this is based on the assumption that illumination gradually changes.
However when light suddenly changes, such as suddenly turning off the light and
camera activating the infrared ray lighting, this assumption will be violated. Instead of
the traditional way, we have to automatically select TH according to the level of
light change. Equation 2-2 is the concept of our adaptive threshold selecting function.
We select a based threshold TH, and mix with a variable shifted S based on

standard deviation. The definition of THis fallowed.

4 , Py<avgg/2
TH, = (PB—avgB/Z)xMﬂ/, avg,; /2 < P; <avg, (2-3)
avgg /2
th , P;=avg,

Firstly, we search the average value avg, of background model. After that,
Equation 2-3 is used to compute TH, for each pixel. th is the based reference
threshold. P, is the gray value of each pixel in the background model. }» is the

lowest value of TH,, and is defined by the standard deviation, STD;.

y =axSTD, (2-4)

S =b(avg. —avg;)+c(STD, —STD;) (2-5)

Each one of @,0,C is a constant value between 0 and 1. avg.,avg, are the

average of all pixel of current frame and background frame. STD., STD, are the

standard deviation of whole current frame and background frame respectively.
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In other words, our threshold is based on background gray value. The dark part
in the background frame has lower threshold, on the other side, the bright part of
background has higher threshold. And the change of threshold is according to the
average and standard deviation of current frame and background model. To prevent
the heavy computing consumption, this threshold selecting method is activated when

background update process.

2.2.2 Noise Elimination Filter

Now we have a good threshold adaptation method to extract the moving
foreground object, but the noise is always a problem for the system even we have
adaptive threshold. Traditionally, there will be some noise elimination filters before
background subtraction. However, the traditional noise elimination filters will be
violated when light suddenly changes. Instead of the traditional way, we have to find
some easy way to improve the effect of this kind of noise elimination filters. The key
of our noise elimination process is to put off the time of using filters till finish of
background subtraction. And instead of all kinds of complex filter such as median
filter or Gaussian filter, we use only mean filter to get better result.

Here is the description of our method. After background subtraction, we have
initial process frame. The value of each pixel in the initial process frame is set to zero
if the difference of each pixel between background frame and current frame is smaller
than TH . The others will be set to the value of the result of background subtraction.

And now we use five by five mean filter to decrease the inference of noise.
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Mean filter is a kind of smoothing linear filter. The output of a mean filter, a
smoothing, linear spatial filter is simply the average of the pixels contained in the

neighborhood of the filter mask. The mask is shown as fallow:

After remove most of noise, we are able to use the dilation and erosion
operations to make the shape of moving objects more complete. Dilation, in general,
causes objects to dilate or grow in size; erosion causes objects to shrink. The amount
and the way that they grow or shrink depend upon the choice of the structuring
element. Dilating or eroding without specifying the structural element makes no more
sense than trying to low-pass filter an image without specifying the filter. The two
most common structuring elements (given a Cartesian grid) are the 4-connected and

8-connected sets. They are illustrated in Figure 2-5.

Figure 2-5 : 4-connected and 8-connected sets.
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(2) (b)

Figure 2-6 : Dilation diagram.

(a) (b)

Figure 2-7 : Erosion diagram.

We can see the result of dilation operation in Figure 2-6. The left side (Figure
2-6(a)) is the original object (gray part). The result is the pixels mixed by the gray and
black points as shown in Figure 2-6(b). After dilation process, we can see the gray
points are surrounded by black points. It becomes bigger. In the other hand, the result
after erosion process is shown in Figure 2-7. Figure 2-7(b) is the final result of erosion
operation. The gray part in Figure 2-7(b) is the result after process and the black part

is eroded by operation.
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2.2.3 Connect Components Labeling

The dilation and erosion operation make the moving object clearly. What we
need to do now is to segment the exact location and size of these objects. The
connected components labeling method is what we need to do for extract the whole
object from discrete points. Figure 2-8 (a) shows that without connected components
labeling and all interesting points belong to 1 and others are 0. That means all points
are not connected. Although we can easily distinguish these four objects, but when
they don’t have any connection the computer can’t tell the difference. So the
connected components labeling is necessary and Figure 2-8 (b) shows that connected

components labeling separate four un-overlap region and paint it in different color

where each color represents a single separated region.

(a) Before connected components. (b) After connected components.

Figure 2-8 : Example of connected components labeling.

The connected components algorithm is frequently used to achieve this work.
Connectivity is a key parameter of this algorithm. There are 4, 8, 6, 10, 18, and 26 for
connectivity. 4 and 8§ are for 2D application and the others are for 3D application. We

used the 8-connectivity for our implementation. The connected component algorithm
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worked by scanning an image, pixel-by-pixel (from top to bottom and left to right) in
order to identify connected pixel regions. The operator of connected components
algorithm scanned the image by moving along a row until it came to a point (P)
whose value was larger than the preset threshold of extraction. When this was true,
according to the connectivity it examined P’s neighbors which had already been
encountered in the scan. Based on this information, the labeling of P occurred as
follows. If all the neighbors were zero, the algorithm assigned a new label to P. If
only one neighbor had been labeled, the algorithm assigned its label to P and if more
of the neighbors had been labeled, it assigned one of the labels to P and made a note
of the equivalences. After completing the scan, the equivalent label pairs were sorted
into equivalence classes and a unique label was assigned to each class. As a final step,
a second scan was made through the image, during which each label was replaced by
the label assigned to its equivalence classes. Once all groups had been determined,
each pixel was labeled with a gray level or-a color (color labeling) according to the

component it was assigned to.

2.3 Moving Object Tracking

The connected components labeling process extracts all separate object and
give them indexes. Then we can use these data to build a table for these objects. We
call this table Object Tracking Table. This object tracking table contains several
items, include life time, coordinates, classify record...etc. Table 1 shows all items in
the object tracking table. Several items are useful for further classification which we

will discuss in chapter 3, such as H/R ratio or histogram.
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Table 1 : The items of object tracking table.

[tem description

Index Labeling number

Coordinates Top-right and bottom-left coordinates

Life Times Life period

FindorNot Search result for comparing previous object tracking table
FindorNot Counter | Search result buffer

NeworNot New object or not

Classify Record Classify Record

H/W Ratio Height, width ratio.

Size Size

Histogram Data Histogram for pixel number project to width axis

To build object tracking table there are several steps we need to do. Firstly, we
need to know the object existed in current frame will or not exist in next frame.
Secondly we need to analysis the character of object to assist our classification
process. The flow chart of how to know the object shown in this frame is still here

when next frame comes in is as shown bellow.

New
Object
(
Small 1 /\\\ Contain
More o o ol————— (Check Overlap) ———— o
\/ Large Overlap

No overlap

o

\
i \\
C e sast —Conform fail
xenter
s/\ S
_Select One By
More Than Two———» Checking D)
W

Figure 2-9 : Object tracking table update process.

~

Breate New Update _Blob
Bdex Tracking
Table

Similar one:

We check every new object to see if the object is belonging to one of object

tracking table. The first step is checking the overlapping status. There are three
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condition of overlapping status: one contains the other or big overlapping area, small
overlapping area and more the one overlapping object, and not overlap. When the area
of one object contains the other or there is seemed to be a big overlapping area, we
take these two objects are the same one and update the object tracking table. If they
only have small overlapping area or the compared result shows that the new object
has more the one overlapping object, we will use the center of object to tell the
difference. We set a threshold for difference between two centers of object. If the
difference is upper than threshold, the comparison is fail. If the difference is lower
than threshold, we take these two objects the same. When more than one object is
success compared, the final check method is present. We use histogram comparison to
be the final gate of object tracking table updating process. When new object connect
to more than two object lists in the object tracking table and they are close enough for
center threshold, we use the histogram of each object to calculate the SAD (Sum of
Absolute Difference). Because our system-is-a real-time system, when FPS is 30,

using SAD to identify the similarity is practicable.
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Chapter 3

Human and Non-Human Detection

In this chapter, we will explain how the human and non-human detection
process works. Because of the requirement of low computing power, we choose the
shape-based human model to classify human being by codebook matching, which
decrease the performance of human detection from the other objects. The people
walking indoor are sometimes covered by furniture such as desks or chairs. To solve
this kind of problem, we provide Deformable Codebook Matching, a human detection
algorithm for first half body with different height/width ratio. With Deformable
Codebook Matching, when someone’s bottom half body is covered, the system can
still work. Further, we use Deformable Codebook Matching to implement the human

detection for multiple people walking side by side. Figure 3-1 is the flow chart of

human and non-human detection process.
o Multiple
—» (Ratio Filter) { Human

Moving
Object
\/ Separating
4 A v
Object ) |
Tracking 4 1 ¢
| Table :

Deformable
Result Buffer Codebook Normalization
Output
Image

Size Filter

I

Matching

Classification

Figure 3-1 : The flow chart of human detection.
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3.1 Codebook Classification

The ultimate goal of our developed system is to be able to identify people and
track individuals to find out what they are doing. But the most of we can do now is to
do the classification of human and non-human. The algorithm we used is presented
below. For human recognition, we use the codebook to classify the human from other
objects. At first, we normalize the size of human being in any attitude to 20 pixels at
the horizontal by 40 pixels at the vertical, and then extract the shape and the
histogram of object as the feature code to construct the codebook. Second, we match
this feature vector against the code vectors in the codebook. The purpose of matching
process is to find a code vector in codebook with the minimum distortion to the
feature vector of object. If the minimum distortion is less than a threshold, we
consider this object as human.

In order to describe how we use the codebook to classify the human from other
objects, there are some variables should be defined at first. If we can extract a series
of features as feature word X from every normalized image, and each of X
include data of M dimensions, indicated by X °--- X' --- X ™™ There are N sets of

code word V defined asV,---V;---Vy_, in codebook . Each of V, just like X

has M dimensional data defined as V,-O ...Vji -V M1 The distortion between feature

word and code word is defined in Equation 3-1.

M-l _
Dis; =X -V = ZO‘X -] (3-1)
Dis,,,, = min(Dis;) j=0---N -1 (3-2)
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With the definition of these variables above, we can explain the procedure of
the human detection. Every time when we get a new foreground object, we do the
normalization to get a uniform size image. After normalization, we take the feature

word X from this new object. And the way we extract the feature word X will be

shown in the next section. The feature word X is used to compare with every V; in

the codebook (C). The compared function DIS(X,V) is shown in Equation 3-1.

Dis_.  is the minimum of comparing result in the N code words. If the value of

min

Dis_ . is smaller than the threshold we defined, the object with the feature word X

min

is considered as human; otherwise, it is not a human object. Figure 3-2 shows the

demonstration of comparing X with V; in the codebook.

Codebook
X
: : - Dmin

Figure 3-2 : The procedure of the comparison with the codebook.

And the way to extract the feature word X is described as follows. After
normalizing the object image to 20 pixels by 40 pixels, we use a vector with twenty
elements to describe the shape of the foreground object, and a histogram vector of ten
elements by the projection of the object image on X axis is also used to increase the
accuracy. To extract the shape features of foreground object, we draw a horizontal line
with fixed coordinate at Y axis on the normalized image. Both the leftest and most
right intersections of the horizontal line and the boundary of the object are recorded to

represent the shape information. The features of feature word are obtained by drawing
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ten horizontal lines. The twenty coordinates at X axis of the twenty intersections
forms the feature word to represent the shape information. Figure 3-3 shows the

feature word extraction in the image (white points).

Figure 3-3 : Feature word extraction: shape information.

There are something we need to notice. The top two and bottom two raw of
pixels are not suitable for the feature word because these pixels are changeable. The
way we find ten fixed Y axle values is to calculate the standard division in each fixed
Y axle for total four thousand training samples, and then chooses ten lowest values
each side to determine the coordinate Y axis of these ten horizontal lines.

After the shape information extraction mentioned above, we get feature
word with twenty elements. The way to find the histogram of projection information
is described below. Figure 3-4 (b) shows the final ten dimension of the feature word.
We project the mask image to the X axis and calculate the pixel value to build a
histogram of the projection on X axis. We take ten values of histogram for the feature
word. If we only use discrete shape information, some of hollow object may not be
detected correctly. The histogram of projection information can eliminate lots of
non-human object and prevent the false alarm. The diagram to extract the histogram

of project information is shown in Figure 3-4 (b)
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(a)Object. (b)Histogram of projection

Figure 3-4 : Feature word extraction: histogram of projection information.

After describing our procedure of human detection, we will illustrate how to
build a codebook for the distortion measurement in the next section. When we build a
codebook for the classification, the further step is to overcome some problems
encountered to improve the performance of system. It will be discussed in the section

after the establishment of the codebook.

3.2 Training Algorithm

The design of the codebook is critical for the classification. The well-known
partial distortion theorem for codebook design is that each partition region makes an
equal contribution to the distortion for an optimal quantizer with sufficiently large N
[16] and [17]. Based on this theorem, we use the distortion sensitive competitive

learning (DSCL) algorithm to design the codebook. In order to describe this algorithm,
we define V = {Vj; j=12---, N} as the codebook and V, is the jth code vector.

X, is the t™ train vector and L is the number of train vector. D, is the partial

distortion of region R > and D is the average distortion of codebook. The DSCL

algorithm is described as follows.
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3.2.1 Pre-classify (K-Means)

The first step of the training algorithm is to initiate a set of code words in the

codebook for the initial sets, and we select the K-Means to do this job. We use

K-Means algorithm to build N prototypes from M . training sample for the first step

of training algorithm. The simple description of K-Means algorithm is presented
below.

The main purpose of K-Means algorithm is to cluster the whole samples based
on attributes into k partitions. It is similar to the expectation-maximization algorithm
for mixtures of Gaussians in that they both attempt to find the centers of natural
clusters in the data. It assumes that the object attributes form a vector space. The
objective is to make the center to achieve minimize total intra-cluster variance, or, the

squared error function.

k
Var:; Z‘xj _“i‘z, (3:3)

i= XJESI

where there are K clusters Si , 1=12---k. #; is the center or mean point of
S, We use the Lloyd's algorithm which is the most common form of the algorithm
using an iterative refinement heuristic. Lloyd's algorithm consists of two steps. At first,
the input points are partitioned into k initial sets. It may use either at random or using
some heuristic data. Secondly, it calculates the mean point, or center, of each set. The
second step will constructs a new partition by associating each point with the closest

center. Then take the new clusters into first step, and algorithm repeated by alternately
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applying of these two steps until convergence, which is obtained when the points no
longer switch clusters (or alternatively centroids are no longer changed). Lloyd's
algorithm and k-means are often used synonymously. In reality, Lloyd's algorithm is a
heuristic for solving the k-means problem. However, with certain combinations of
starting points and centroids, Lloyd's algorithm can in fact converge to the wrong

answer (A different and optimal answer to the minimization function above exists.)

3.2.2 Training Algorithm

We refer the DSCL algorithm in the [17] to build the codebook of codebook

matching algorithm, and the steps of training algorithm is list below.

® Stepl:

Initialization 1

Set V(0)=1V;(0); j=1,2---,N} with K-means algorithm, and

D)=, D,;(0)=1, r=0.

® Step2:
Initialization 11

Set t=0

® Step3:

Compute the distortion of each code word.

Dis; =[ X, -W; )
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Step 4 :
Select the winner: the K th code word

Dis, =min(D,(t)Dis;) j=1,2---,N

Step5:

Adjust the code word for winner.

W, (t+1D) =W, (1) + & (DX W, (1))

Step 6 :

Adjust D, for winner.

N L ¥
AD, =— W, (t)=W, (t +1)| +~Dis
o= W O=W, t+D] +=Dis,
D, (t+1)=D, (t)+ AD,

Where N, is the number of train vectors belonging to region R, .

Step 7 :
If t<L then t=t+1, and go to step3.

Others go to step8.

Step 8 :
Compute D(r+1).

D(r +1) =%ZHXi -W||

;¢ Dr+H-D(r)
D(r)

<& stop,else r=r+1,then go to step2.
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3.3 Deformable Codebook Matching

There are several problems for human detection in indoor environment such as
light change or hidden foreground object. When people walk in the indoor
environment, it is a common situation that the bottom half body of human is covered
by background object. Some examples of this kind of situation are shown in Figure
3-5. The camera is setting on the ceiling and captures the video sequence with an
angle of depression. On this angle, we can see the bottom half body of human on the

field is blocked by the table or board.

Figure 3-6 : Outdoor video.
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When it comes to outdoor environment, the situations are also the same which
is shown in Figure 3-6. When it comes to these situations, most of human recognition
system which use the full body features will be failed. Because of this kind of
situations, we propose “Deformable Codebook Matching (DCBM)” algorithm to
attack the problem of half body of human occurring at first as shown in Figure 3-5
and Figure 3-6. Further more, we use the deformable codebook matching algorithm to
do the multiple-occlusive human detection. This part will be also present after we

finish describing the DCBM algorithm.

ize and Ratio

Filter
Normalization

Multiple
Human
Separating
Deformable
Codebook Result Buffer
Matching

Output
Image

Figure 3-7 : The flow chart of deformable codebook matching.

Figure 3-7 is the flow chart of deformable codebook matching algorithm. The

ratio filter tells us which detecting algorithm we should execute, full body matching
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or first half body matching or multiple human matching. The result buffer can receive

the result from object tracking table to correct the temporary result.

3.3.1 Full Body Matching

As we discussed in the previous section, we use the height and the width of the

object to decide which matching algorithm we should use. The table 2 shows this

process, where R, ,, 1s the ratio between the height and the width of the object.

Table 2 : H/W ratio selecting table.

Full Body Matching 1.5<R, W <25
Half Body Matching I 1.2<Ry,, <L5
Half Body Matching II 0.9<R,,y <12

Multiple People detection 0.65< R, <0.9

The full body matching is the default matching algorithm. We use all
information of the feature code word to distinguish human from the other objects. The
distortion DIS between feature word and code word in the codebook is defined in

Equation 3-1. And Dis_, defined in Eq 3-2 is the minimum of the distortion with

N code words. If the value of Dis_. is smaller than the threshold we set, the
object is human, otherwise, it is not human. This part we already explain in the
section 3.1.

The threshold of this matching algorithm is defined by the testing result. After
training procedure, we use another two hundred testing samples to test the codebook
we built and find the suitable threshold for the codebook. The testing result is shown

in Figure 3-8. We take the value in the intersection as the value of threshold. And

there is one thing we should notice that the feature word contain two part, shape
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information and histogram information. Just as the feature word, there are two

thresholds for shape feature word and for histogram feature word.

— — Human Object
Non-Human Object

Accurate

o441+
0o 10 20 30 40 50 60

Threshold Value

Figure 3-8 : Threshold finding result.

3.3.2 First Half Body Matching

The first half body matching is the most important part of the deformable
codebook matching. This matching algorithm is proposed for solving the foreground
object covered by background object such as the cases in Figure 3-5 and Figure 3-6. It
uses the limited information to classify the moving object. The main idea is very
simple. We use the H/W ratio R, ,, to decide how many dimensions of data we
should use for classification. Table 2 shows the way we select matching algorithm by

looking up R, ,, . We can see there are two level of first half body matching.

Actually, we should use the linear function to calculate the percentage of the data we
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need, but in order to reduce the computing power and simplify the system, we only

use two stages to simulate the overall situations.

(¥

g

(a) People with only half body. (b) People with full body.

Figure 3-9 : Comparison with full and half body.

When people show in the video with only first half body, we can see in Figure
3-9, it contains a little less information of the human body than full body human
object. If we want to remain the performance of detecting rate and not to modify the
codebook we already build. The best and the simplest way is to use the information
which is not lost when covered or the information which can not be affected by this
situation.

The information which will not be lost when the human object is covered by
something is the upper half body shape-based features. With this definition, they are
the first ten or eighteen shape features of the shape-based part in the feature word. We
can see the Table 3. In the ordinary full body codebook matching algorithm, the
shape-based information is twenty dimensional data. With decreasing ofR ,, , we
also decrease the number of shape-based feature. And the size of object after

normalized needs to be change for the matching procedure too.
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Table 3 : Half body matching table.

Level R, . Range Data Type
Shape | Histogram
Full Body Matching LS<R,y <25 20 10
Half Body Matching I 12<R,y <15 16 10
Half Body Matching II 0.9<R,,, <12 10 10

There is one thing we should notice, the feature word contain two part,
information from shape and information from histogram. As we mention before, the
information we need for the half body matching is the feature which can not be
affected when covered situation occurs. When we get the feature word from histogram,
we also normalize it in to a fixed range. So even if the bottom part of human is
covered, the histogram of the human is not change a lot. The threshold for this part is
also been modified according the requirement. So the information from histogram can
be taken as the invariable feature with covered situation occurring.

After recombination of these two parts of feature word, the only thing we need
to do is to compare the feature word with the codebook to obtain the distortion. And
this part has been discussed in the section 3.1. The only thing we need to do is to do

some little modification in Equation 3-1.
H _ N _ RVA (RVA
Dis; =X ij_Z;\x v#;\x vi| (3-4)
le le

Equation 3-4 is the result after some modification. Sis the set of the

shape-based feature which we need in the different level of half body matching

algorithm. H is the set of all the feature from histogram.
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3.3.3 Multiple Occlusive Human Detection

DCBM can also be used to solve some more complex problems, as well as the
situation of detecting the human whose bottom half body been covered. Foe example,
we can utilize DCBM to realize the human detection in the situation of
multiple-occlusive human. We find out that these two problems have lots of common
points. First, the major problem of multiple-human detection is that there are some
occlusive part can not be seeing when people walk side by side as shown in Figure
3-10. Second, when we take a close look at non-occlusive part of this two human, we
can see the upper half body of these two people are not covered. According to these
two common points we consider that we can use the deformable codebook matching

algorithm to realize the human detection in detecting the multiple-occlusive human.

Figure 3-10 : Two persons walk side by side.
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Figure 3-11 : Flow chart of multiple-occlusive human detection.

Figure 3-11 is the flow chart of this procedure. The first step is to select the
object which probably is the occlusive object of two or more human. This step
contains two moves, one is the size and ration filter and the other is the information
from histogram. We use size and ration filter to take appropriate size and H/W ratio
which is between 0.65 and 0.9, just as the value in the Table 2. And we use
information of histogram to ensure if the moving object contains two or more
occlusive blobs. Finally, we use the information of histogram to separate these blobs

and then feed into the DCBM algorithm to recognition what these objects are.
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Figure 3-12 : Projection histogram of Figure 3-10
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Figure 3-13 : Projection histogram checking and separating.

Figure 3-12 is the projection histogram of moving object in Figure 3-10, we can
easily see there are two major blobs joined together, and the height/width radio is
competent. But how does our system know there are two blobs joined together? We
use the first order differentiation and second order differentiation of the histogram to
ensure the shape of histogram is like a camel's hump. According to Fermat's theorem,
let f:(a,b) > R be a continuous function and suppose that X, € (a,b) is a local
extremum of f.If f is differentiablein x, and f'(X,) =0.So we can find there
are three extremums for the histogram except the beginning and ending point in
Figure 3-13. And the “second derivative test” tells us if the function is twice
differentiable in a neighborhood of a stationary point, then the sign of second
derivative can tell us the open side of the camel's hump. By using first and second
derivative of histogram we can easily to figure out whether the shape of histogram is
right or not. We can use the above procedure to tell the difference between Figure
3-13 and Figure 3-14 which is a histogram of tree waved shadow. And by using the
location of stationary points, we can separate the connected blobs by cutting through

the location of local minimum.
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Figure 3-14 : Histogram analysis of a tree waved shadow.

Figure 3-15 : Result of multiple-occlusive human detection.

The vertical red line in the red block in Figure 3-15 is the result of
multiple-human separating algorithm. As we can see, the vertical red line makes these
two blobs become individual ones. Finally we cut the blob we separated and take the
information of first half body. Then we use DCBM algorithm to classify the blob. And

this 1s how the Multiple Occlusive Human Detection algorithm works.
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Figure 3-16 : Histogram analysis of three occlusive human
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Chapter 4

Experimental Result

In this chapter, we will show the experimental results of our human detection
system. First, we discuss the importance of the threshold when doing temporal
difference and binalization in the chapter 2 and present the function to determine the
optimize threshold. Section 4.1 will show the simulation result of this method. And
section 4.2 will preset the result of how the noise elimination filter works, and carry
out some comparison with the ordinary situation. Section 4.3 presents the most main
simulation result of the human detection with deformable codebook matching, DCBM
algorithm. Including single and-multiple human detection and half body situation.
Section 4.4 and 4.5 is the summary of the simulation results. And finally we will make

some discussion in section 4.5.

4.1 Simulation Result of Optimize Threshold Finding
Algorithm

Recall the function we discussed in Chapter 2, our threshold is based on
background gray value. The dark part in the background frame has lower threshold,
on the other hand the bright part of background has higher threshold. And the
adjustment of threshold is according to the average and standard deviation of current
frame and background model. To prevent the heavy computing consumption, this

threshold selecting method is activated during background update process. Figure 4-1
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is the example of plot of the threshold adjustment. The middle line is TH , the basic

part of our threshold, the upper and under line is the threshold modified by the

argument £ . The two turning points of Figure 4-1 are decided by the stander

deviation and the average value of current frame and background model.
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Figure 4-1 : The plot of threshold adjustment.

Figure 4-2(a) is the testing video of our system, the scene of this video is our
laboratory but the light is off at all. The only light source is the infrared rays from
camera itself. This frame shows the poor luminance and bed situation in the indoor
environment. Figure 4-2(b) is the result with utilizing the fixed threshold. We can see
that the people’s bottom half body in Figure 4-2(b) can not be detected. Figure 4-2(c)
is the result with utilizing the regulation 3¢ of threshold which is used in several
papers with good performance. We can see that it is a little batter than Figure 4-2(b),
but it is not as well as our threshold yet. If use our threshold adjustment function, we
can see in Figure 4-2(d) not only bottom half body but also the shoulder and head can
be seen more clearly. It shows that the higher sensitivity part of our threshold

adjustment function works.
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(a) Current frame. (b) With fixed threshold.

(c) With regular 3¢ threshold. (d) With our threshold.

Figure 4-2 : Example of utilization of the threshold adjustment function.

(a) Frame n (b) Frame n+1

Figure 4-3 : Scene of Figure4-4.
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Figure 4-3 is another testing video of our system, the scene of this video is in an
office environment. But the camera is against the light. If the object is near to camera,
the diaphragm of camera will change quickly. It causes lots of noise when carrying
out background subtraction and binalization. We can see Figure 4-4(a), when we
utilize the fixed threshold to carry out the difference, lots of noise will be detected. If
we utilize the regulation of threshold to carry out the difference, because the value of

difference with lager o the foreground object can not be extracted.

(b) With regular 3 ¢ threshold. (c) With our threshold.

Figure 4-4 : Example of utilizing three kinds of threshold.

Then the results using our threshold adjustment is shown in Figure 4-4(c), we
eliminate most of noise in the result of image difference. After this procedure, we can

use the erosion operator or noise elimination filter to remove the noise remain.
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When using the threshold we adjusted, we can segment much clearer object than

using the regulation of threshold, and with more robust when encountering high noise.

4.2 Simulation Noise Elimination Filter

When we talked about our noise elimination filter, we mention that the key of
our noise elimination process is to put off the timing of using filters till finish of
background subtraction. And instead of all kinds of complex filter such as median
filter or Gaussian filter, we use only mean filter and get better result. Now we will

demonstrate the result of using the filter in the opportune moment.

(b) Regular Gaussian filter.

(c) Regular mean filter. (d) Our mean filter.

Figure 4-5 : Examples of noise elimination filter.
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Figure 4-5 is the comparison of noise elimination filter in common use. Figure
4-5(a) is current frame of video sequence. It is a pavement outside the building with
tree waving next the path. Figure 4-5(b) is the result using the five by five Gaussian
filter witho =1 before background subtraction, in regular way. Figure 4-5(c) is the
result using the five by five mean filter before background subtraction, in regular way
too. And finally, Figure 4-5(d) is the result using the five by five mean filter, but after
background subtraction. In Figure 4-5, we can easily see that the effect of the
algorithm we present has the most effect of eliminating the tree waving. And as we
can see, the human object is not affected a lot by the filter. The human object remains

its original shape.

(c) Regular mean filter. (d) Our mean filter.

Figure 4-6 : Other examples of noise elimination filter.
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Figure 4-6 is the comparison of noise elimination filter in common use too.
Figure 4-6(a) is current frame of video sequence. It is a indoor office with strong light
change. Figure 4-6(b) is the result using the five by five Gaussian filter witho =1
before background subtraction, in regular way. Figure 4-6(c) is the result using the
five by five mean filter before background subtraction, in regular way too. Figure
4-6(d) is the result using the five by five mean filter, but after background subtraction.
In Figure 4-5, and Figure 4-6 we can easily see that the algorithm we present works

on not only the background effect object effect but also the light change.

4.3 Simulation Result of Deformable Codebook

Matching

In this section we will show the result of our human and non-human detection

system. First of all, we explain the tableau we will see in our system.

Figure 4-7 : Snap shot of the output of our System.

Figure 4-7 is the snap shot of the output of our DSP system, and we can see
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there are two cubic blocks in this frame. The upper right red block represents the
output of our system. The little block in the frame represents the location of the
human detected by the system. The upper right block is the statistics of the result after
a span. Because of the display of our DSP system can not show too many information
in the current frame, some result will be shown by the PC. Figure 4-8 shows this kind
of result, the blue block shows the non-human object in the current frame, and red

block indicate the human object we detected.

Figure 4-8 : Snap shot of the output of our system on PC.

4.3.1 Human and Non-Human Detection

First we show the result in indoor environment. Figure 4-9 is the result of front
and lateral human object detection shown in the scene in the normal indoor

environment.

(a) Front side of human detection (b) Lateral side of human detection.

Figure 4-9 : Results of normal indoor environment.

49



We also show the result of front and lateral human detection by our system in
the normal outdoor environment in Figure 4-10. Figure 4-10(a) shows the front-side
of human and Figure 4-10(b) shows the lateral -side of human detected by our system.

We can see trees waving in the boundary of the video sequence in Figure 4-10, and

they can’t affect our system.

(a) Front Side of Human Detection (b) Lateral Side of Human Detection

Figure 4-10 : Result of normal outdoor environment.

Figure 4-11 and Figure 4-12 will show the non-human object shown in the

scene including indoor and outdoor situation.

(a) Result with non-human object (motorcycle).
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(b) Result with non-human object (c) Result with non-human object (dog).
(car and motorcycle).

Figure 4-11 : Results of non-human object shown in the outdoor environment.

(c) Moving chairs. (d) Automatic valve.

Figure 4-12 : Results of non-human object shown in the indoor environment.

Figure 4-13(a) shows the human with bag or carries something with hand.
Figure 4-13(b) shows the human running through the path. Figure 4-14 shows the
multiple human detection including indoor and outdoor situation. Figure 4-15 shows

the moving objects with human and non-human objects at the same time.
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(a) People carries something. (b) People running.

Figure 4-13 : Results of complex human detection.

(a) Multiple-human detection outdoor. (b) Multiple-human detection indoor.

Figure 4-14 : Results of multiple human detection.

(a) Human and car in one frame. (b) Human and animal in one frame.

Figure 4-15 : Moving objects with human and non-human objects.
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Figure 4-16 is the scene with the lightless environment. In Figure 4-16(b) we

can see the trees waving in the boundary.

(a) Infrared rays light source. (b) Dark and windy situation.

Figure 4-16 : Results of complex human detection.

4.3.2 First Half-Body

(a) Front. (b) Lateral.

Figure 4-17 : Results with only half-body (indoor).
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(c) Covered by background object. (d) Covered by background object.

Figure 4-18 : Results with only half-body (outdoor)

The figures above shows that how the DCBM algorithm works. Figure 4-17
simulates lag and bottom-body covered in the indoor environment, and we still can
detect the human pass through. Figure 4-18 shows the result in the outdoor

environment. And of course, the human in the video is cut from waist.
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4.3.3 Object Tracking Table

Figure 4-19 : Result of object tracking table.

The main purpose of object tracking table is to prevent the false alarm of
codebook classification. The major target is the background object. Sometimes the
tree or flag waving just like the human body, and they probably make the system do
some wrong decisions. The object tracking can prevent this kind of false alarm. Here
we use the PC snap shot of the output, because it is easy to explain how it work. The
blue block in Figure 4-19 is the non-human object. The yellow one represent the
human object after statistics, it means that the object is always detected as human in a
period of time. On the other hand, the purple block is the object which does not move
too much, and detected as non-human most of time, then we drive it out to prevent the

false alarm.
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4.3.4 Multiple Occlusive Human Detection

(a) One of results.

(b) One of results. (c) One of results.

Figure 4-20 : Results of multiple-occlusive man detection.

We already explain the way we detect two or three people walk side by side.
The results are shown in Figure 4-20. As we explain before, the blue block shows the
non-human object, and the red block indicate the human object. The vertical line in
the red block is creative by multiple-human detection algorithm. As we see in Figure
4-20, when people walk shoulder by shoulder, the algorithm we proposed can separate

them and running DCBM algorithm for human detection.
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4.4 Testing Environment

sl

i 400
[——————

P

Figure 4-21 : List of testing environment.

We select twenty-four scenes for testing, and more than thirty testing videos.
The list of testing environments is shown in Figure 4-21. We have indoor, outdoor and

night scenes. The result of these scenes is recorded below.
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4.5 Accuracy of DCBM algorithm

Table 4 is the testing result of the twenty-four scenes list above. The column
marked as human is the recognition result of human object. The row marked as
positive means that we recognize the human object as human and the row marked as
negative means that we recognize the human object as non-human one. The column
marked as non-human is the recognition result of non-human object. The row marked
as “CBM test” is the testing result of the algorithm with only normal codebook
matching, and the “DCBM Test” raw is use our deformable codebook matching

algorithm to recognition the foreground objects appeared in the scene.

Table 4.: The accuracy of our system.

Scene 1 Human Accuracy Non-Human Accuracy
Positive | Negative Positive | Negative
CBM 21 0 100 % 5 0 100 %
DCBM 21 0 100 % 4 1 80 %
Scene 2 Human Accuracy Non-Human Accuracy
Positive | Negative Positive | Negative
CBM 3 0 100 % 4 1 80 %
DCBM 3 0 100 % 3 2 60 %
Scene 3 Human Accuracy Non-Human Accuracy
Positive | Negative Positive | Negative
CBM 11 0 100 % 1 0 100 %
DCBM 11 0 100 % 1 0 100 %
Scene 4 Human Accuracy Non-Human Accuracy
Positive | Negative Positive | Negative
CBM 1 2 33 % 3 0 100 %
DCBM 1 2 33 % 3 0 100 %
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Scene 14 Human Accuracy Non-Human Accuracy
Positive | Negative Positive | Negative
CBM 11 2 85 % 8 0 100 %
DCBM 13 0 100 % 8 0 100 %
Scene 15 Human Accuracy Non-Human Accuracy
Positive | Negative Positive | Negative
CBM 18 0 100 % 12 0 100 %
DCBM 18 0 100 % 12 0 100 %
Scene 16 Human Accuracy Non-Human Accuracy
Positive | Negative Positive | Negative
CBM 7 2 78 % 5 0 100 %
DCBM 5 4 56 % 3 4 43 %
Scene 17 Human Accuracy Non-Human Accuracy
Positive | Negative Positive | Negative
CBM 9 0 100 % 2 0 100 %
DCBM 7 1 88 % 1 1 50 %
Scene 18 Human Accuracy Non-Human Accuracy
Positive | Negative Positive | Negative
CBM 6 0 100 % 6 0 100 %
DCBM 6 0 100 % 5 1 83 %
(a) Result of video with only full body human object.
Scene 19 Human Accuracy Non-Human Accuracy
Positive | Negative Positive | Negative
CBM 7 5 58 % 1 1 50 %
DCBM 12 0 100 % 2 0 100 %
Scene 20 Human Accuracy Non-Human Accuracy
Positive | Negative Positive | Negative
CBM 8 5 62 % 5 0 100 %
DCBM 12 1 92 % 4 1 80 %
Scene 21 Human Accuracy Non-Human Accuracy
Positive | Negative Positive | Negative
CBM 10 6 63 % 4 2 67 %
DCBM 15 1 94 % 6 0 100 %
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Scene 22 Human Accuracy Non-Human Accuracy
Positive | Negative Positive | Negative
CBM 6 4 60 % 2 0 100 %
DCBM 10 0 100 % 2 0 100 %
Scene 23 Human Accuracy Non-Human Accuracy
Positive | Negative Positive | Negative
CBM 7 4 64 % 5 0 100 %
DCBM 10 1 91 % 4 0 100 %
Scene 24 Human Accuracy Non-Human Accuracy
Positive | Negative Positive | Negative
CBM 6 6 50 % 4 2 67 %
DCBM 11 1 92 % 6 0 100 %

(b) Result of video with half body human object.

Table 5: The statistic of the accuracy (Video with only full body human).

Summary Human Accuracy Non-Human Accuracy
Positive Negative Positive Negative
CBM Test 167 9 94.8 % 166 10 94.3 %
DCBM Test 160 15 91.4 % 157 20 88.7 %

Table 6: The statistic of the accuracy (Video with lots half body human).

Summary Human Accuracy Non-Human Accuracy
Positive Negative Positive Negative
CBM Test 44 30 59.4 % 24 5 80.7 %
DCBM Test 70 4 94.5 % 24 1 96.0 %
Table 7: The average of accuracy above.
Average Accuracy (Human) Average Accuracy (Non-Human)
CBM Test 77.2 % 87.5 %
DCBM Test 93.0 % 923 %
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4.6 Discussion

First, Table 5 to Table 7 shows that the accuracy of our system is more than
ninety percent, and we think it is enough for a warning system. There are something
need to be explained about Table 5, Table 6 and Table 7. The first eighteen scenes are
the normal testing videos which mean they don’t have human which only have first
half body shown in the video. The other six scenes are including lots of testing sample
which only human’s first half body can be seen. In this way, we can see the advantage
of our DCBM algorithm. Table 5 is the result of full body matching algorithm. In
Table 5 although the accurate of DCBM algorithm is a little lower than normal
codebook algorithm, but when there are some -human are covered in the video, the
accuracy of normal codebook algorithm is become not acceptable. We can find this
situation in Table 6. But our DCBM algorithm obviously can take this test. In Table 7
we can see the accuracy of our DCBM algorithm keeps the accuracy when the general
situation.

Of course, there still some situation may cause the system fail. Figure 4-22 is
the example of system fail. Sometimes the color of people dressing is too close to
background, it may cause the background subtraction failed and cut the object by half.
It is shown in Figure 4-22(a). There is a fix size of the object after normalization, if
the object in the video is much smaller than this size, the feature is no longer valid for
system. In this situation, we may take this object as non-human object. Example is

Figure 4-22(b).
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(a) (b)
Figure 4-23 : Example of system fail. #2

Because of the codebook classification is shape-based classification the shape
of object is the major feature for classification. The shape of motorcycle passing
through is just like the shape when people walking. There are some objects of people
riding motorcycle is classified to human object, the example is shown in Figure
4-23(a). Sometimes, the shape of tree waving object is not predictable, sometimes it
will be took to be the human, the example is shown in Figure 4-23(b). Although we
have multiple-human detection algorithm, but when people walk as a group like

Figure 4-24, it can not be detected by our system.

Figure 4-24 : Example of system fail. #3
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Chapter 5 Conclusion

In this thesis, a fast real-time human detection system with low computing
power is proposed.. The first part of our human detection system is to segment the
moving object from the scenes. We use the background subtraction here to segment
the moving blob. We provide a simple and fast function to calculate the binarization
threshold for the varying environments and videos taken by different cameras. In
second part of our system, we use simple trajectory tracking and condition judgment
to provide some data for human detection algorithm and to decrease the false-alarm
rate. The final part is human detection. Because of the requirement of low computing
power, we choose the shape-based method, and the codebook by training to classify
human being from the other objects. The people walking indoor are sometimes
covered by furniture such as desks or chairs. To solve this kind of problem, we
provide Deformable Codebook Matching, a human detection algorithm for first half
body with different height/width ratio. With Deformable Codebook Matching, when
someone’s bottom half body is covered, the system can still work. Further, we use
Deformable Codebook Matching to implement the human detection for multiple
people walking side by side.

The contribution of our thesis is listed below:

1. We realize the human detection on the DSP platform. It is easily to build up

and the cost is cheaper.

2. The optimized threshold adjustment algorithm and novel usage of noise

elimination filter make the system work in the scene with only infrared ray

as light source, or in the scene with changeful luminance.
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3. DCBM algorithm can provide the higher accurate in the scene that
foreground object may be covered by some background object. And DCBM

algorithm also makes the multiple-human detection passable.

Although the result of our system is fine, but there still some shortcomings need
to be solved. The background subtraction method is not a good solution when light
source is changeful, or the camera is against the light source. Although the optimized
threshold adjustment algorithm and novel usage of noise elimination filter we present
work, the nature shortcoming of the background subtraction method still exist. When
the situation is over the capability of the system, it’s failed either. People in the
training sample walk as front or lateral side. When people crawl or carry something
which can cover him at all, this kind of situation can not be handle by the system.
Although we can add this kind of training samples into our system, the accuracy will
be affected by lots of similar things, such as tree waving or dogs. In the
multiple-occlusive human detection, the situation we can handle is when people
walking shoulder by shoulder, but there are still lots of different situations for
multiple-occlusive human walk into the scene. If we want to solve these questions, we

must develop more complex algorithm to separate them.
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