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Student: Hsun-Wei Lin Advisor: Dr. Chin-Teng Lin

Department of Electrical and Control Engineering

National Chiao Tung University

Abstract

This thesis presents a study of a smooth tracking system for non-rigidity moving
object using modified mean-shiftialgorithmrimplemented on an active pan-tilt-zoom
camera. In our approach, the=system is divided ihto three parts: moving object
detection module, modified mean-shift tracking medule including position tracking
and size selecting algorithm, and an automatic pan-tilt-zoom camera control system.
We detect the moving object by frame difference method plus some image processing
techniques, such as erosion, dilation and image projection, and use HSV color space
to reduce the illumination affection. We also develop a modified mean-shift algorithm
by choosing a specific kernel function. Moreover we adopt a different position

tracking and size selecting method for smooth tracking and locking target.

il



i%éﬁﬁ#’ﬁiiﬁﬁﬁgﬁkﬁﬁJﬁJwﬁﬁimm“%%'iﬂ
EPIF s Fhenios e F L2 FT 3300 L5250 7 hd BR B 24

fmed ke fo R @rhe L5 2K

HI O REHFTAGUT R OFLFHEFE L2 FLFAF Lo ¥
Blag £ Linda B9 -3 BEL g Lla~ i e EErE LIRS -
TERE R E ORI UE AN E R LRSS RRSREE S F N R
IR AR LT 5 R SR RLLE T A B R ARG S

LR ErF 5 AT L AR 2R TS e 2 BB A A IE R & T

-,_.

T2E BHAREY CFE AL FE IR RE .

Bofs o A ELE R BA PR L UIpS] Bl M A KT R £ BT
3\ e fr;ﬁ» ?T_P - 7 LSRRG ok kA EHE Y ’%lr'%;‘l”ﬁ [ -

SEERE SRS AT

iui%é%ﬁﬂﬁ?}i%ﬁ%uﬂﬁﬁ%ﬁ”iwo

v



cContents

ChiNESE ADSEIACT ... s i
ENGIIS ADSEIACT ... i
Chinese ACKNOWIEAGEMENTS .........civiiiiiiiiiieic e iv
CONTENTS ...t %
TS o) T U] =SOSR vii
Chapter 1 INTrOTUCTION.........oiiiiiieieeee et 1
L1 MIOEIVALION ...ttt ettt ettt et e et et eebeesaeeenbeesnaeenseans 2
1.2 LIEIal SUIVEY ...coueiiiiiiiiiiieeteet ettt ettt 3
1.2.1 Motion Estimation Method............ccoooiiiiiiiiiiiii e 4
1.2.2 Mean-Shift Tracking Method.........c..coceeiiiiiiiiiiniicceecee 5
1.2.3 Adaptive size tracking Method s s veeevereereeiienieninienieeeeeeeeeseee 6

1.3 CONEITDULION ...ttt i h e e et e ette e bt e sateenbeeseeeebeesaseenseesnneenseans 7
1.4 Thesis Organization .........oe....keevsebus sooe s shoubse s tmue e veemsenseenseesseneenseseesseesseesseneenses 7
Chapter 2 SYStEM OVEIVIEW .. fuuiiuee. e citessnasnesseesedimsaseessesseesseessesssesssessesessesssessesssens 8
2.1 System ATChiteCture.......... . i e e e 10
2.1.1 Video Sequence ANAlYSIS .. i immmmmssmisoasssreereeenreenueeneesiseesseesseesseessseesseessnes 10
2.1.2 Camera Control..........cocuiiiiiiiiinieie e 12
2.2 Hardware Platformi..........ccoooiiiiiiiiiieeee e 14
Chapter 3 Deformable Dynamic Tracking SysStem ...........cccccevevineiiienineniseens 16
3.1 Moving Object DeteCtion.......cc.cecuerueeriiriinieniinieriteieetene ettt 16
3.2 HSV Color Transformation...........cccueeuierieeiiienieeiiesie ettt 20
3.3 Mean-Shift TraCKing ........c.coceevuiriiniiiiiienicieeee e 23
3.3.1 Mean-Shift Tracking Theorem...........cccceccervieriiiiniiniiinenicneceeeeeee 23
3.3.2 Mean-Shift Tracking Algorithm.........ccccooeriiniiiininiieeee 24

3.4 Adaptive S1Ze SElECING .....c..eoviriiriiiiiiiireeieeece ettt 26
Chapter 4 PTZ Control SYStEM .......c.oiiiiiiecic et 31
4.1 Basic MEChANISIN .....ccuiiuieiiiieiiieieete ettt 32
4.2 Pan and Tilt Control.........ccoeoiiiieiieiiiiieeee e 34
4.3 Z0OM COMLTOL.....uiiiiiiiiiiiiiie et ettt e 36
Chapter 5 Experimental RESUITS..........ccoiiiiiiiii e 39
5.1 The Experimental SYSteM ......cc.cocuiriiriiriiniiniinienteieeteee et 39



5.2 ENVITONMENT SEEUP. .....viiiiiiiieiiieeiieeeite ettt et eesreeeive e et e e sbeeesreeessseeesaseeens 40

5.3 Tracking Region EXPEeriment..........ccccveeiiiieriieeriieeiee et eiee e 43
5.4 Color Space EXPErimMent ..........ccecuiieeiiiieiiiiieeiieesteeesteeeiveeeieeesreeeeveeesseeesaneeens 47
5.5 Fix Size Tracking EXperiment ..........cccceccvieviieeiiiieeiiie e 49
5.6 Adaptive Size Tracking EXperiment ...........cccveevveeeiiieeiiieeiee e 52
Chapter 6 Conclusions and Future WOrKS ..........ccccoveiieie v 53
0.1 CONCIUSIONS ....eoutiiiiiieiieiieste ettt ettt et 53
0.2 FULUIE WOTKS .....oiiiiiiiieiie ettt ettt et e e 54
RETEIEINCES ... bbbt bbb 55

vi



List of Figures

Figure 2-1
Figure 2-2
Figure 2-3
Figure 2-4
Figure 2-5

Figure 2-6 :

: Relationship between video sequence analysis and camera control.......... 9
: Whole SYStem OVEIVIEW .....cc.cecuiruiiniieieniiinieiienieenieete et 9
: The flow chart of video sequence analysis .........ccccceeveeriiierieenieenieeniene 10
: The flow chart of motion detection..........c.cccoceeveriiniininicnierieniceene 11
: The flow chart of mean-shift tracking system ...........cccoceeveeniieneennenne. 12

Divide screen into 9 T@ZIONS......ccuueevierieeiienieeiiesie et 13

Figure 2-7 : 8 control directions for each region ...........ccceceevieeiiieniieiienieeeeee e, 13
Figure 2-8 : Lilin PIH-7600 High Speed PTZ Dome .......c..cccceevviviiniriiinienenienceens 14
Figure 2-9 : Hardware platform diagram ...........coccueeiieniiiniienieeiieneeeeee e 15
Figure 3-1 : (a) previous frame (left) (b) current frame (right)..........ccccceeeeienenieen. 17
Figure 3-2 : The result of frame difference in Figure 3-1........cccccoiiiiiiiiiiiniiniee, 17
Figure 3-3 : Difference map after erosion and dilation............cccceevieeiieniiiiinncnncens 18
Figure 3-4 : IMage Projection ..........ccccueeuieiiiiiiieniieeiee ettt ettt e 19
Figure 3-5 : The rectangle region and the elliptic region.........ccceveeverviiniencniieneenens 19
Figure 3-6 : RGB color model [28 )i ... i 21
Figure 3-7 : HSV color model [29]....o i i i et 21
Figure 3-8 : Three different size-candidates..icio.c. ... vieeieniiniiiiiccce 26
Figure 3-9 : Tracking region is choseh By-handzs. ... iceoveriiniiiiniiiiiicccee 28
Figure 3-10 : The tracking result after 4 times 1teration. .........cccceeeeveeviinieneniieneenens 29
Figure 4-1 : Command Description ... o il ettt 32
Figure 4-2 : Pan/Tilt Speed Control............cocveviiiiiiiniiiiiiienenececceee e 32
Figure 4-3 : Divide monitor screen into 9 difference regions............cccceeveeevieneeenne. 33
Figure 4-4 : Pan and tilt control (position control) ..........cccceevieeriirniiiiiieniiieiiesieeee 34
Figure 4-5 : Control command format............ccccooiriininiiiniininiinceeeeeeeeseeen 35
Figure 4-6 : The target Size 1S t00 [ar@e......ccueeiuiiiiiiiiieniieieeie et 36
Figure 4-7 : The target size 1S t00 small.........ccccooiiiiiiiiiiiiiiiee e 36
Figure 4-8 : The Command Format of Zoom 1n/0Ut.........ccccverviiriiniriinienenieneeens 37
Figure 4-9 : The flow chart of zoom control.............cccoociiiiiiiiiiiiiieee 37
Figure 5-1 : Experimental environment L...........c..ccoocciiiiiiiiniiiiiiiee e, 40
Figure 5-2 : Experimental environment IT.............ccccooiiiiiiiniiiniiiiieceee e 41
Figure 5-3 : Experimental environment IT1.............cccccoiiiiiiiiiiiiiiiieeee e, 41
Figure 5-4 : Zoom condition L..........ccociiiiiiiiiiiiiieeeeee e 41
Figure 5-5 : Zoom condition I1 .........c.cooiiiiiiiiiiiiie e 42
Figure 5-6 : Zoom condition IIL...........cooiiiiiiiiiiiiiie e 42

Figure 5-7 :
Figure 5-8 :

9 stages of ZoOm 1N/OUt OPETALION .....c..eerueieiieriieeiieeie ettt 43

Tracking result using rectangle region..........ccoeceeveeeieenieeneenieeee e 44

vii



Figure 5-9 : Tracking result using ecliptic r€ZIon..........ccccveevcuieeriiieeriieeeiie e 45

Figure 5-10 :

Figure 5-11
Figure 5-12
Figure 5-13
Figure 5-14
Figure 5-15
Figure 5-16
Figure 5-17

Coordinate definitions and three different tracking regions .................. 46
: [teration time comparison (UNit: tMES) .....ceeerevererireeerireeenreeerieeenreeennns 46
: Tracking with RGB color model..........ccccoeviiiiiiiiiiiicieeceeece e 47
: Tracking with RGB and HSV color model at frame 391 and 412.......... 48
: Fix size tracking result (SEqUENCEe 1)......cceevviieiiiieiiiieieeciie e 49
: Fix size tracking result (SEqUENCE 2)......c.eeevvieerieeeiieeeiieeeiieeeiee e 50
: Fix size tracking result (SEqUENCE 3).....cceeevviieriieeiiieeiieeeie e 51
: Adaptive size tracking result..........ccoovieiiiieeiiieeiieee e, 52

viii



Chapter 1

Introduction

Detection and tracking of moving object under dynamic background are
becoming more and more important tasks in the computer vision -~ robots
self-recognition and visual-based surveillance system. Visual-based surveillance
system has been generally applied in many different fields with strong demands of
security such as banks, department stores, parking lots...etc. There are two types of
cameras used in video surveillance system: fixed cameras and active cameras. The

background fixes for the former but varies-for.the latter.

Although the view angle for active camera at some coordinate is limited, it can
still monitor at the surveillance’environment by .panning, tilting and zooming the
position of itself. Although both fixed cameras and active cameras have already been
implemented into commercial equipments, they just transmit the video sequence
which are displayed on some remote monitor and might be stored in hard disks or
optical devices. No further analysis of the video content proceeds. What would
improve the surveillance system more reliable or more intelligent? Modern digital
image processing technology and control engineering makes it possible. The
surveillance system will become more efficient, effective and humanistic when an
active camera can track the moving object or invading persons in the dynamic
background and perform the function of zooming in and out precisely. An active
camera can move up-down direction (tilt) and left-right direction (pan), and has the

ability to perform zooming in and out automatically. Tracking with the active camera



panning and tilting can keep the target in the scene whenever the target is going to
move away from the monitoring region and can also zoom in or zoom out when the
target is too close or too far away from the camera. Moreover, in such dynamic
background, the object may be non-rigidity, rotation and partial occlusion. In this
thesis, we develop a visual surveillance system of deformable moving object tracking
under dynamic background by integrating the algorithms of real time moving object
detection, real time mean-shift tracking including adaptive size searching for moving

object, and automatically zooming on an active pan-tilt-zoom camera.

1.1 Motivation

Most automatic tracking systems for visual surveillance implemented on active
fix-zoom cameras usually have just two degrees of freedom, pan and tilt. In [1], there
is an automatic tracking method that uses motion vector detection for active
surveillance system. They try to find to global motion vector to compensate between
two sequential and dynamic frames. And then use the frame difference subtraction to
find the moving object from the dynamic background. But the limit of them is the tilt
angel can not be too large to lead to failing of motion vector detection. When the tilt
angel is larger than some degrees, the motion vector will become rotational, and that
will cause the dynamic tracking based on motion vector detection not working
anymore. In [2], they try to find the different parts of the two sequential video frames,
and control an active camera to track them. But this method can not handle dynamic
background. There are many existing tracking system handle the pan-tilt control of an
active camera [3 4 and 5], but they usually use the difference frame or background

subtraction and also can not reach the dynamic background tracking demand.

Some systems like [6] using the mean-shift tracking method to accomplish

2



dynamic background tracking because the mean-shift method is based on color
histogram tracking. So no matter how the background would change abnormally, this
method can lock the target object and will not get influenced by the changing of the
background. However, the tracking will be lost when fixed size is used in the

mean-shift tracking method due to the variant distance from moving object to camera.

Besides, because the mean-shift method is sensitive to the change of the color
histogram, the variation of illumination of moving object in surveillance environment
causes the tracking failure. When the illumination of the surveillance is changed, the
color histogram of the target will be different even if it is not moving or disappearing

at all.

Those above reasons above metivates usto develop a moving object tracking
system under the dynamic background survetllance using an active pan-tilt-zoom
camera, so it can track and zoom the target object. In'moving object detection we use
the frame difference method plus'some digital image processing techniques to extract
the moving object. In moving object tracking, we use the mean-shift tracking method
which is based on normalized color histogram of HSV color space to avoid the

variation in illumination of moving object.

1.2 Literal Survey

In this section, we will introduce some popular methods for moving object
detection and tracking, such as motion estimation and mean-shift tracking. There are
some pros and cons of these methods and we will point them out and find better ways

to satisfy our demands.



1.2.1 Motion Estimation Method

The most common motion estimation method is the full search block matching
motion estimation method [7]. When the block searching range or the global motion
vector is too large, the computational loading will be too heavy to perform the
real-time dynamic tracking. Some substitutional methods, such as Cross Search (CS)
[8], Diamond Search (DS) [9], Hexagon-Based Search (HEXBS) [10]...etc, are
proposed to reduce the computational power of global motion estimation, and some of

them are really useful.

The most efficient method we have ever used for the real-time global motion
vector estimation is the specific pointimotion estimation method [11] which is used in
digital image stabilization system. |This: method actually can calculate the global
motion vector in real-time performance,and we can’use it to compensate the global
motion vector between two sequential frames so that will be easy to fulfill the
dynamic tracking intention. But when this kind of dynamic tracking method comes to
the PTZ camera, it fails to calculate the global motion vector because the global
motion vector is not just vertical and horizontal. In other words, the global motion

vector will become rotational so the estimation method will be ineffectual.

When the active PTZ camera tilts at some angles, panning the camera will let the
global motion vector become rotational. Handling the rotational global motion vector
will be difficult to meet the real-time dynamic tracking demand. So we choose the

mean-shift method to track the non-rigidity, rotational and partial occlusion targets.



1.2.2 Mean-Shift Tracking Method

A real-time detection system for color image sequence is present by G. L. Foresti
[12]. The approach is used in video-based surveillance system for monitoring indoor
scene. Another moving object tracking system using the background registration
technique is present by Shao-Ti Chien [13]. Both methods introduced above give us a
nice performance on moving object tracking, but they can not track on the specific

target continuously if there is non-rigidity, rotational and partial occlusion.

The mean-shift algorithm has often been used in the areas of clustering [14] [15],
detection and tracking [16] by virtue of its low cost and simplicity in computation.
The mean-shift tracking method is asnonparanietric statistical method for seeking the
target candidate that is the most similar to “the given model distribution [17].The
algorithm has recently been adopted as an efficient technique for tracking [18]
because of the mean-shift method only concerns the color histogram distribution of
our interesting target but not the absolutely position, so we choose the mean-shift

tracking to accomplish the rotational global motion vector problem.

Besides the problem of the non-rigidity, rotational and partial occlusion target
object of tracking, the other tracking problem is to decide whether the target object is
vanished from the surveillance. The mean-shift method provides a similarity indicator
being expressed by a metric based on the Bhattacharyya coefficient. This coefficient
is widely used for the statistical analysis to quantify the similarity between two

histogram distributions.



1.2.3 Adaptive size tracking Method

However, when the tracking object approaching or leaving the camera, the
changing of the target size may cause tracking error or lead to loosing the tracking
even using mean-shift method. This situation can not be solved by the traditional
mean-shift tracking method. Robert T. Collins purposed a method [19] that adapts
Lindeberg’s theory [20] [21] of feature scale selection based on local maxima of
differential scale-space filters to the problem of selecting kernel scale for mean-shift
blob tracking. He shows that a difference of Gaussian (DOG) mean-shift kernel

enables efficient tracking of blobs through scale space.

Another way to perform the rebust real-time tracking of non-rigid objects is
presented by Katja Nummiaro,: Esther Koller-Meier, and Luc Van Gool by using
particle filter. [22] Particle filtering which was developed to track objects in clutter
[23] [24] has been proven very suecessful for non-linear and non-Gaussian estimation
problems. This method presents the integration of color distributions with edge-based
image features. Color histograms in particular have many advantages for tracking
non-rigid objects as they are partial occlusion, rotation or scale invariant and they are

also calculated efficiently.

Considering the mean-shift tracker and the adaptive color-based particle filter,
we will develop a novel technique to combine the methods mentioned above and

show out the advantages of non-rigidity tracking and invariant scale.



1.3 Contribution

The objective of this thesis is to present a detecting and deformable adaptive-size
tracking method based on mean-shift theorem for the real-time video surveillance
system on an active PTZ camera. This thesis proposed a novel method of dynamic
deformable-size tracking, which integrates optical zooming to enhance the image
quality to be recognized. The deformable-size tracking is based on the mean-shift

tracking and uses both the width and height matching in color histogram distributions.

In most active surveillance tracking systems, the target object close to or far
away from the camera is always affecting the image quality, especially when the
target is too far away, the image is always not clear enough for recognition. So the
proposed method just can solve thé problem to track the object if its size is changing
or the capture position is altered. And the tracking is-based on mean-shift method, so

it can perform the real-time tracking on‘active pan-tilt-zoom surveillance system.

1.4 Thesis Organization

This thesis is organized as follows. Chapter 2 describes the whole moving object
tracking system for the dynamic background on active PTZ camera. That includes the
flow chart and descriptions of all parts of the system. Chapter 3 introduces the moving
object tracking algorithm. That includes the moving object detection, mean-shift
tracking algorithm, color spaces transforming, and adaptive size tracking algorithm.
Chapter 4 describes the mechanism of an active PTZ camera, and the control method
of tracking moving object. The experiment results which include the fix-size and
adaptive-size moving object tracking are shown in Chapter 5. Finally, the conclusions

and future works are made in Chapter 6.



Chapter 2
System Overview

The whole system contains two major parts: video sequence analysis and camera
control part. These two parts are both implemented on PC. We analyze the image data
captured by the pan-tilt-zoom camera on PC. We then use the analysis result to control
the camera for moving object tracking. The main purpose of the video sequence
analysis is to find out which one to tracking and judge its position and size in order to
make a decision for controlling an.aétive pan-tilt-zoom camera. It contains two steps
for this part: change detection and mean-shift tracking. In change detection step, we
use frame difference method to-extract our interesting object. In mean-shift tracking,

we use adaptive size mean-shift methed for moving object tracking.

The main purpose of the camera control is to accurately control the active
pan-tilt-zoom camera to track the target from part one. In this part, the control rule is
to keep the object in the image center as quickly as possible. Furthermore, we can also
control the function of zooming in/out by the result of the video sequence analysis

part.

Figure 2-1 is the relationship between video sequence analysis part and camera

control part, and Figure 2-2 is the complete flow chart of the whole overall system.



Sending position and size information

Video
Sequence
Analysis

Camera

Control

Capturing video sequence data

Figure 2-1 : Relationship between video sequence analysis and camera control

Start
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New Frame New Frame
Captured Captured
/
Moving Object Modified Mean-Shift
Detection (MMS) Tracking
ind Target Yes Yes

Object ? | 1
Size / Position

v v

Camera Control
Module

Figure 2-2 : Whole system Overview



2.1 System Architecture

2.1.1 Video Sequence Analysis

The main purpose of video sequence analysis is to extract the proper moving
target object for non-rigidity moving object tracking under dynamic background.

There are two major elements: motion detection and mean-shift tracking as shown in

Figure 2-3.
Start
A
New Frame .| New Frame
Captured Captured
Moving Object Modified Mean-Shift

Detection (MMS) Tracking
ind Target Yes

Object ?
No

Figure 2-3 : The flow chart of video sequence analysis
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I. Motion detection:

This part is to search a moving object for tracking by frame difference method.
The moving object with the largest area of difference will be chosen. If the selected
moving object is large enough and has the reasonable size, the step of mean-shift

tracking will be carried out. Figure 2-4 shows the flow chart of motion detection.

» Start

Frame Difference

Erosion Select Proper
& Tracking Region
Dilation

y

Image Projecting
to
X and Y coordinate

Transfer Color
from RGB to HSV

Does Object

Area size fit 2 End

Figure 2-4 : The flow chart of motion detection
There are three major components in the motion detection. They are frame
difference, specific digital filter and image projection. We can find the frame difference
area between the previous frame and current frame by frame difference method. We can
eliminate some noises by image processing techniques, dilation and erosion, after the
frame difference method. We can then specify the moving object region by the image

projection part.
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I1. Mean-Shift Tracking:

In this part, the mean-shift tracking find the most probable target position in the
current frame by comparing the corresponding information with that of the object in
the previous frame. The histogram in RGB color space is typically adopted for the
comparison. But in order to reduce the sensitive to illumination problems, we adopt

the HSV color space which could be used for solving the problem of illumination.

In this tracking approach, we need a similarity measure which can measure the
difference between two distribution obtained by target color distribution model and
current tracking object color distribution model. A popular measure is the
Bhattacharyya coefficient [25, 26]. After this measurement, if the similarity is over
80%, successful tracking will be accepted; othérwise tracking failure and then resume
a new process of detection. The:flow chart of mean-shift tracking system is as shown

in Figure 2-5.

Start Find Candidate Transfer from Modified Mean- End
Object RGB to HSV Shift Tracking

Figure 2-5 : The flow chart of mean-shift tracking system

2.1.2 Camera Control

The purpose of camera control is to drive the active camera to keep the target
object in the center of the monitor screen, especially when moving object is going to
diverge from the center of the screen. So we divide the screen into 9 regions (as

shown in Figure 2-6). If the target moving object is located on region E, the camera

12



will be set to stop. Otherwise, if the tracking is located on other regions (A, B, C, D, F,

G, H, I), the camera is set to active to the specific directions (as shown in Figure 2-7).

A B C
D E F
G H I

Figure 2-6 : Divide screen into 9 regions

~| 1 |/

SN

Figure 2-7 : 8 control directions for each region

Furthermore, the functions of zoom-in and zoom-out will be activated if the size
of moving object changes. For example, if the tracking size is 2 times larger than the
original size, we will activate the zoom-out action. Otherwise, if the tracking size is
1/2 time smaller than the original size, we will activate the zoom-in action. During the
period of the active camera moving, the tracking system is still running as well as the
camera control system. So, if the moving object changes its direction, we can easily

change the control action immediately.

13



2.2 Hardware Platform

In this system, we use an active camera Lilin PIH-7600 High Speed PTZ Dome
as shown in Figure 2-8 that has pan-tilt-zoom function to acquire real time image
frame sequences. These frames are captured and processed by Personal Computer
(PC). The specification of the computer is Intel Pentium(R) 4 at 2.4 GHz, 512 Mb
RAM in Windows XP OS. As shown in Figure 2-9, the active camera has two
interfaces which are RS-232 and video capture interface. RS-232 interface is used to
send a command by PC to control the camera movement including pan-tilt and zoom
operation. Meanwhile, video capture interface is an analog input of video sequence
through video capture card on PC to read out the image data. The video capture card

is Vguard 7146. To process the image'a

d'’eommands to control the PTZ camera,

we use the Borland C++ Builder6:

Figure 2-8 : Lilin PIH-7600 High Speed PTZ Dome
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Send commands

RS-232

video capture interface

Figure 2-9 : Hardware platform diagram

15



Chapter 3
Deformable Dynamic Tracking

System

In this chapter, we will describe how to determine the location and area of
moving object, and track it by mean-shift algorithm in image sequence. The tracking
system is divided into two parts: moving object detection and man-shift tracking. We
use both frame difference method fot'moving object detection and size adaptive

mean-shift method for tracking.

3.1 Moving Object.Detection

Among most moving object detection methods, the most commonly used
methods are frame difference method and background subtraction method. We use the
frame difference method because the scene of an active camera always changes, so we
can not construct a stable background model for background subtraction. This moving
object detection part consists of three elements, which are temporal difference,

specific filter and image projection.

Temporal difference calculates the image difference between current and
previous frame as shown in Figure 3-1(a) and Figure 3-1 (b) on the next page. After
the temporal difference step, we can see the noises in the difference map (as shown in
Figure 3-2). If we directly use this to select the tracking region for moving object
tracking, the performance might be undesirable.

16



Figure 3-1 : (a) previous frame (left) (b) current frame (right)

Figure 3-2 : The result of frame difference in Figure 3-1

After we get the difference map, we use a specific digital filter of image dilation
and erosion to eliminate the effect of noises on the difference map and then to
enhance the actually moving object region. The result of applying this specific digital
filter is shown in Figure 3-3 whose pixels are separated into two categories, moving
pixels and non-moving pixels. We can compare Figure 3-2 with Figure 3-3 to see that

the latter one is easier to recognize a moving object area for us.
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Figure 3-3 : Difference map after erosion and dilation

We can get the more precise difference map after this specific digital filter, and
take action to select our target object for tracking tasks. The method we adopt is the
image projection method, which is commonly used in image processing. We need to
do horizontal projection and vertical projection and according to these two graphs we
can mark the moving object region for later tracking tasks. The result of image

projection method is shown in Figure.3-4.

In extracting the moving object: region, we first take horizontal projection to
find the largest region on X coordinate, and then perform the vertical projection to
find the largest region on Y coordinate. The result is a rectangular bounding box from

left-top coordinate to right-bottom coordinate as shown in Figure 3-4.

After finding the largest region of the motion binary map, we will take it as our
target object for the mean shift tracking task, if the area of the region is larger than
some scale and satisfy the appropriate width/height ratio. Otherwise if the size is too
small or the width/height ratio is not reasonable, we will choose to resume the whole

step to find another appropriate candidate moving object.
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Figure 3-4 : Image projection

Before we perform the tracking task, we need another step to reduce the effect of
background noises is necessary.We adopt the elliptic region rather than rectangle
region because we found that the rectangle region contains more background
information than the elliptic region. The difference between the rectangle region and
the elliptic region can be seen in Figure 3-5. In chapter 5, the experiment result will

demonstrate the advantage of using the elliptic region.

Figure 3-5 : The rectangle region and the elliptic region
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3.2 HSV Color Transformation

After we find the target object in the moving object detection part, we will track
this target. However, we need to transfer the color space of our target object from
RGB (Figure 3-6) to HSV (Figure 3-7) before tracking. The main purpose of this
color space transformation is about the lightness problem of our system. Because the
diaphragm of the active camera which we use will be changing by itself with the
environment illumination, we have to avoid the effect of this varying factor.
Consequently, we solve this problem by using the HSV color space, because it can
extract the lightness information from RGB color values, so we can reduce the

sensitivity of this single quantity of illumination.

The HSV model, also known’as HSB model; was created in 1978 by Alvy Ray
Smith. It is a nonlinear transfermation of the RGB-: color space. It defines a color

space in terms of three compenents: hues saturation, and value. The definition is

described below: [27]

1. Hue: It is the color type and ranges from O ~ 360 degree. Each value
corresponds to one color. For example, 0 is red, 45 is orange and 55 yellow.

When it comes to 360 degree, it is also equal to 0 degree.

2. Saturation: It is the intensity of the color, and ranges from 0%~100%. 0 means
no color, and that means only gray value between black and white exists. 100

means the intense color with the most color variety.

3. Value: It is the brightness of the color, and also ranges from 0%~100%. 0 is
always black. Depending on the saturation, 100 may be white or a more or less

saturated color.

20



235

G

Figure 3-6 : RGB color model [28]

Figure 3-7 : HSV color model [29]

In our system, we transfer the RGB color space of the target object to HSV color
space in order to prevent the brightness problem caused by the varying diaphragm of
the camera, because the HSV color model separates the brightness information from
the RGB color information. The transformation algorithm from RGB color model to

HSV color model lists out step by step in the following paragraph:
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We will transfer the RGB value from 0~255 to 0.0~1.0.

We select the maximum and minimum value of (R, G, B), and then adopt

the following algorithm to transfer the RGB model to HSV model.

0 if  MAX=MIN
60 iw if MAX=R, G=B
X MAX — MIN ! y =
H= { 60 x ——>—> 4360 if MAX-R, G<B
X MAX — MIN ’
60 iﬂzo if MAX=G
X MAX — MIN !
\ R-G .
—+ g
60 x T 40 if  MAX=B (3.1)
0, £ MAX =0
S —
1— MIN otherwise (3.2)
MAX
V= MAX (3.3)

In step 3, if MAX=MIN the value of H will consider as “Undefined.” In
order to let our calculation more convenient, we define the H value to be 0

if it happens.

After execute these 6 steps to transfer the RGB color of our target object into

HSV color, the next step of our system is to calculate the color histogram of the target

object pixel by pixel. And the most important problem of this step is how many orders

each element of HSV color model will be. This problem will be solve and explained

in the Chapter 5.
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3.3 Mean-Shift Tracking

The mean shift method is employed in the joint, spatial-range domain of gray
level and color images for discontinuity preserving filtering and image segmentation
before by goodness of its low cost and simplicity in computation. This method also
presents a new approach to the real time tracking of non-rigid objects whose statistical
distributions characterize the object of interest [16]. This theorem was proposed in

2000, and it also has been proved that it will converge consequently.

3.3.1 Mean-Shift Tracking Theorem

By definition, given a set { X }i-;.n0f n points in the d-dimensional space Rd,
the multivariate kernel density . estimate’with. ketnel K(X) and window radius h,

computed in the point X, is given by

(3.4)
where a commonly used kernel is the multivariate normal:
—d/2 1 2
K(x)=(2z) " exp(—EHXH ) (3.5)
The kernel value of the candidate object at position Y can be described as:
Y —X
p,(Y) —fz (H (3.6)
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Hence, tracking can be seen as searching the minimized distance of the sample

based on the estimate of the Bhattacharyya coefficient given by:

p(¥) = pLp(N. 1= VP(y) 1, a7

We do Taylor Expansion at point f, ()70) and get:

plp(y).al z%zx/ P(Y,)-q, +%Z P, (Y) % (3.8)

After some derivations, we see that:

2

1 C. & —X.
p[p(Y),Q]zgzx/ P(Yg:0 +7hZWi -k Hy . : (3.9)
u=1 u=1
§ q
where W =) - (3.10)

So we can use this to minimize the distance by mean-shift algorithm.

3.3.2 Mean-Shift Tracking Algorithm

In our system, we use the mean-shift algorithm to track the object that we are
interested in. After color model transformation, we use the histogram of HSV color
space to excute the mean-shift tracking. In the context of tracking, given the color
distribution functions of q and p generated from the model and candidate object
regions, a sample corresponds to the color observed at a pixel X and has an associated

sample weight w(x) which is defined by:

w(X) = /a(1(x))/ p(1 (X)) 3.11)



The key point of the mean-shift algorithm is the computation from initial object

position X to a new location X . The mean-shift vector AX = X =X s computed by

the following formula:

2 KX = X)-w(x)-(X; = X)

AX = STK(X, = X)-w(X) (3.12)

where K(.) is usually a radically symmetric kernel function, such as a Gaussian
distribution kernel function. We choose another popular kernel function called flat

kernel. Thatis { K(x)=1, |[x|[<1}.

We will repeat the algorithm several times until it converges, and it will converge
soon provably [16]. After its converging, we also need to check if the tracking result
matches with our tracking target: We estimate the discrete density q={qu} v=1...m from
the m-bin histogram of the target model; while p(y¥)={qu(y)}u=1..m 1s estimated at a

given location y from m-bin histogram of the target candidate.

So the whole mean-shift algorithm can be briefly sorted below:
I.  Transfer the HSV color model into distribution histogram on target model.
II.  For the coming frames, get the HSV color histogram of the target candidate.
ITII. Calculate the mean-shift vector A X using the formula (3.12)

IV. After it converges, calculate the Bhattacharyya coefficient using the
following equation (3.7) to see if the target candidate and the target model

are matched.
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V. If the target candidate is matched, perform the next adaptive size selecting
method. Otherwise we consider the tracking is loss and search for another

moving object.

3.4 Adaptive Size Selecting

After the mean-shift tracking step, the next step of our tracking system is the
adaptive size selecting step, which is also our innovation. In the previous step,
mean-shift tracking step, we can only track the target object in fix size matching.
Because we should track the target object as precise as possible, we need to change
our tracking region with the varying size. Eventually, we find a solution for this

problem by combining the mean-shift traplging'\iglith_ adaptive size selecting method.

Figure 3-8 : Three different size candidates
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The adaptive size selecting method is also based on the mean-shift tracking
algorithm. In general, the mean-shift tracking algorithm selects the fix size target
candidate to calculate the mean-shift vector A X. Here we use the different tracking
sizes of target candidate, and we calculate the Bhattacharyya coefficient for each size.
As shown in Figure 3-8, after we calculate the position of new tracking object, we

will choose several candidates with different size.

There are three different size candidates in Figure 3-8, the smaller candidate, the
normal candidate and the larger candidate. Then we need to compare their
Bhattacharyya coefficients to choose which one has the largest similarity. Before that,
the most important thing is to normalize the color distribution of each tracking size of
the candidate, because the Bhattacharyya coefficient which we use for judging the
similarity of each candidate must have the.same nhumbers of sample weight. So the
each bin of color distribution of-target candidate p(y)={qu(y)} v=1...m Will be multiplied

a normalized coefficient f.
f = number of target model pixels* /" number of target candidate model pixels

Therefore the Bhattacharyya coefficient calculating equation will be modified as:

p(Y)=plf-p(y),al=> f-p,(y)q, (3.10)

We compare the Bhattacharyya coefficients calculated by equation (3.10) of
three different sizes of target candidate, and then we select the one which has the

largest Bhattacharyya coefficient as our final tracking result.
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In the Figure 3-9 and Figure 3-10 on next page, we demonstrate the result of size
selecting on single picture. Figure 3-9 is retrieved on Internet and Figure 3-10 is
enlarged from Figure 3.9 by Photoshop. In the Figure 3.10, the tracking region is
chosen by hand and the right one is the target object. We use both the mean-shift
tracking and size selecting method to calculate the correct position and size. In Figure
3-10, after 4 times iteration we can see the tracking result is good and the size

selecting is also matched.

Figure 3-9 : Tracking region is chosen by hand
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Figure 3-10 : The tracking result after 4 times iteration.

This selecting method also has some problems that might occur. They would
happen in some video sequence which leads to the size selecting always diverging.
That means the size selecting step always choosing the larger region or choosing the
smaller tracking region. Both situations may cause the size selecting diverging and
tracking failure. We can not simulate this kind of situation in only one picture because
that might happen in many frames later. But we can handle this by the following two

methods:

1. We can try to change the camera zoom to let the camera reset its focus
and refine the image resolution of the target object. This method might

be useful when the distance between the target object and the camera
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varies very often, but this method still might be failure possibly.

2. We can restrict the size selecting times in our coding program such as
only 3 times larger than the target object or only 3 times smaller than
the target object. This method seems not very good but its purpose is to

prevent the tracking diverged and failure.

We adopt both steps to our tracking system, and the result is the same with our
expectation. The experiment result will be demonstrated in the Chapter 5 with more

discussions.
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Chapter 4
PTZ Control System

In the proposed tracking system, we try to keep the tracked target around the
central part of the captured scene. In this chapter, we will introduce the control
mechanism of an active pan-tilt-zoom camera module. The control mechanism
includes the pan/tilt action and the zoom in/out action. The pan and tilt control action
of the active camera will be activated in two conditions: one is when the change
detection found a moving object and its position is not at the center part of the
captured scene. The other conditiofn is when the résult of the mean-shift tracker found
the target away from the center: The zooming in and out control action of the active

camera will be activated by the result.of size-selected module.

Despite of the action control of the ¢amera, the speed control of these actions is
also concerned. That is, the speed of pan/tilt action is switched dynamically and
proportional to the distance between the target position and the image center. A larger
panning/tilting speed is required when the target is farer away from the center. At the
same time, the speed of zooming in/out action also needs to be changed dynamically
and proportional to the size-changing rate of our target object. After having calculated
and decided the proper pan/tilt speed, the camera control module executes some

control routines to control the active camera continuously.
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4.1 Basic Mechanism

The camera we use is the Lilin PIH-7600 High Speed PTZ Dome, and its control
signal is transmitted by RS-485 standard interface. To connect this camera to our PC,
we use RS-232 serial port and a transfer connector between RS-232 and RS-485. The

UART Format is: none parity bit, 8 data bits, 1 stop bit, and baud rate: 9600 bps.

Every command that we send from PC to camera contains three bytes, and it
usually accompanies with a “STOP” command after every command has been send.
The detail of each byte of controlling command is listing in Figure 4-1 and Figure 4-2.
We can see the function of each byte in Figure 4-1 and the speed control of pan and

tilt in Figure 4-2.

Bytel Receiver Address | .40 H
Bit-0.“=> Pan - Right
Bit-1 - Pan - Left
Byte 2 Control Byte 1 Bit-2 - Tilt - Up
Bit-3 = Tilt - Down
Byte 3 Control Byte 2 Speed Control

Figure 4-1 : Command Description

Tilt Speed Bit5 | Bit4 | Bit3 | PanSpeed | Bit2 | Bitl Bit 0
0.2" /sec 0 0 0 0.2" /sec 0 0 0
2" /sec 0 0 1 2" /sec 0 0 1
8" /sec 0 1 0 8" /sec 0 1 0
20° /sec 0 1 1 20° /sec 0 1 1

¢Default: Bit 7=1 Bit6=0

Figure 4-2 : Pan/Tilt Speed Control
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The most challenging part of the active camera control is the panning/tilting
speed and its active time. If the tracking speed is set too fast and the active period is
set too long, the tracking might be lost because the panning/tilting action is taken too
much. On the other hand, if the tracking speed is set too slow to follow with the target
object, we lost it as well. After our experiments, we select the 2°/sec on pan speed and

8’/sec on tilt speed and that will be the optimized solution.

In our tracking system, we use mean shift tracking method to find the target
object in every frame. Then we divide our monitor into 9 difference region as showed
in Figure 4-3. If the target object moves away from the center, that will motivate us to
drive the active camera to track the object. After the position tracking, we also need to
judge the size change of our target object. If the size changes twice larger than the
original one, we zoom out the camiera. Onythe-other hand, if the size becomes smaller

than the half of original one, we-zoom in it.

Figure 4-3 : Divide monitor screen into 9 difference regions



4.2 Pan and Tilt Control

In Pan and tilt control, we are according to the position of tracking object. And
the command format that we sent has been described in the former articles. In Figure
4-4, we illustrate the flow chart of pan and tilt control, and in Figure 4-5, we list out
the command format and content of panning right, panning left, tilting up, tilting

down and stop command.

s Target at the
Center?

Sending Position | End
Control Command

Start Averaging the Last
Position

Figure 4-4 : Pan and tilt contrel (position control)

Here are three control issues'that we should pay more attention to when we send

commands to control the active camera.

I.  The speed control of pan and tilt are optimized as 2°/sec on pan speed and 8"
/sec on tilt speed. When the speed is set to be higher, the image will be
blurred due to the shortage exposure time of the camera. If the speed is set
to be lower, the tracking will be easily got lost because the tracking speed is

not enough to follow the moving object.

II.  When we find out that the moving object has already been tracking in the
center of the monitor, we have to send a “STOP” command no matter the

action of the camera.
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III. When we find out that the moving object has changed its position to another
region, despite the center region, we should change our sending command

to control the action of the active camera immediately.

Panning-Right Tilting-Up Stop Command

40H | OlH 81H 40H | 04H 81H | 40H O0OH | FFH

Pan Speed : 27/sec Pan Speed : 8/sec

Panning-Left Tilting-Down

40H 02H 81H 40H 08H | 81H

Pan Speed : 27/sec Pan Speed : 8'/sec

Figure 4-5 : Control command format
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4.3 Zoom control

The zoom in/out function will cooperate with the size selecting function of the
tracking task. At the end of the tracking task, we need to determine if the size of target
object become larger or getting smaller. As a matter of course, if the size of our target
object becoming larger than some scale, we need control the camera to do the zoom
out action. Otherwise, we do the zooming in action. For example in Figure 4-6, the
size of the target object is too large, so we need to send the zoom out command. On

the other hand in Figure 4-7, we need to perform the zoom in action.

Figure 4-7 : The target size is too small
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The zoom in/out control method of this active camera is similar to the pan/tilt
control method, but the difference is at the speed control of zoom. Figure 4.8
illustrates the controlling command of zoom-in, zoom-out and stop command. The
difference between the Figure 4-8 and Figure 4-1 is that there is no speed control

parameter fro the zoom control. The Figure 4-9 shows the flow chart of the function

of zoom in/out control.

Zoom-In Zoom-out Stop

40H | 10H |FFH| 40H | 20H | FFH | 40H | 20H | FFH

Figure 4-8 : The Command Format of Zoom in/out

Averaging the Last
5 Size information

Larger Than
No 1.2 times?

Sending Zoom
Control Command

Figure 4-9 : The flow chart of zoom control
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There is no speed control for zoom in or zoom out because its default setup, so
we can only adjust the duration time of zoom in/out function to control the ratio of
zoom. In Figure 4-9, we can see that after we sent a zoom in/out command, the
camera will execute the zoom action until we send a stop command to terminate this

action. Generally it takes 100 ms in every reasonable zoom period.
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Chapter 5
Experimental Results

Because our moving object tracking system will run in real time video
surveillance with an active pan-tilt-zoom camera, we should do some experiments to
test its performance and stability under several kinds of environments. In this chapter,
we will introduce the setup of our tracking system and define our experimental
environment in section 5.1 and then compare our HSV color space to traditional RGB

color space model in section 5.2.

In section 5.3, we will experiment our modified tracking method in real time
tracking environment with an aetive PTZ camera and see the difference between our
method and classical mean-shift tracking method. Finally, we will make a discussion

in section 5.4.

5.1 The Experimental System

Our automatic tracking system is using the following components:

® The system uses Lilin PIH-7600 High Speed PTZ Dome active camera for
capturing image sequence. The sequence is composed of 320x240 color

image acquired at a frame rate 30 frames per second.

® The system is developed in Borland C++ Builder 6 and has been tested on

color image sequences acquired on indoor environments.
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® The system has been implemented on an Intel Pentium(R) 4 CPU running at
2.4 GHz with 512 Mb RAM and a real time video capture card under

Windows XP SP2 OS.

® The active camera has two I/O interfaces which are RS-485 and video-out.
The RS-485 interface is used to drive the pan-tilt-zoom camera, but
unfortunately, most PC does not support this specification (RS-485) so we
use a RS-485 to RS-232 transfer connector to change our control signal
format from RS-232 to RS-485. With respect to the video-out interface, it is
an analog video output from the camera, so we can capture the real time
video sequence through this video-out interface.

5.2 Environment'Setiip.

The environment of our e‘).(-p'erimental’ locates 1n: our laboratory. The complexity
p 3 [ & -—" .

of the environment is enough"rt_,o Ver-i;fgf our system while tracking and detecting
moving human. Figure 5-1, Figure 5-2'and F-igliré 5-3 show several images of our lab
environment without zoom in/out operation. Figure 5-4, Figure 5-5 and Figure 5-6

show several images for zoom in/out condition.

Figure 5-1 : Experimental environment |
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Figure 5-3 : Expéflimfghﬁ’éal environment III

Figure 5-4 : Zoom condition I
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Figure 5-6 : Zoom condition 111

The zoom in/out operation level of the pan-tilt-zoom camera which we use is
analog controlled. We can control the zoom level by controlling the timing of stop
command sending. For example, if we want to just zoom in only a little bit, we could
send a stop command a short time, like 30ms, after sending the zoom in command. On
the other hand, we could send a stop command a long time, like 300ms, after sending
the zoom in command if we want to zoom in a lot. For control convenience, we
separate the zoom in/out operation into about 9 stages for the overall system. Figure

5-7 shows a sequence of the total zoom operation.
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Figure 5-7 19 stag'esf‘_bf zoom in/g'J'lJt operation

"J-

5.3 Tracking Reg-ionhExperiment

In our tracking system, we adopt the ecliptic tracking region rather than the
rectangle one. We will do some experiments to prove the ecliptic tracking region
which we use is better in both calculating loading and tracking performance. In this
experiment, we will use a recorded video sequence because we need to confirm the all
tracking situation variables are fixed and the only control variable is the tracking

region. Here are our experiments:

I.  We use the same video and the same original target object for the ecliptic
tracking region or the rectangle tracking region to see which performance is

more reliable, and show up in Figure 5-8 for the ecliptic tracking region and
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in Figure 5-9 for the rectangle tracking region. We will find that the tracking

failure will occur in Frame 432 by using rectangle tracking region.

Frame 5 Frame 18
Frame 53 Frame 101
Frame 412 Frame 432

Figure 5-8 : Tracking result using rectangle region
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Frame 5 Frame 18
Frame 53 Frame 101
Frame 412 Frame 432

Figure 5-9 : Tracking result using ecliptic region

II.  We try to analysis the iteration number of mean shift tracking system by
comparing the rectangle tracking region, single layer weighting ecliptic

tracking region and double layer weighting layer ecliptic tracking region. In
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Figure 5-10, we can see the difference between these three tracking region

and in Figure 5-11 we can find that the method of double layer weighting

layer ecliptic tracking region has the best performance.

=L |
|

Figure 5-10 : Coordinate _déﬁnition$ and_'thfée_ different tracking regions

(X1,Y1) (X2,Y2) -", Re’étangl_e, : Slingle Ecliptic | Double Ecliptic
(97, 52) (152,142) |- 2.14 , 1.99 1.63
(100, 52) (148, 147) 2090 2.06 1.56
(99, 44) (150, 127) 2.02 1.93 1.75
(99, 47) (150, 134) 2.04 1.96 1.61
(100, 46) (152, 141) 2.12 Tracking lost 1.60
(93, 48) (150, 138) Tracking lost 1.99 1.72
(96, 48) (152, 135) Tracking lost 1.98 1.65
(101, 52) (146, 144) 2.16 2.03 1.56
(95, 46) (152, 139) 2.05 1.99 1.67
(102, 64) (145, 141) 1.95 1.94 1.49
(101, 49) (144, 149) 2.18 2.04 1.67
(100, 45) (151, 137) 2.12 1.98 1.64
(99, 50) (153, 138) 2.09 1.90 1.61
(97, 49) (147, 146) 2.15 1.96 1.59
(101, 45) (149, 139) 2.11 1.99 1.63
Average Iteration Times 2.10 1.98 1.62

Figure 5-11 : Iteration time comparison (unit: times)
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5.4 Color Space Experiment

In our system, we execute the transformation form the RGB color space to HSV
in order to reduce the changing of the environment illumination having influence on
our mean-shift tracking algorithm. Now, we will demonstrate the experimental result
in Figure 5-12. In Figure 5-12, because the illumination of the target changes only a

little bit, we can see that the tracking result of the mean-shift algorithm seems so far

so good.

Frame 5 Frame 18
Frame 53 Frame 101

Figure 5-12 : Tracking with RGB color model
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In Figure 5-13, when the illumination of the target changes a lot more, we can
see that the tracking result of the mean-shift algorithm seems getting worse. In this
case, we can find that the illumination influences the mean-shift tracking algorithm a
lot, but this illumination effect is hard to find by human eyes actually. In this

experiment, we can explain why we adapt the HSV color space rather than RGB color

space. In Figure 5-13 shows up the result of using HSV color space.

RGB Tracking Result | HSV Tracking Result

RGB Tracking Result | HSV Tracking Result

Figure 5-13 : Tracking with RGB and HSV color model at frame 391 and 412
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5.5 Fix Size Tracking Experiment

In this experiment, we demo our tracking system which combines the video
sequence analysis and automatic camera tracking control. Moreover, we adapt fix size
tracking in this experiment, turn off the function zoom in/out and only use the
automatic pan-tilt control for the active camera. In Figure 5-14 and Figure 5-15, we

can see the result of this experiment and this tracking result will not influenced by the

dynamic background.

Reference 1 2
3 4 5
6 7 8

Figure 5-14 : Fix size tracking result (sequence 1)
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In Figure 5-15, we can find that although we do not choose the tracking region

perfectly matched the target object in the reference frame, we still can track this target

well under similar color background and many people interrupting in.

Reference 1 2
3 4 5
6 7 8

Figure 5-15 : Fix size tracking result (sequence 2)

In Figure 5-16, the result of single target tracking is demonstrated and the
difference between Figure 5-16 and Figure 5-15 is the covering and disturbance

becoming more complex and tough.
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Figure 5-16 : Fix size tracking result (sequence 3)
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5.6 Adaptive Size Tracking Experiment

In Figure 5-17, the result of adaptive size tracking is demonstrated and the major
point of this section is the camera can not only automatically track target object by
position, but also track target object by size, so we can keep the size almost the same

by controlling the function of zoom in/out.

Figure 5-17 : Adaptive size tracking result
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Chapter 6

Conclusions and Future Works

6.1 Conclusions

The experimental results show that the proposed system is capable of tracking
moving object smoothly by an automatic controlled active camera. At the same time,
the system also works well even if the target has some disturbances on its illumination

and shape. There are several contributions made out of this research:
1. We provide a smooth camera tracking system.

2. Our system can locking on speeific.thoving object, and does not be affected

by illumination and background variables.

3. We proposed a modified mean-shift tracking algorithm, and that can be used

for real time moving object tracking in both position and size selecting.

4.  Our system can handling following conditions on tracking:

1. Camera acting
1l Some illumination changing
1il. Getting some covering noises
iv. Target object departing or closing to the camera
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6.2 Future Works

So far, our tracking system works in indoor environment with one moving target
although it still can do position tracking and size selecting, but when this target get
some covering noises and become farer or closer to the camera at the same time, the
proposed system can not track it well because we can not tell which situation occurs,
covering disturbance or target size changing. In order to solve that problem, we must
deal with the target object recognition problem and then we can know whether the
target changes its size or it is covered by something else. The most suitable target
object recognition system will be the human detection system for the indoor

environment security surveillance system.

For setup convenience, this whole tracking algorithm can also be ported on some
portable devices such as DSP platforms. ~That ‘will be more suitable for real
surveillance application and it also ¢an.be-combined with more than one camera to

enhance the tracking reliable intensity.
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