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On-Chip Bus Encoding for LC Crosstalk

Reduction

Student: Shang-Wei Tu Advisors: Jing-Yang Jou

Department of Electronics Engineering
Institute of Electronics

National Chiao Tung University

Abstract

As technology advances, the global interconnect delay and the power
consumption of long wires become crucial issues in nanometer technologies. In
particular, both inductive and capacitive coupling effects between wires result in
serious problems such as crosstalk delay, coupling noise, and power consumption.
Hence, the strong coupling effects between wires make the delay and power

consumption of on-chip buses worse than before. Therefore, it is crucial to reduce the

iv



delay and power consumption of the on-chip bus to improve the circuit performance

in DSM designs.

Most existing works consider only RC effects (the worst-case switching

pattern resulting from coupling capacitance) to develop their encoding schemes to

reduce the bus delay and/or the bus power consumption. Therefore, their works may

not be suitable for the very deep-submicron designs when the inductive coupling

becomes significant.

In this dissertation, we first show that the worst-case switching pattern that

incurs the longest bus delay while.considering the RLC effect is quite different from

that while considering RC effect alone. It implies that the existing encoding schemes

based on the RC model may not improve of possibly worsen the delay when the

inductance effects become dominant. Then we propose a bus-invert method to reduce

the worst-case on-chip bus delay with the dominance of the inductance coupling

effect. Simulation results have shown that our encoding method can significantly

reduce the worst coupling delay of the buses with strong inductive coupling.

From our simulation results, we observe that the worst-case switching pattern

could vary with given design parameters considering the RLC effects of interconnects.

However, the proposed bus-invert method can be utilized to reduce the bus coupling

delay only when the inductance effects dominate. Therefore, we propose a flexible



encoding scheme for on-chip buses that can consider the given parameters to reduce

the LC coupling delay. In addition, with some modification, this new encoding

scheme can be utilized to predict and lengthen the signal propagation length of a bus

under the given constraints. Simulation results are also given to support our claims.

Next, to further reduce the coupling noise, we propose a joint shield insertion and bus

encoding scheme for global bus design in nanometer technologies. With the

user-given bus parameters, the working frequency, the scheme can effectively reduce

the LC coupling effects and hence, minimize the bus coupling delay. Simulation

results show that the proposed scheme can significantly reduce the coupling delay.

Recently, the power consumption of ‘oen-chip interconnect is another crucial

issue in high performance circuit designs. First,-we propose a flexible encoding

scheme to minimize the power consumption of buses under given delay constraints.

To further improve the performance of the encoding scheme (further reduce the power

consumption), we also utilize the joint shield insertion and bus encoding method to

solve the problem. With the user-given bus parameters, the working frequency, and

the delay constraint, both schemes can minimize the bus power consumption subject

to the delay constraint by effectively reducing the LC coupling effects. Simulation

results show that the proposed schemes can significantly reduce the coupling delay

and the power consumption of a bus according to the delay constraint. In addition, the

vi



joint shield insertion and bus encoding method can gain more power reduction than

that gained by only using the flexible bus encoding scheme.
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Chapter 1
INTRODUCTION

1.1 Coupling Noise on Deep-Submicron

Interconnect

The trend of technology ‘scaling (shrinking-feature sizes) and the increase of
clock frequencies are predicted to continue. Shrinking feature sizes imply shorter gate
lengths, decreasing interconnect pitch (more congested interconnect), and lower
device threshold voltage. With aggressive scaling of transistor gate lengths,
interconnect delay increasingly dominates chip performance in deep-submicron
designs [1 — 3]. As Figure 1 shows, further technology scaling in deep-submicron
indicates that interconnect delay will continue to dominate overall chip performance.
Therefore, it is crucial to optimize or reduce interconnect delay and noise for

improving circuit performance.



With the decreasing of interconnect pitch and the increasing of the line aspect
ratio, coupling capacitance will dominate total wire capacitance in deep-submicron
designs. For example, the ratio of total inter-line (coupling) capacitance to total
line-to-ground (area) capacitance in standard 0.18 um technologies (minimum pitch
space) is six to one, and the ratio can be higher than eight to one in 0.13 um
technologies [4]. Hence, the coupling capacitance of interconnect should specially be

considered while considering the RC delay and crosstalk noise of interconnects.

100

—B— Global wire delay without repeaters
—— Global wire delay with repeaters
—— Local wire delay (scaled)

—e— Gate delay (fan-out 4)

10

Relative delay

L

[ —
\N<M
"~

250 180 130 100 70 50 35

Process technology node (nm)

Figure 1: Technology scaling versus the interconnect delay [2].

As the process technology advances and the clock frequency increases over

GHz, the inductance effects of on-chip interconnect structures have become



increasingly significant [2, 5]. This phenomenon is caused by the following factors: (1)

the introduction of copper and wider upper-layer metal wires reduces the resistance of

interconnect, (2) the use of low-k dielectric decreases the capacitance effects, and (3)

high clock frequency (short rise/fall time) decreases the impedance of wire

capacitance which is 1/joC (@ = 2 zf), and increases the impedance of wire inductance

which is jal. All of these trends make inductance effects much more significant than

before, especially on global interconnects. Further, the use of new dielectric materials

(ultra-low-k or extreme low-k materials [2]) and the continuing increase of clock

frequencies will cause inductance effects much worse than capacitance effects in the

near future.

On-chip inductance effects in high-performance circuit designs might impact

interconnect in many ways. The performance of a circuit will be reduced due to the

increase of wire delay [6, 7]. The long-range inductive crosstalk can cause serious

signal integrity related problems [7, 8]. Signal overshoots and undershoots due to wire

inductance may damage devices. Finally, inductance in power and ground grids can

increase the noise in the supply and ground voltages when large currents flow. This is

also known as the ground-bounce problem. Therefore, inductance effects cannot be

neglected in today’s high-performance circuit designs, especially for global

interconnects such as clock wires and signal buses.



1.1.1 Coupling Capacitance

In this section, we describe how the coupling capacitance affects on-chip
buses. Figure 2 shows an example of a three-wire bus. Assume all inputs transit
simultaneously. Then the effective capacitance Cer of the center wire I can be

represented as the following equation [9].

|AVH — AV, %—l— CC‘ . o (1

Cy =C,+C,

dd

where Cp is the capacitance, between .the wire and the substrate, C. is the
capacitance between adjacent wires, 4V, is the voltage variation of wire i, and Vgq is
the supply voltage (equals to rail-to-rail signal voltage in CMOS circuits). This

equation shows Cef varies according to the transition direction of the adjacent wires.

Ini-1<1> <{>Oi_1

7\\<Cc % Co
In, > >0,
\< L
7\ Cc T Co
I, > o >0,
7 Co

Figure 2: A three-wire bus.

When wire i switches alone and both neighbors are quiet, Ce is Cp + 2Cc.



While three wires simultaneously switch in the same direction, Ces corresponds to Co.

In this case, the coupling capacitance has no effect on the central wire. Hence, the

transition delay of wire i is smaller than the case of solitary transition. However, as

the central wire i and both neighboring wires i+1 and i-1 simultaneously switch for

opposite transition direction, Ceff becomes the maximum value Cy + 4Cc.. Therefore,

the bus transition delay is maximized in this case. This worst-case delay determines

the bus clock cycle time and bus performance.

Signal wire

Figure 3: A 5-bit coplanar bus structure.

In this dissertation, we used the bus structure shown in Figure 3 to conduct

our simulations. We assume that all drivers (receivers) have a uniform size and all

signal wires have a uniform width, spacing, and length. In this experiment, the length,

width, and pitch of the signal wire were 2000um, 0.8um, and 2um, respectively. The



respective width and pitch of the power/ground were 2um and 13pum. The heights of

all wires are set to 2um. The signal rise/fall time was set to 100ps. With these feasible

parameters [2, 5, 10], we used the famous 3D field-solver FastCap [11] to extract the

self and coupling capacitance and FastHenry [12] to extract the resistance, self

inductance, and coupling inductance. Then with these extracted RLC parameters, we

can construct the coupling RLC and RC circuit models. Both circuit models were

constructed as m-segments using series resistance (or series resistance and inductance

for RL) and shunt capacitance. Finally, the circuits were simulated by using HSPICE.

The overall flowchart is illustrated,in Figure 4.:In our simulations, we assumed that

synchronous latches are located at the transmitter side. Thus all the signals switch at

the same time on the buses, which is a very common assumption for buses [13].

In this experiment, we assume that all signal wires only switch at the same

time and may have arbitrary switching patterns, i.e., switching high or switching low.

Comparing to [14], authors assume that aggressors can switch at arbitrary moments

and victims are quiet. In addition, [14] tries to find the switching pattern and

switching time resulting in the worst-case noise (WCN) defined as the maximum

crosstalk noise peak on a quiet victim net. However, our work tries to find the

simultaneously switching pattern that causes the maximum transition delay on a

switching victim. Therefore, our wok is significantly different from [14].
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In this dissertation, ramp signal is given to the input of the driver and the
transition time 7z can be calculated from the working frequency f by the following

equation [15]:

= @)

In this subsection, we simulate all switching patterns on the 5-bit bus structure
considering only RC effects. The simulation results are listed in Table 1. We should

note that the number of total switching patterns is 2° = 32 (without considering

7



non-transition cases). However, switching from “0” to “1” is symmetric to switching
from “1” to “0” for the bus delay computation. Therefore, the complete switching
patterns can be reduced to 2°/2 = 16. Besides, since the 5-bit bus structure is also a
symmetric structure with respect to the central signal wire. For example, the switching
patterns L1111 and 11! have the same delay effect on the central signal wire. Hence,
the complete switching patterns can further be reduced to 10 patterns as listed in

Table 1 (the first 10 patterns).

Table 1: Simulation results of a,$=bit bus eonsidering only RC effects (0: no

transition).
50% delay of the |~ Delay comparison
Switching pattern

central wire (ps).|{ with that of 00700
MM 33 -35.29%
NI 49 -3.92%
NI 51 0.00%
NN 73 43.14%
NN 75 47.06%
I 35 -31.37%
I 37 -27.45%
I 54 5.88%
WM 52 1.96%
W 76 49.02%
00700 51 0.00%

From Table 1, the three patterns, WML, UL, and TUTUT, result in

significantly larger delays on the central signal wire. Obviously, as discussed
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previously, when we consider the resistance, self capacitance, and coupling
capacitance of interconnects, the worst-case switching patterns that incur the largest
delay is when adjacent wires simultaneously switch in opposite transition directions.
On the other hand, the pattern TTT17 results in the minimum delay on the central
signal wire. In other words, the best-case switching pattern that incur the minimum
delay is when adjacent wires simultaneously switch in the same transition direction

with that of the victim wire.

1.1.2 Coupling Inductance

1.1.2.1 Magnetic Induction

The process of inductive interaction between conductors carrying currents can
be decomposed into three effects which take place concurrently [16, 17]:
1. Currents flowing through conductors create magnetic fields (Ampere’s
Law);
2. Magnetic fields varying with time create induced electric fields
(Faraday’s Law);

3. Induced electric fields exert forces upon the electrons in the conductors



and cause electric voltage (Electric Potential) drops.

Loop i

Figure 5: Magnetic field B created by a tifne-varying current flowing through a

conductor loop.

Currents flowing through conductor  loops create magnetic fields. This
relationship between current density j and the resulting magnetic field Bi is

Ampere’s Law:
[B-dl = u J;-ds =, 3)

where the path C for the line integral is the contour bounding the surface S (see
Figure 5), | is the total current through S, and y is the magnetic permeability of the

insulator surrounding the wire. Here we assume quasistatic condition (neglect the

10



displacement current). The orientation of B, can be determined from the right-hand
rule: if the thumb of the right hand points in the current direction, the other fingers
point in the direction of the magnetic field. The sense of tracing C and the direction of

current flow also follow the right-hand rule.

Loop j
Figure 6: Electric voltage created by: time-varying magnetic field passing through a
conductor loop. The integral of the magnetic field over the loop area is

referred to as the magnetic flux.

Ampere’s Law gives us the first part of the inductive process: the creation of
the magnetic field. Only if these magnetic fields vary with time do these fields create
induced electric fields. Therefore, time-varying currents are required for induction, the

relationship of which is Faraday’s Law:
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o do, 3
j?Emd -dl =V, :_TU with @, :J'S. B, - s, )

Loop j

where Vj is the electromotive force induced in circuit loop j due to the time-varying

current |; in circuit loop i (see Figure 6). Here, @; is the magnetic flux in loop j due to

the current I; in loop i, B, is the magnetic flux density arising from current I; in loop

I, and Sj represents the surface bounded by the loop j.

Loop j
Figure 7: Magnetic field created by the time-varying current in loop i induces voltage

in victim loop j, since some of the magnetic field passes through j.

The induced electric field can be integrated along the victim loop and results
in an induced voltage which adds to the already exiting voltage due to the resistance

of the loop:

12



Vi=- §Eind -l )

Loop j

Figure 7 summarizes the combination of these three effects which combine to
generate a voltage drop in the victim loop j due to a time-varying current in loop i. All
three relationship involved, Equation (3), (4), and (5), are linear. Therefore, the
resulting combined relationship between time-derivatives of currents in the loops and

the resulting induced voltage drops is linear as well:

dl; a1 - &
Vi =Ly —Sawith 7=, []-dS. ©)

dt crossection of i
L;; is the coupling (mutaal) inductance of-loop i upon loop j and I is the

current flowing through loop i. If loop i and j are the same, the coefficient L;; is then

the self inductance of loop 1.

1.1.2.2 Worst-case Inductive Coupling

From Faraday’s Law, as shown in Equation (4), the electromotive force
induced in a closed circuit is equal to the negative rate of increase of the magnetic

flux linking the circuit.

13



do, | .
V. =— dtJ with®. =| B. -dS. (7

where Vj is the electromotive force induced in circuit loop j due to the time-varying
current lj in circuit loop i. Here, @ is the magnetic flux in loop j due to the current ;
in loop i, |§i is the magnetic flux density arising from current l; in loop i, and S;
represents the surface bounded by the loop j. As shown in Figure 8(a), the
time-varying (increasing) current of the leftmost aggressor wire will induce a
downward time-varying (increasing) magnetic field on the victim wire. For simplicity,
the aggressor and the victim loops are also shown in Figure 8(a) (dotted loops).
Therefore, the mutual flux @ is positive and also inereases with time because of the
same direction of the resulting magnetic flux density B and the victim loop §S;in
other words, B -dS is also positive. In conclusion, from Equation (7), the induced
voltage on victim loop is negative; that is, the induced current on the victim wire
flows in the reverse direction of the victim current. Hence, while all neighboring wires
simultaneously switch in the same direction as the victim wire does, they will all
induce a current of the different direction on the victim wire as shown in Figure 8(a).
Therefore, the charge current of the victim wire will be reduced. This implies that the

charging time (delay) will increase due to the long-range coupling. We can conclude

that as the inductance of wires becomes more significant than the capacitance, the

14



worst-case switching pattern with the maximum delay is when all wires

simultaneously switch in the same direction. Meanwhile, these patterns will also result

in the largest noise between each other.

Aggressor Current o
Victim Current

Induced Current
Power/Ground
Grids

ﬁﬁﬁ%ﬁ Power/Ground
, e Grids

(b)

Figure 8: An LC cross-coupled 5-bit bus structure. (a) The switching pattern of the

worst-case delay of the central wire in the RL model. (b) The switching
pattern of the best-case delay of the central wire in the RL model. (T

switch from “0” to “1”. 4 switch from “1” to “0”.)

Contrary, while all neighboring wires simultaneously switch in the opposite
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direction of the victim wire, they will all induce a current of the same direction on the
victim wire as shown in Figure 8(b). Therefore, the charge current of the victim wire
will be increased. This implies that the charging time (delay) will decrease due to the
long-range coupling. We can conclude that as the inductance of wires becomes more
significant than the capacitance, the best-case switching pattern with the minimum
delay is when all aggressor wires simultaneously switch in the opposite direction of

the victim wire.

1.1.2.3 Simulation Results of @ 5-bit Bus Considering RL Effects

In this subsection, we simulate all'switching patterns on the 5-bit bus structure
considering the RL(C) effects of bus interconnects working at GHz range (i.c., the
capacitance effects can be neglected). The simulation results of the extracted RL(C)
circuit model for the 5-bit bus are shown in Table 2. From Table 2, we observe that
the worst-case switching pattern changes from ¥4 T4 (in Table 1) to TTT17 and the
best-case switching pattern changes from T17T171 (in Table 1) to 4T as predicted
in previous subsection. Therefore, the worst-case and best-case switching patterns are
completely different considering RC and RL effects. Therefore, as the process
technology keeps shrinking and the clock frequency continues increasing, it is very

important to consider the inductance effect on the bus structure to derive encoding
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schemes to reduce bus delay. Otherwise, the encoding schemes might not improve or
even worsen the on-chip bus delay because of the redundant logics and wires. Further,

we also observe that the largest overshoot noise occurs for the pattern TTTTT, as

shown in Table 2.

Table 2: Simulation results of a 5-bit bus considering RLC effects. (Vgq = 1.2V)

Switching | 50% delay of the | Delay comparison | Max swing | Noise (% of
pattern central wire (ps) |with that of 00700 V) Vdd)
M 97 51.56% 1.71 42.50%
NI 88 37.50% 1.47 22.50%
NI 63 -1.56% 1.31 9.20%
NN 75 17.19% 1.17 -2.50%
N 51 £20.31% 1.04 -13.33%
M1 78 21.88% 1.56 30.00%
I 55 -14.06% 1.4 16.67%
I 45 -29.69% 1.13 -5.83%
W 66 3113% 1.33 10.83%
W 37 -42.19% 0.903 -24.75%
00700 64 0.00% 1.31 9.17%
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1.1.2.4 Simulation Results of a 5-bit Bus Considering RLC Effects

delay (% of 007T00)

60.00%

50.00%

40.00%

30.00%

20.00%

10.00%

0.00%

—— pattern M

—a— pattern NN

2X

3X

4X

5X 6X 7X 8X 9X 10X

times of wire capacitance

Figure 9: The delays (% of that of‘pattern 00T00).of the worst-case switching pattern

with various wire capacitances.

noise (% of V)
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10.00%
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2X
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Figure 10: The inductive noise is less significant as wire capacitance increases.
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Since Cao et al. [18] claimed that the worst-case switching pattern for a 5-bit
bus should be TNTNT considering capacitive and inductive coupling, we also
conducted simulations to see whether the worst-case switching pattern will change or
not when capacitance effects become dominant. We simulated with the extracted RLC
circuit model of the 5-bit bus by increasing the wire capacitance step by step. The
simulation results are shown in Figures 9 and 10, and the complete switching patterns

when capacitance effects dominate (10X of wire capacitance) are listed in Table 3.

Table 3: Simulation results of the 5-bit bus when,wire capacitance becomes dominant

(10X wire capacitance):

Switching |50% delayofthe| Delay comparison
pattern central wire (ps) | with that of 00700
MM 443 2.07%
NI 480 10.60%
NI 436 0.46%
NN 570 31.34%
NN 530 22.12%
I 405 -6.68%
I 347 -20.05%
I 348 -19.82%
WM 433 -0.23%
W 358 -17.51%
00700 434 0.00%

From Figure 9 and Table 3, we observe that the worst-case switching pattern

for the 5-bit bus changes from TTT17T to TN TT. From Table 3, while considering
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the worst (best) case switching pattern as wire capacitance dominates, we should first
consider the immediate neighbors for the worst (the best) case capacitive coupling and
then consider farther neighbors for the worst (the best) inductive coupling. For
example, if the central wire switches from “0” to “1”, the best-case switching pattern
for the 5-bit bus as wire capacitance dominates is as follows:
(1). The best-case switching pattern of the immediate neighbors due to
capacitive coupling is *TTT*, where * denotes that the bus signal can
switch from “0” to “1” or from “1” to “0”.
(2). The best-case switching:pattern of the farther neighbors due to inductive
coupling is {*T*{.
By (1) and (2), the best-case switching pattern as wire capacitance dominates is
T
To further investigate the change of the worst-case switching pattern when
capacitance effects dominate, we also conducted simulations with varying signal rise
times. As shown in Figure 11, the worst-case switching pattern for the 5-bit bus also
changes from TT177 to TN ™1 when we increase the signal rise time (i.e., decrease
the working frequency). This phenomenon also conforms to the trend when
capacitance effects dominate since the impedance of wire capacitance will increase as

the working frequency decreases. We should note that the frequency of interest here is
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583.3 MHz as the rise time is set to 600 ps, for which the capacitance effects

dominate. (See [19] for the formula to determine whether the inductance effects are

significant.) Finally, from Figure 10, we can also observe that the inductive noise

will be less significant as wire capacitance becomes dominant.

delay (% of 00700 )
60.00%
40.00% | oot
- —— MY
ae LA
0.00% :
rise
100 200 300 400 500 600 (ps
-20.00%
o \
-40.00% hee
-60.00%

time

Figure 11: The delays (% of that of the pattern 00T00) of the worst-case switching

pattern with various signal rise times.
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1.2 Bus Encoding

1.2.1 Basic Concept

In this dissertation, we consider the coplanar bus structure as shown in Figure
3 to build our encoding scheme. In the coplanar bus structure, we assume that each
driver (receiver) has a uniform size and the driver is also assumed to be symmetric
such that the effective output resistance is the same for both rising and falling signal
transitions. In the bus structure, each signal wire has a uniform width, pitch, length
and height. Given the parameters: of wires.(length, width, height and pitch), delay
constraint, working frequency and the number of data bits, we will generate a valid
code set that map the data patterns. The valid code set is obtained at the cost of m —n
extra bus wires. The valid code set is defined as that any transition between codes
within this set is guaranteed to meet the delay constraint. The overall bus structure is
shown in Figure 12. The valid code set of the global bus contains only 2" out of 2™
possible codes. The specific 2" codes are selected to minimize the coupling effects

when a transition occurs between any two of them.
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Global bus with only 2" valid codes
which are allowed to be transmitted

n-bit m-bit m-bit m-bit n-bit
Data—<Encoder reg reg Decoder—<Data

m>n

(m-n: wire overhead)

Figure 12: The overall bus structure including the encoder and decoder.

In this dissertation, ramp signal is given to the input of the driver and the
transition time 7z can be calculated from the working frequency f by Equation (2) [15].

An example is given here to demonstrate the delay reduction by using bus
encoding. Given a 2-bit bus (4 data patternss 00, 01, 10, and 11) with 1000 um signal
wire length as shown in Figure 13, all:the transition delays obtained by HSPICE
simulations are listed in Table 4. If the délayiconstraint of the bus is set to 30 ps, the
constraint is obviously not met when the transition pattern T | or 4 T occurs on the
bus. To reduce the worst-case delay of the bus, a bus encoding is introduced. The new
bus structure with the encoding scheme which is generated by using our method is
shown in Figure 14. Four codes (000, 001, 100, and 101) are chosen as a valid code
set to represent the original 4 data patterns. All the transition delays of the encoded
bus are listed in Table 5. From Table 5, it is observed that all transition delays of the
encoded bus meet the delay constraint. Therefore, the worst-case delay of the original

2-bit bus is successfully reduced to meet the delay constraint by using the bus

23



encoding technique with one extra bus wire.

Power/Ground ()
Signal 4%—'_—>67
Wire | ——

Power/Ground [

Figure 13: .A 2-bit bus example.

Table 4: The transition delays of the 2-bit bus shown in Figure 13. (T: transit from

“0” to “1”; ¥: transit from “1” to “0”; —: no transition)

Transition Patternyy 1i|: s Transition delay (ps)
- AP L mma, 2721
T, e B8.73
T 1197
. | Encoder bi 3-bit bi Decoder 5-bi
2-bit} 59,000 [3-PIt 3-bit| 50000 2P
Data—<>| 015001 reg reg 00101 —<*Data
10—100 100—10
11101 10111

Figure 14: .The encoded bus after encoding the 2-bit bus in Figure 13 to a 3-bit one.

Table 5: The transition delays of the 3-bit bus shown in Figure 14.

Transition Pattern Transition delay (ps)
-1 --1 24.61
T d-—- 24.58
T-4,1-1 29.24
T-tl-1 19.69
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Since transistors mainly operate in the linear region during signal transitions,

we assume that all drivers’ output resistances are linear throughout our simulation.

Therefore, the drivers are modeled as simple linear resistances. In addition, the

receivers are replaced by equivalent gate capacitances. Thus, the built circuit model

for the coplanar bus structure contains only linear RLC elements. In other words, the

built circuit is an Linear Time Invariant (LTI) system.

In our simulation, we assume that synchronous registers are located at the

transmitter side. Thus all the signals switch at the same time on the bus, which is not

an uncommon assumption [13].

1.2.2 Previous Works

As the process technology advances, the coupling capacitance between

neighboring wires becomes the dominant component of the total wire capacitance due

to the higher wire aspect ratio and smaller wire pitch. Moreover, when the clock

frequency increases over the GHz range, the inductance effects of on-chip

interconnect structures are becoming increasingly significant. Considering these
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issues in DSM designs, recently many bus encoding schemes have been proposed to
mitigate the effects. A large portion of the bus encoding schemes are proposed to
reduce the bus power consumption [20 — 27]. Some of them focus on minimizing the
bus coupling delay [9, 28 — 32].

Most proposed bus encoding schemes for reducing the coupling delay
considers only capacitance effects on the bus structure. There is not much work in the
literature considering inductance effects on the bus structure to develop encoding
schemes to reduce bus delay. Considering only the capacitive coupling effect,
Sotiriadis and Chandrakasan [28],4%Victor and Keutzer [29], Baek et al. [30], and
Hirose and Yasurra [9] proposed their bus encoding techniques to eliminate the
crosstalk delay. Besides, Cha et al. [31] also proposed a software-based bus encoding
technique to reduce the capacitive coupling delay. They all try to avoid the

simultaneous inverse transitions of neighboring wires.

1.2.3 Our Contribution and Proposed Bus Encoding

Schemes

While considering the RLC circuit model for the bus structure, our works (as
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described in subsection 1.1.2) and [32] point out that the worst-case switching pattern

could be very different from that of only considering RC effects. First, when the

inductance effect dominates, the worst-case switching pattern with the largest on-chip

bus delay is when all wires simultaneously switch in the same direction. Furthermore,

we indicate that while considering the RLC effects of interconnects, the worst-case

switching pattern varies from different levels of interconnect and different working

frequencies. Hence, as inductance cannot be neglected in today’s high-speed circuit

design, it is very important to consider the RLC effects with different bus parameters

to develop the proper encoding schemes for bus delay reduction.

Since most previous encoding schemes try to reduce the worst-case delay only

based on the capacitive coupling‘effects on buses; they might gain no improvement on

the worst-case delay due to the significant inductive coupling [9, 28 — 31]. Although

the bus encoding scheme proposed in work [32] consider the inductance effects to

build their encoding schemes, they neglect the capacitive coupling and thus the

applications of their bus encoding schemes are limited to the cases in which delay

mainly depends on the inductance coupling effects. However, as pointed out before,

the worst-case switching pattern varies with given design parameters considering the

RLC effects of interconnects. Therefore, while developing bus encoding schemes,

both capacitance and inductance should be considered.
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Most existing works consider only RC effects (the worst-case switching

pattern resulting from coupling capacitance) to develop their encoding schemes to

reduce the bus delay and/or the bus power consumption. Therefore, their works may

not be suitable for the very deep-submicron designs when the inductive coupling

becomes significant.

In this dissertation, we first show that the worst-case switching pattern that

incurs the longest bus delay while considering the RLC effect is quite different from

that while considering RC effect alone. It implies that the existing encoding schemes

based on the RC model may not,improve or possibly worsen the delay when the

inductance effects become dominant.

Then we propose a bus-invert'method to reduce the worst-case on-chip bus

delay with the dominance of the inductance coupling effect. Simulation results have

shown that our encoding method can significantly reduce the worst coupling delay of

the buses with strong inductive coupling.

From our simulation results, we observe that the worst-case switching pattern

could vary with given design parameters considering the RLC effects of interconnects.

However, the proposed bus-invert method can be utilized to reduce the bus coupling

delay only when the inductance effects dominate. Therefore, we propose a flexible

encoding scheme for on-chip buses that can consider the given parameters to reduce
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the LC coupling delay. In addition, with some modification, this new encoding

scheme can be utilized to predict and lengthen the signal propagation length of a bus

under the given constraints. Simulation results are also given to support our claims.

To further reduce the coupling noise, we propose a joint shield insertion and

bus encoding scheme for global bus design in nanometer technologies. With the

user-given bus parameters, the working frequency, the scheme can effectively reduce

the LC coupling effects and hence, minimize the bus coupling delay. Simulation

results show that the proposed scheme can significantly reduce the coupling delay.

Recently, the power consumption of onschip interconnect is another crucial

issue in high performance circuit 'designs. Therefore; we also utilize the joint shield

insertion and bus encoding method to minimize the power consumption of buses.

With the user-given bus parameters, the working frequency, and the delay constraint,

the scheme can minimize the bus power consumption subject to the delay constraint

by effectively reducing the LC coupling effects. Simulation results show that the

proposed scheme can significantly reduce the coupling delay and the power

consumption of a bus according to the delay constraint.
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1.3 Organization

The remainder of this dissertation is organized as follows. Chapter 2 describes
our proposed bus-invert encoding scheme for reducing the bus coupling delay when
the inductance effects dominate. In Chapter 3 we present a flexible encoding scheme
for on-chip buses that can consider the given parameters to reduce the LC coupling
delay, and we also modify this scheme to be capable of predicting and lengthening the
signal propagation length of a bus under the given constraints. Chapter 4 proposes a
joint shield insertion and bus encodingischeme for global bus design in nanometer
technologies. In Chapter 5, we utilize the joint shield insertion and bus encoding
method to minimize the power-consumptioniof buses. Finally, Chapter 6 concludes

our work.
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Chapter 2
BUS-INVERT CODING SCHEME

2.1 Motivation

From the prediction and-simulation results in-Chapter 1, we can conclude that
as the inductance of wires becomes' more significant than the capacitance, the
worst-case switching pattern with the maximum delay is when all wires
simultaneously switch in the same direction. Therefore, if the worst-case switching
pattern that all bus wires simultaneously transit in the same direction can be avoided
by bus encoding, the performance (speed) of buses can be enhanced. In addition, the

inductive noise can also be alleviated by removing the worst-case pattern.
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2.2 The Bus-invert Scheme

Inspired by Stan’s low-power bus-invert method [20] for reducing the
transition activities to reduce the bus transition power, we propose a bus-invert
method to reduce the on-chip bus delay due to coupling effects while inductance
effects dominate. Our bus-invert method inverts the input data when the number of
bits switching in the same direction is more than half of the number of signal bits. The
remaining problem is how to implement the coding architecture with low complexity.
For the implementation, we propose anienc¢oder architecture shown in Figure 15.

There are three types of possible signal transitions: type I: T (switching from
“0” to “17), type II: { (switching from 1716 “0”), and type III: 0 (no switching). If
we refer to Xj(n) as an input signal and t0 X(n-1) as its previous input signal, then type
I is (xi(n), xi(n-1)) = (1, 0), type II is (xi(n), xi(n-1)) = (0, 1), and type III is (xi(n),
xi(n-1)) = (0, 0) or (1, 1). With the input x;(n) and x;(n-1), the codeword generator
generates (q., qu) = (0, 1) for type I, (1, 0) for type II, and (0, 0) for type III. Then all
gL’s are inputs to the majority voter (L) and all q4’s to the majority voter (H). Finally,
from the output of the majority voter L or H, we can detect if the number of type I or
IT transitions is more than half of the number of signal bits. If one of the majority

voters’ outputs is high, the input signal should be inverted. The majority voters can be
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implemented by using either a tree of full-adders or resistors combined with a voltage
comparator [19].

Since the additional invert line will contribute to transitions, it should also be
considered. Let N be the total number of signal bits of a bus excluding the invert line.
The output of the majority voter is asserted when |—(N+1)/2—| inputs are high. If N is
odd, the example encoder architecture is just as that shown in Figure 15(b). Hence,
after encoding, the worst-case switching pattern occurs when (N+1)/2 signal bits
switching in the same direction, where N is odd. If N is even, the encoder architecture
is somewhat different as that shown in Figure 15(a). The major differences are that
we need an extra input INV(n-1) for our encoeder and-INV(n) = INV(n-1)" or INV(n-1)
depending on if INV _t is high or'low. Hence, after encoding, the worst-case switching
pattern is that N/2 signal bits switch in the same direction, where N is even.

The circuitry of the receiver is relatively simple because it only needs to
conditionally invert the receiving data to get a correct data value. If N is odd, the
receiving data need to be inverted only when the invert line is high. If N is even, the

receiving data need to be inverted only when the invert line has a transition.
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Figure 15: (a) A 4-bit bus encoder for the bus-invert scheme.
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Figure 15: (b) A 5-bit bus encoder for the bus-invert scheme.
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For today’s high performance circuits, there are typically only 14 to 16 FO4
(fanout-of-4 inverter [33]) delays per clock [34]. Hence, the delay overhead
introduced by our encoder should be minimized. Let dorz and dxorz be the delay of a
two-input OR gate and that of a two-input XOR gate, respectively. For an N-bit bus,

the critical path delay D(N) of our N-bit bus encoder is given by

D(N) = dCodeword Generator + d/—(N+1)/2 /-out-of-N Majority Voter + dOR2 + dXORZ (8)

where dcodeword Generator €quals the delay of an inverter, diny, plus dogrz, (i.€., dcodeword
Generator = Oinv -+ dore), and the.:delay” dfns1)2 7 -out-of-N Majority Voter 1S given by
1093/2N*dgyi1aqder (delay of a full-adder) since we use a full-adder tree to implement the
majority voter. Therefore, for a typical 8-bit'bus encoder with optimized logic and the
full-adder circuit implemented as a mirror-type adder, the critical path of the encoder
has a delay of 10 FO4, which is about two-thirds of the clock cycle time. This delay
overhead is similar to that of the low-power bus-invert method. Nevertheless, this
delay overhead is the ‘worst-case’ scenario. Since the encoding logic could be fused
with the logic of the IP block, this delay overhead could be reduced with the
simultaneous optimization of encoding and the IP block logic.

Like the bus-invert method, our method can also reduce the bus transitions.

The reduction of the bus transition count occurs when there are /—(N+1)/2 /bits transit
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in the same direction. For this case, our encoder will invert the current data and the
transition count will be reduced. Take an 8-bit bus as an example. For the transition
pattern (00TTTT7T1) before encoding, the transition count is 5. After encoding, the
transition pattern changes to (T7000000(T)) or (34000000(7)), and the transition
count is reduced to 3 (the additional transition (T) is due to the signal transit on the
invert line). Therefore, our encoding scheme can also reduce the average power
consumed by the bus in terms of the average transition count. However, the peak
power dissipation after encoding will remain the same. For the transition pattern
(NI before encoding, ouriéncoder will.not invert the current data (i.e., the
transition pattern will remain -the same after encoding, and this transition pattern
causes the peak power consuméd by ‘the 8-bit bus due to the coupling capacitance
between wires). Since the oppositely switching signals are good for reducing the
inductively coupling delay, our encoder will keep these transitions unless there are
/—(N+1)/2 /bits transit in the same direction. However, the oppositely switching signals
are the worst for the power consumption when considering the capacitive coupling
effects. To analyze the peak power and the average power consumed by the buses
together with the power consumed by the encoder circuit, we need more sophisticated
analysis. However, this is beyond the scope of this dissertation. In this dissertation, we

focus on the study of the worst-case pattern that causes the longest delay on the bus
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due to the strongly inductive coupling and the development of a modified bus-invert

method to reduce the worst-case delay.

2.3  Simulation Results

2.3.1 Bus Coupling Delay Reduction

With the parameters given in Chapter.1, we conducted our simulations by
varying bus signal bits with or without“using-the proposed bus-invert method. The
simulation results are shown in Figures16-and 17.

From Figure 16, we observe that coupling inductance has greater impacts on
bus delay as the number of bus bit lines increases. For a tight LC cross-coupled bus,
as shown in Figure 16, the increase (%) of the worst-case switching delay grows
about linearly with the number of bus bit lines. Hence, for a high-frequency, tight LC
cross-coupled bus, the delay due to signals simultaneously switching in the same

direction should be considered.
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Figure 16: The worst-case #-bit bus delay (% of the delay of only one transition

pattern of the #-bit bus) with # varying from 2 to 11.
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Figure 17: The reduction of worst-case delay for a #-bit bus by using the bus-invert

method and the shield insertion technique with the # varying from 2 to 11.
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As shown in Figure 17, our encoding method can significantly reduce the

worst-case switching delay; in other words, the bus performance can be improved.

Besides, our encoding method can obtain even better reduction rate as the number of a

bus bit lines increases. However, since the encoder architectures for even-bit and

odd-bit buses are slightly different, the delay reductions are also a little different. For

an N-bit bus, if N is odd, the worst-case switching pattern after encoding is (N+1)/2

signal bits switching in the same direction including the INV line. For N is even, the

worst-case pattern after encoding.,is that only N/2 signal bits switch in the same

direction, including the INV line! Hence, the reduction curve of even-bit buses is

above that of odd-bit buses whef the number of bits is larger than 5 (see Figure 17).

With one wire overhead, while the inductive coupling delay decreases with increasing

the bus width by using our method, the delay of the one-shield-inserted bus increases

with increasing the bus width. This is because the inductive coupling of the

one-shield-inserted bus increases with increasing the bus width (increasing return

path), but our method could effectively reduces the worst-case coupling when the bus

width increases. We should also note that for the 2-bit bus, our encoding method will

worsen the worst-case delay because the additional INV line will introduce large

additional coupling to the victim line. In other words, the delay of the worst-case after
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encoding for 2 bit lines plus one INV line will be larger than the worst-case for only 2

bit lines.

In addition to reducing the worst-case delay, our method has the side effects of

decreasing the maximum ground-bounce and eliminating the maximum inductive

noise. For example, as shown in Table 6, the average reduction of maximum

inductive noise is about 17%. Since the ground-bounce and the inductive noise are

also the worst when all signal wires switch in the same direction, our method can also

reduce these effects.

Table 6: Reduction of worst-case noise by using the bus-invert method for bus widths

ranging from 2 to 11.

Max swing after
#-bit bus | Max swing (V) Noise reduction (%)
encoding (V)

2 1.59 1.33 19.55%
3 1.63 1.44 13.19%
4 1.67 1.41 18.44%
5 1.71 1.47 16.33%
6 1.72 1.47 17.01%
7 1.74 1.49 16.78%
8 1.74 1.46 19.18%
9 1.76 1.51 16.56%
10 1.75 1.49 17.45%
11 1.76 1.52 15.79%

Average noise reduction 17.03%
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Since previous works of encoding for bus delay reduction such as [9, 28 — 31]
only consider coupling capacitance, the real worst-case pattern due to coupling LC
might happen with their encoding. Besides, they might use more than one additional
line in their encoding scheme when the number of bit lines is more than 8. Therefore,
their encoding schemes might not be suitable for the high-performance bus

applications when inductance effects become significant.

2.3.2 Delay Overhead ofthe Bus Encoder

Table 7: Interconnect and devieeparameters used.

Technology (nm) 180 150 130 100 70
Across chip clock (MHz) 1200 1400 1600 2000 2500
Projected clock period (ps) 833 714 625 500 400
Area (mm?) 340 385 430 520 620
vdd (V) 1.65 1.35 1.35 1.05 0.75
Metal resistivity p (nQ-cm) 2.2 2.2 2.2 2.2 1.8
Dielectric constant 2.75 2.25 1.75 1.75 1.5
4X min. wire width (nm) 720 600 520 400 280
4X min. wire spacing (nm) 960 840 680 560 400
Metal aspect ratio 1.8:1 2.0:1 2.1:1 2.4:1 2.7:1
Via aspect ratio 2.2:1 2.4:1 2.5:1 2.7:1 2.9:1
FO4 (ps) 51.1 48.7 45.8 39.2 21.9
Bufter input cap. (fF) 0.60 0.55 0.425 0.35 0.21
Buffer Ry (KQ) 3.72 4.52 4.50 4.78 4.84
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To investigate the delay introduced by our bus encoder and the coupling delay
reduction by using our encoding method, we conduct the following simulations to
show the delay reduction considering the delay overhead of the encoder for different
technology nodes.

The parameters used are adopted from the 1997 National Technology
Roadmap for Semiconductors (NTRS’97) [1] and the simulation results in [35]. These
parameters are shown in Table 7. We consider a typical 8-bit bus with the total
routing length of half perimeter of a:¢hip and 4 times of the minimum wire width and
spacing. The length of each wire segment between two buffers is 3000 pm. In
addition, the buffers are sized to mamtain equal input and output transition times,
which is a classical design criterion for a buffer sizing. The simulation results are
listed in Table 8. Column 2 shows the half perimeter of a chip according to the chip
area reported in Table 7, assuming that chips are of the square shape and thus the half
perimeter of a chip is 2/Area . Column 3 lists the number of required wire segments
for signals passing through the half perimeter of a chip (i.e., the half perimeter of a
chip 2/ Area (mm) divided by the length of a wire segment which is 3 mm).
Column 4 shows the delay overhead induced from our 8-bit bus encoder. The delay

gains (the worst-case delay of the bus before encoding minus that after encoding) of
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the signals passing through one wire segment (3000 um) and through half perimeter

of a chip are shown in Columns 5 and 6, respectively. The overall delay gains

((Column 6 — Column 4)/Column 4 * 100%) are given in Column 7. Finally, the noise

reduction is shown in Column 8.

Columns 2 and 3 in Table 8 reveal the increase of the chip size as the

technology advances. Since the intrinsic gate delay decreases as the feature size

shrinks, the delay overhead of our encoder decreases as well (see Column 4). We

report the worst-case delay overhead derived in previous section (see Equation (8)) in

our simulations. From Columns 5-7; we observe.that the overall delay gain tends to

increase as the technology advances although the delay gain of each wire segment

decreases. For example, as shown in' our Simulations, the delay gain for signals

passing through the half perimeter of a chip is only about 20% for the 0.18-pum

process while this gain increases to about 167% for the 0.07-um process. The reasons

are two-fold: (1) the decrease of the intrinsic gate delay and (2) the increase of the

chip size. To further improve the overall delay gain by reducing the delay overhead,

designers can also use dynamic logic to implement the encoding circuit. In addition to

the coupling delay reduction, our method can also reduce the maximum inductive

coupling noise for long interconnects by about 30%. The simulation results are shown

in Column 8.
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Table 8: The simulation results of the coupling delay reduction by using our encoding method, and the delay overhead of the encoder for

different technology nodes.

Half perimeter| # of req. wire | Delay overhead | Delay gain — 1 | Delay gain — Overall delay gain ((full Noise

(mm) segments (10FO4) (ps) | wire segi(ps) | full chip (ps) chip-overhead)/overhead) (%) reduction (%)
180nm | 18.44 X2 12 511 51.324 615:888 20.53 32.57
150nm | 19.62 X2 13 487 43.594 566.722 16.37 31.97
130nm | 20.74 X2 14 458 34.464 482.496 5.35 31.68
100nm | 22.80 X2 15 392 38.333 574.995 46.68 31.19
70nm | 24.90 X2 17 219 34.442 585.514 167.36 30.34
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2.4 Summary

In DSM, the inductance effect has changed the worst-case switching pattern
with the maximum bus delay. For a 5-bit bus structure, the worst-case switching
pattern is *ITN* or *N1* considering RC effects, but the worst-case pattern changes
to M1 or LUl considering RLC effects. Hence, in this chapter, we have also
proposed a bus-invert method to reduce the worst-case on-chip bus delay with the
dominance of the inductance coupling effect. Simulation results have shown that our
encoding method can significantly reduce the worst coupling delay of a bus.

Our encoding scheme is recommended for the cases when buses or parallel
signal wires are about thousands of pm long and work above GHz frequencies. At
such working frequencies, the gate delay overhead of our encoder should be small
enough. If we choose the full-adder tree to implement the majority voter, the delay of
majority voter is O(log; s N)*(full-adder delay), where N is the total number of signal
bits of a bus. In other words, if N is very large, our encoder may cause timing
violations. To solve this problem, we can divide the original bus into sub-buses by
inserting ground wires between sub-buses. Hence, the overall problem is a gate delay
(and thus process) dependent optimization problem. Therefore, we shall solve this

problem in our future work.
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Chapter 3
FLEXIBLE BUS ENCODING

SCHEME

3.1 Motivation

While considering the RLC circuit:model for the bus structure, as discussed in
Chapter 1, the worst-case switching pattern could be very different from that of only
considering RC effects. First, when the inductance effect dominates, the worst-case
switching pattern with the largest on-chip bus delay is when all wires simultaneously
switch in the same direction. Furthermore, while considering the RLC effects of
interconnects, the worst-case switching pattern varies from different levels of
interconnect and different working frequencies. Hence, as inductance cannot be
neglected in today’s high-speed circuit design, it is very important to consider the

RLC effects with different bus parameters to develop the proper encoding schemes for
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bus delay reduction.

Since most previous encoding schemes [9, 28 — 31] try to reduce the

worst-case delay only based on the capacitive coupling effects on buses, they might

gain no improvement on the worst-case delay due to the significant inductive coupling.

Although our proposed bus-invert encoding scheme and [32] consider the inductance

effects to build encoding schemes, the capacitive coupling is neglected and thus the

applications of their bus encoding schemes are limited to the cases in which delay

mainly depends on the inductance coupling effects. However, as discussed in Chapter

1, the worst-case switching patternivaries with given design parameters considering

the RLC effects of interconnects.|Based on this fact, in this chapter, we propose a

flexible encoding scheme for on-chip buses comsidering the given parameters to

reduce the LC coupling delay. By extending the conventional one to the new problem

which is how to increase the signal propagation length on a bus by using bus encoding

methods considering RLC effects under given parameters and constraints. In this

chapter, we also propose a flexible signal propagation length increasing flow which

incorporates the flexible encoding scheme to solve the extended problem.
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3.2 Proposed Flexible Encoding Scheme

3.2.1 Flexible Bus Encoding Flow

User-given
parameters

bus parameters,
working frequency, constraints

(1). Extract RLC and
build the circuit

7 B
(2). SPICE simulation for us oo
, basis vectors encoding ;
Add one wire into the bus 2 scheme

(3). Build the transition graph

Jd C
| (4). Find a maximal valid code set
Find a maximal clique in the graph

If the code set covers
all data pattern?

YES

Output valid code set

Figure 18: Our flexible bus encoding flow.

Figure 18 illustrates our overall encoding flow. At first, users should give the

bus parameters (bus width n, wire length, wire height, wire width, wire pitch,

Power/Ground wire width, Power/Ground-to-signal pitch), the working frequency,

and the delay constraint. With the given parameters, we build the 3D bus structure and

then extract the resistances, capacitances, and inductances of bus wires. After
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extraction, the equivalent RLC circuit will be built. Next, the built circuit will be

simulated by using HSPICE with the basis vectors which will be defined later. By

applying superposition theorem [36] of linear circuits, we can establish the transition

graph efficiently. From the transition graph, we apply a greedy algorithm to find a

valid code set in which every transition between a code pair meets the delay constraint.

Next, we will check whether the code set covers all data patterns. If so, the code set

will be output to map to the data patterns. Otherwise, we add one more bit line to the

bus structure and redo from the Step (1). The details of each step will be described in

the following.

3.2.1.1 Extract RLC fromthe Bus

In Step (1) of our bus encoding scheme, with the given parameters, we use

FastCap [11] and FastHenry [12] to extract the RLC parameters of the given bus

structure and construct the SPICE model. The detailed flow of Step (1) is shown in

Figure 19. FastCap can extract the self and coupling capacitances of wires, while

FastHenry is developed to extract the resistances, self inductances, and coupling

inductances of wires. With these extracted RLC parameters, the equivalent RLC

circuit model can be built. The circuit model is constructed as m-segments using series

resistances, inductances and shunt capacitances. Finally, the equivalent circuit model
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is specified in SPICE format.

Pic (I

P—

FastHenry extracts R and L

signal
wire

p/c Y

R, L, C circuit

FastCap extracts C

SPICE file

¥ EHIHNA %
Figure 19: Extract RLC and geﬁé_r:;x_te- the.corresponding SPICE file.

5 i
| L

3.2.1.2 Simulate the Basis Vectors by HSPICE

After building the equivalent RLC circuit model of the bus, one can easily
obtain the transition delay for a specific input pattern pair by simply conducting
HSPICE simulation. However, for an n-bit bus, there are 2" input patterns and 4"
possible transition patterns in total. It is extremely time-consuming to simulate all
possible transition patterns by HSPICE when n goes higher. The complexity of
HSPICE simulation time is 4"*(HSPICE simulation time for a transition pattern).

Therefore, we develop another method based on the superposition theorem [36] to
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significantly reduce the simulation time. The superposition theorem states that, for an
LTI circuit, the resulting effects (current and voltage differences) of the independent
current (or voltage) sources in the circuit can be considered separately, and then
summed up to obtain the overall results. Based on this idea, we first simulate the basis
vectors which are independent sources to the built RLC circuit. Then we can obtain
the real delay of each transition pattern by superposing the simulation results of the
basis vectors.

What are the basis vectors for a bus? We define them as all independent
transitions of bus inputs. For example, the six basis vectors of a 3-bit bus are — — T -
T T-- --4, -1 -and | -= "Throughout this paper, “=" represents a stable input
(stable at low or high), “T” represents*an input changing from low to high, and “J”
represents an input changing from high to low. Therefore, for an n-bit bus consisting

of input signals by, by, by,...,bn.1, the basis vectors can be expressed as:

basis vectors of an n-bit bus =
{(bo by bs...bn1) boe{T,4}and by, bs,...op1e{-}}U

{(bop by ba...bh1)|bie{T, I}andbg,by,...bn1 e{-}}U

{(bo by bs...bn1)|bnie{T, 4} and by, b1,...bn2e{-}} 9)
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The followings are some properties of the basis vectors.

Property 1: In an extracted linear RLC circuit of a bus, given a basis vector,
such as (— — 1), the transition delay due to the switching input is the same
no matter other stable inputs are at ‘0’ or ‘1.

Proof: Since coupling effects are due to the voltage change (linduce = Ccouple %
(dv/dt)) and the current change (Vinguce = Lcouple % (dI/dt)), stable inputs
contribute no noise to neighboring wires. Therefore, the transition delay due
to the switching input is.the same no matter other stable inputs are at ‘0’ or
‘1. o

Property 2: In an extracted linear RLC circuit of a bus, given an integer k and
0<k<n-1,{(bo b1 by...bp1)| bxe{T} and b, by,...bn1 €{~}} and {( bo
by by...bn1)| bk e{d} and by, by ,...bh1 €{=}} are called a dual basis
vector pair. For example, (--T,--4), (- T-, -4 ), andd -, T —-)
are dual basis vector pairs. The voltage waveforms resulting from a dual
basis vector pair are equal in magnitude but opposite in direction.

Proof: Since the extracted RLC circuit is all composed by linear elements, the
built circuit is an LTI system. Therefore, if the input signals are with the

same magnitude but opposite direction, then the output waveforms should

53



be equal in magnitude but opposite in direction. O
Here we also define a minimum basis vector set as that all transition patterns

can be obtained by superposing the basis vectors within this set:

Minimum basis vector sets of an n-bit bus =
{{(by by by...bn1)boe{T,{}andb;,bs,...bp1e{-}},

{(bo by ba...bp1)|bse{T, I} andbg,by,...bn1 e{-}},

{(bg by by..bpa)|brie{l,dtandbg,bs,..bhoef{-}11 1 (10

Note that the basis vector sets ofa 3-bitbustare { {F'——, 4 — -}, (- T - -1 -}, {--
T, — — {}}. Therefore, based on Property 1 and 2, there are eight choices of the
minimum basis vector set for a 3-bit bus (i.e., (=T, =T - T-2, -1, -1 -,
Ve =T -4 =T, =T -d-d -, -4 -T- T, - -T-
-9, (-4, =d-T-9and(--4, -{— 1 --)). The minimum basis vector
set for a 3-bit bus can be arbitrary one of the above eight choices. In general, the
minimum basis vector set of an n-bit bus has n elements and each element can be one
of the dual basis vector pairs as shown in Equation (10). Hence, we only need to

simulate the basis vectors of the chosen minimum basis vector set. Then we can use
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the simulation results to obtain the delays of all possible transition patterns by

applying the superposition theorem. The details and examples of Step (2) are shown in

Figure 20. First, we apply one basis vector at a time as the input transition pattern on

the bus. Second, we perform SPICE simulation and record the voltage waveforms of

all signal wires. Then, we repeat this procedure for every basis vector until all basis

vectors of the chosen minimum basis vector set are simulated.

Example:
%} @ bus @
Apply one basis vector at a time] T /\f
—D— D~ DG
— ST~

L 8 e

2
?HSPICE simulation J W

Il LAY

3 @ Next
Record the waveform of each Wire} @ @

bus
J— I~
——— N, HG
t —

Figure 20: HSPICE simulations with the basis vectors of the minimum basis vector

set.

3.2.1.3 Build the Transition Graph

In Step (3), we apply the superposition theorem to obtain the real delay of each

transition pattern by using the simulation results of the basis vectors recorded in Step
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(2). Figure 21 illustrates how to obtain the real delay of an arbitrary transition pattern
by superposing the simulation results of the basis vectors. First, we decompose the
given transition pattern into certain basis vectors. Next, by looking up the simulation
results of the basis vectors that have been obtained in Step (2) and superposing them,
we can obtain the overall voltage waveform of each wire. Then the real delay of this
transition pattern can be calculated. Our simulation results show that the results
obtained from superposition exactly comply with those obtained from the real
HSPICE simulation. To demonstrate the equivalence of the HSPICE simulation
results and the superposition results; we show the results obtained by both methods of
a 3-bit bus with input transition-pattern (— 1) for an example. The results are shown
in Figure 22. From Figure 22, we can observe that the voltage waveforms obtained

from these two methods are exactly the same.

N
/ 1\<D‘Decompose
__ -T- -
1 1 1 @ Lookup
Bus | | | | | | | results
@Superpose

@

g g g Calculate delay

Figure 21: An example of superposition.
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Figure 22: The voltage waveforms of the signal wires of a 3-bit bus obtained (a) by directly conducting HSPICE simulation with (- T T) and (b)

by using superposing the results of (——T)and (- T -).
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With the use of the superposition, we can calculate the transition delay

between any two codes very fast without performing a real HSPICE simulation run.

Then we build a transition graph to indicate if the transition delay between arbitrary

two codes meets the delay constraint or not. Figure 22 illustrates an example of the

transition graph of a 3-bit bus where a vertex represents a code and an edge indicates

that the transition delay between two corresponding codes meets the delay constraint.

011 010

100

001

101

000

110 111

Figure 23: An example of the transition graph of a 3-bit bus.

With the use of the superposition theorem on an n-bit bus, the complexity to
obtain all transition patterns’ delays can be reduced from (4")*(HSPICE simulation
time for a transition pattern) to Nn*(HSPICE simulation time for a basis vector) +
(4"/2)*(superposition time). The first term, n*(HSPICE simulation time for a basis

vector), is due to simulating the minimum basis vector set, and the second term,
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(4"/2)*(superposition time), is to superpose the simulation results of the basis vectors.

3.2.1.4 Find a Maximum Clique

After building the transition graph, we want to find a maximum clique in the
graph. The reason to find a clique in the transition graph is to find a valid code set
within which any transition between two codes is guaranteed to meet the delay
constraint. Besides, the reason to find a maximum clique is because the number of
found codes (vertices) should be greater orrequal to the number of required data
patterns (e.g., 2" in Figure 12) with a ceftain. wire overhead (e.g., (M — n) in Figure
12). If the number of found codes is greater than that of required data patterns, it
indicates that we could find a valid code set covering all data patterns with a smaller
wire overhead. Therefore, we are always eager to maximize the number of found
codes (i.e., minimize m). However, since finding a maximum clique is an
NP-complete problem, we use a greedy algorithm to solve this problem within

reasonable time. The pseudo code of the greedy algorithm is shown in Figure 24.
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INPUT: A transition graph
OUTPUT: A clique
IF the graph is a clique, output this graph and exit
REPEAT

Find a vertex v with the minimum degree in the graph

Remove v and update the graph
UNTIL All remaining vertices in the graph form a clique
All vertices in the clique form a set CLIQUE
All vertices that deleted from the graph form a set DELETE
FOR Eachv € DELETE

IF v and CLIQUE can form a larger clique

THEN Update CLIQUE to the larger one

Output CLIQUE

Figure 24: Our greedy algorithm to find a maximum clique.

In the first loop, we first.check if this.graph is a clique. If it is a clique, we
output this graph directly. Othetwise, we delete the vértex which has the fewest edges
and update the graph. We repeat ‘the-above step.until the remaining vertices form a
clique. Take Figure 22 as an example, the edge degree of each vertex in Figure 22 is
{5,5,6,5,5,7,5,4} from vertex (000) to vertex (111) counterclockwise. Obviously,
this graph is not a clique. Hence, in the first loop, we first remove (111) since it has
smallest edge degree and then update the graph. Next, we pick (000) as the next
vertex to be removed. Then (001) and (011) are selected to be removed subsequently.
Finally, the remaining vertices (010, 100, 101, 110) form a clique as shown in Figure

25.

60



Figure 25: The greedy search result of Figure 22.

Since our greedy method is a simple heuristic algorithm, it could not guarantee

to find an optimal solution. In order to further improve the result, we add an extra post

processing step to improve the outcome. The second loop tries to add vertices

removed previously back into the identified clique: Each attempt is checked if the

newly added vertex can form a larger cliquerlfit is'the case, the clique is updated to a

larger one. By using this method, we could find a larger clique without consuming

significant computing power. From our experimental results, the second loop does

really enlarge the clique found in the first loop occasionally. To demonstrate the

effectiveness of the second loop, an example is shown in Figure 26. From Figure 26,

the extended clique sizes increased by second loop tend to increase with the clique

sizes.
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Figure 26: The number of extended clique size by using the second loop in Figure

24.

3.2.2 Simulation Results

3.2.2.1 Simulation Time Reduction by Superposition

Here, we compare the computation time of building the transition graph by
using our superposition method and pure HSPICE simulations. Our simulation
environment is described as follows. The length, width, height and pitch of signal
wires are 2000um, 2pum, 2um and 4pm, respectively. The bus working frequency is

1GHz and the supply voltage is 1.2V. The bit number of the bus width varies from 3
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to 18. The simulation results are shown in Figure 27 and Table 9. The speedup ratio

is calculated as ((Pure HSPICE) / (Our Method)) —1. Obviously, our approach is much

more effective than pure HSPICE simulation especially for the wider bus. Table 9

illustrates that our method provides a dramatic speedup against pure HSPICE

simulation. Moreover, the transition graphs obtained by our method and pure HSPICE

simulations are exactly the same. In other words, as a result of the superposition

theorem, the transition delays that obtained by our method and pure HSPICE

simulation are exactly identical.

time (sec)
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Figure 27: The runtime of our method and pure HSPICE simulation.
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Table 9: The runtime improvement of our method.

Bit  [Pure HSPICE (sec) | Our Method (sec) Speedup

3 27 1 27
4 104 1 104
5 464 2 242
6 1729 3 576
7 8700 3 2900
8 39977 5 7995
9 176161 6 29360
10 802161 8 100270
11 3405775 11 309616
12 14931722 19 785880
13 57646516 48 1200969
14 247497488 176 1406236
15 1124207744 718 1565749
16 4964982272 3003 1653341
17 22282291200 12537 1777322
18 98749890560 57362 1721521

3.2.2.2 Crosstalk Delay Reduction'by‘Using Our Encoding Scheme
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Figure 28: Transition delay of the bus (6 bit) before encoding.
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Figure 29: Transition delay of the bus (7 bit) after encoding.

In the following, we give an example'to demonstrate the delay reduction using

our encoding flow. Given a 6-bit bus (i.e:|64 data patterns) with the wire parameters

the same as that given in previous subsection;’and the delay constraint is set to 56

picoseconds. The transition delays of all transition patterns on the 6-bit bus are shown

in Figure 28. Each point on the graph represents a transition delay. Obviously, some

transitions violate the delay constraint. By using our encoding flow for the 6-bit bus,

the size of the found maximum valid code set is 38, which is smaller than 64 (less

than the number of data patterns). Thus, we will add one more bit to the 6-bit bus and

redo our encoding flow. After using our encoding flow for the 7-bit bus, a maximum

valid code set of size 73 is found. All transition delays between any two patterns in

this valid code set meet the delay constraint as shown in Figure 29. Therefore, we
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output the valid code set with the 7-bit bus as the final result.

Table 10: The wire overheads versus different delay constraints for a 4-bit data bus.

Delay constraint (ps) | m-bit bus | Wire overhead
30 4 0.00
29 4 0.00
28 4 0.00
27 4 0.00
26 4 0.00
25 5 0.25
24 5 0.25
23 5 0.25
22 5 0.25
21 6 0.50
20 6 0.50
19 6 0.50
18 7 0.75
17 9 1.25

The delay constraint directly decides that the types of the transitions which are

allowed to transmit on the bus (i.e. meet the delay constraint). When the delay

constraint is tight, few types of transitions meet the delay constraint. Therefore, we

need more extra wires to encode the data patterns. On the other hand, if the delay

constraint is loose, many types of transitions are allowed to be transmitted on the bus.
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Hence, only few extra wires are needed to encode the data patterns. We give an

example to demonstrate this phenomenon by using our encoding flow with different

delay constraints. Give a bus parameter which the length, width, height and pitch of

signal wires are 1000pum, 2um, 2pm and 4um, respectively. The supply voltage is

1.2V. The number of data bits is 4 (16 data patterns). The simulation results of needed

extra wires with different delay constraints are listed in Table 10. The second column

in Table 10 (i.e. m-bit bus) represents the number of the bus wires needed to generate

the valid code set using our encoding flow. The last column represents the wire

overhead ratio which is calculated as (m — 4) /42 From Table 10, we can observe that

when the delay constraint is loose (i.e. larger than 26 picoseconds), all transitions of

the 4-bit bus meet the delay constraint. Therefore; all transitions are allowed to be

transmitted on the bus. Thus, no additional wires are needed to encode the data

patterns and the wire overhead ratio is 0. However, when the delay constraint is tight

(e.g. delay constraint = 25 picoseconds), some transitions of 4-bit bus are invalid.

Hence, an additional wire is needed to find a valid code set that can map the 16 data

patterns. In other word, we need an additional wire to enlarge the size of generated

valid code set that is large or equal to the number of the data patterns. As the delay

constraint is tighter than 25 picoseconds, there are only some types of transitions

allowed to be transmitted on the bus. Thus, we need more extra wires to encode the
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data patterns than the loose delay constraint case. In other words, the wire overhead
ratio becomes very large when the delay constraint is very tight. From Table 10, we
can observe that when the delay constraint is set to 17 picoseconds, 5 extra wires are

needed to meet the delay constraint by using our encoding method.

3.2.2.3 Comparisons with Shield Insertion Method

PowerlGround (S
_l>_‘

Encoder—Reg , Reg— Decoder

Power/Ground [

Encoding a 6-bit bus info a 7-bit one

(@)

Power/Ground

Signal wire { E' i

T

Shielding wire EEE—

Power/Ground

Inserting a shield into a 6-bit bus

(b)
Figure 30: The bus structures after (a) using our encoding method and (b) applying

the shield insertion technique.
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Here, we conduct some simulations to compare the improvement of the
worst-case delay by using our method with that by using the conventional shield
insertion technique. Given a bus structure, the number of data bits is 6 (64 data
patterns), and the wire overhead is one (only one additional wire is allowed). The bus
length, width, height and pitch of signal wires are 2000um, 0.8pum, 2um and 2pm,
respectively. The supply voltage is 1.2V. Figure 30(a) and (b) illustrates the buses

after using our flow and inserting one shield.
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Figure 31: The worst-case transition delay by using our method and the shield

insertion technique.

The simulation results under different working frequencies and bus lengths are

conducted and the worst-case transition delays are shown in Figure 31. Besides, the
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worst-case transition delay of the original 6-bit bus is also shown in Figure 31.
Although both our flow and the shield insertion technique can reduce the worst-case
transition delay of buses, our flow always outperforms the shield insertion technique
under different working frequencies and bus lengths as shown in Figure 31. Therefore,
our flow is effective in reducing the coupling delay under different working

frequencies and bus lengths comparing to the conventional shield insertion technique.

3.2.2 Summary of Proposed Flexible Encoding Scheme

In this section, we proposed a flexible on-chip bus encoding flow considering
bus parameters to reduce the LC.¢coupling delay: Simulation results have shown that
our encoding method can significantly reduce the coupling delay of a bus with given
delay constraints and parameters. Comparing with the conventional shield insertion
technique, our encoding scheme always outperforms the shield insertion technique
under different working frequencies and bus lengths.

Based on the superposition theorem, we also proposed a method to speed up
our encoding flow. Simulation results show that our method can significantly reduce
the run time. In addition, as a result of the superposition theorem, the transition delays

that obtained by our method and pure HSPICE simulation are exactly identical.
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Moreover, since both the capacitive coupling and inductive coupling effects are
considered in our encoding scheme, both capacitance- and inductance-dominated
cases of on-chip buses can be also handled very well by using our method.

Although the codec circuit will introduce some delay overheads, these delay
overheads can be hidden in a fully pipelined circuit. In addition, since the codec logic
could be fused with the logic of the IP block, the delay and area overhead due to the
codec could be reduced with the simultaneous optimization of encoding and the IP
block logic. Moreover, as processes scale, the circuit codec overheads will be reduced

further.

3.3 Flexible Encoding Scheme for Increasing Bus

Propagation Length

3.3.1 Motivation

With the increase of chip size and clock frequency, the global interconnect
delay is likely to be larger than one clock period. Hence, on-chip signals can no longer

reach the entire die in one clock cycle [37]. Recently, due to strong noise coupling
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effects in DSM, the one-cycle signal propagation length is further decreased

especially for global interconnects. Therefore, there are many works that have been

proposed to reduce crosstalk effects and the interconnect delay. Layout techniques

such as the shield insertion [8, 38 — 40], the wire sizing [38, 41, 42], the gate sizing

[38, 42], the repeater insertion [43 — 45], and the net reordering [8] have been

proposed to solve the related problems. In addition, circuit-level solutions like the

booster [46], the differential signaling [47, 48], and the bus encoding [9, 28 — 31]

have been discussed as well. In this section, we focus on improving the bus encoding

techniques to increase the signal propagation length.

The conventional bus encoding problem focuses on how to reduce the delay

on a fixed length bus considering only RC effects. In this section, we extend the

conventional one to a new problem, i.e., how to increase the signal propagation length

on a bus by using bus encoding methods considering RLC effects under given

parameters and constraints. Therefore, the conventional bus encoding problem

becomes a sub-problem of our extended problem. Hence, in this section, we propose a

flexible signal propagation length increasing flow to solve the extended problem. The

proposed flow combines a new bus encoding scheme and a curve-fitting method. The

new bus encoding scheme can effectively reduce the LC coupling effects on on-chip

buses, and hence, improve the worst-case switching delay. To improve the efficiency
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of our flow, we adopt the curve-fitting method to reduce the runtime of our flow.
Since this work can also estimate the propagation length of a given bus structure, we

believe that this work is feasible to be integrated into a floorplan or a routing tool.

3.3.2 Signal Propagation Length Increasing Flow

User-given
parameters

bus parameters,
working frequency, constraints

(). Extract RLC and
build the circuit
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scheme (2). SPICE simulation for|] BUS
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Figure 32: The signal propagation length increasing flow. (D: bus propagation length;

Dmax: maximum bus propagation length)

Our signal propagation length increasing flow is shown in Figure 32. It
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mainly comprises two parts — the bus encoding scheme and the curve-fitting method.
At first, users should give the bus parameters (bus width n, initial wire length D, wire
height, wire width, wire pitch, Power/Ground wire width, Power/Ground-to-signal
pitch), the working frequency, the delay constraint, and the wire overhead constraint
M—n. Then with these parameters, we run our encoding scheme and check if the
delay constraint can still be met under the wire overhead constraint. If the delay
constraint can be met, the bus length is predicted and increased by the curve-fitting
method for the next iteration. This process is not terminated until the delay constraint
is not met. When this is the case, the last recorded length which still meets the delay
constraint is reported as the maximum propagation length Dyax, and a valid code set is
generated at the same time. The details of the bus encoding method are as described in
the previous section (see Section 3.2). The details of the curve-fitting method are

discussed in the following.

3.3.2.1 Curve-Fitting Method

With a given D, our flow will iteratively increase D when the timing constraint
is still met. In order to minimize the runtime, the iterations of our flow should be kept
as few as possible. Hence, the maximum propagation length should be successfully

predicted within few iterations instead of just incrementally increasing a fixed amount
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of predicted length for each iteration. Therefore, we adopt a curve-fitting method to
fast predict the maximum propagation length and thus reduce the number of required
iterations.

To use the curve-fitting method, we have to find a suitable fitting equation of
the interconnect delay with coupling effects. A closed form delay equation is given for
a gate driving an RLC wire segment with a gate capacitance load [49]. In [49], two
extreme cases need to be considered. For one extreme case where L—0, the delay
reduces to 0.37RCI? where R is the unit length wire resistance, C is the unit length
wire capacitance, and | is the wire length. In this case, the wire delay is squarely
dependent on the wire length.-For the other extreme case where R—0, the delay
reduces to yic where L is the"unit length wire inductance. In this case, the wire
delay is linearly dependent on the wire length. Therefore, it is desirable to use a
quadratic equation to fit the delay of a single wire when the RLC effects of the wire
are considered. Furthermore, we can also use a quadratic equation to fit the worst-case
switching delay of an n-bit parallel coupled bus because the switching aggressors only
change the effective wire capacitance and inductance of a victim wire. We also use
various curve-fitting methods to fit the worst-case delay curve with respect to the wire
length. The simulation results of a 7-bit bus are shown in Figure 33. From Figure 33,

we can observe that the quadratic fitting equation best matches the wire delay
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comparing to other fitting equations. Therefore, by using the quadratic curve-fitting,

the maximum propagation length can be predicted efficiently within few iterations in

our flow.
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Figure 33: Curve-fitting with different functions.

In the following, we details our curve-fitting method adopted in our flow. First,

with the given bus structure, we give two lengths and measure the worst-case

switching delay. With the measured delays with respect to the wire lengths, we can

obtain a curve-fitting equation. Next, by using the fitting equation and the given delay

constraint, the propagation length can be predicted. Then, the ‘real’ worst-case delay
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with respect to the predicted length is measured. With the new measured data, the
fitting equation will be modified and used to predict the next length with the delay
constraint. The procedures of the measuring delay, the modifying equation, and the
predicting length will be repeated iteratively until two conditions are satisfied: (i). the
measured delay of the j-th (] is integer) predicted length is less than or equal to the
delay constraint (ii). the difference between the j-th and the j+1-th predicted length is
less than a predefined threshold. Finally, the j-th predicted length that satisfies the

above conditions will be outputted as the maximum propagation length Dpax.

3.3.3 Simulation Results

3.3.3.1 Signal Propagation Increase

With the user-given parameters, the following simulation results show that our
flow can increase the signal propagation length of buses by reducing coupling effects.
For example, if the delay constraint is set to 20ps, and the width, height and pitch of
signal wires are given as 2um, 2um and 4pm, respectively. The bus working
frequency is 1GHz and the supply voltage is 1.2V. For a 4-bit data bus (16 data

patterns), the simulation results of the signal propagation length with different
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numbers of wires are shown in Figure 34. From Figure 34, we can observe that the

improvement of the maximum propagation length is generally better when adding

more wires into the bus (more wire overhead). Similar simulation results can be

obtained in Figure 35 for a 6-bit data bus (64 data patterns). To verify whether the

estimated maximum propagation length and the valid code set are correct, SPICE

simulation is conducted. It is confirmed that all transitions meet the given delay

constraint.
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Figure 34: The maximum propagation length vs. different wire overheads for a 4-bit

data bus.
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data bus.

adding a certain number of wires into the bus as shown in Figures 34 and 35. After

adding a certain number of wires, more added wires may even decrease the

improvement of the propagation length. This is because the additional wires increase

the bus width (increase the current loop width of each wire). Therefore, the inductance

effects on the buses increase with every additional wire as well. Hence, there is an

optimal number of extra wires for a given bus structure and working frequency. By

using our flow, designers can easily obtain the improvement curve of the maximum

propagation length regarding to a different number of additional wires. With this
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information, designers can decide the optimal number of additional wires for a bus

with a target propagation length.

3.3.3.2 Comparisons with Shield Insertion Method

We also conduct some simulations to compare the improvement of our flow
with the conventional shield insertion technique. Given a bus structure, the number of
data bit is 6 (64 data patterns), the delay constraint is set to 20 ps, and the wire
overhead is one (only one additional wire is allowed). The width, height and pitch of
signal wires are given as 2pm, 2pm andi4um, respectively. The supply voltage is 1.2V.
Figure 30 illustrates the buses after ‘using our flow and inserting one shield. The
simulation results under different working frequencies are shown in Figure 36.
Although both our flow and the shield insertion technique can increase the
propagation length of buses, our method always outperforms the shield insertion
technique under several different working frequencies as shown in Figure 36.
Therefore, our flow is more effective in increasing the signal propagation length under
different working frequencies comparing to the conventional shield insertion
technique. Moreover, as the working frequency increases, the increase of propagation
length by using our method is more obvious than that by inserting one shield. Since

the inductive coupling is a long-range effect and is getting worse as frequency
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increases, the signal propagation length could be greatly reduced when a chip works

at high frequency due to the strong inductive coupling. By effectively reducing the

inductive coupling effect, our method provides better improvement than simply

inserting a shielding wire.
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Figure 36: The maximum propagation length by using our flow and the shield

insertion technique under different frequencies.

Next, with the same wire dimension and delay constraint, we also compare our

work with the shield insertion technique by varying the bus width from 3-bit to 8-bit.

The bus working frequency is 1GHz and the wire overhead is one. The simulation

81




results with different bus width are shown in Figure 37. Again, although both our

flow and the shield insertion technique can increase the propagation length of buses,

our method always outperforms the shield insertion technique for different bus width

as shown in Figure 37. Therefore, our flow is also more effective in increasing the

signal propagation length for different bus width comparing to the conventional shield

insertion technique.

1000
950 O Our method ||
_I B One shield inserted
900 O Unencoded bus [
— || ]
= 800
S
= 750 |
oY)
5]
= 700
650
600 F
550
500
3-bit 4-bit 5-bit 6-bit 7-bit 8-bit
Bus width

Figure 37: The maximum propagation length by using our flow and the shield

insertion technique for different bus width.

3.3.3.3 Codec Overhead
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In this subsection, codec overheads are estimated from the synthesized

gate-level netlist obtained using TSMC 180-nm CMOS standard cell library. The bus

working frequency is 1GHz. The ITRS scaling trend is employed to estimate the delay

and area of the codec overheads for other technology node. The estimated results are

listed in Tables 11 and 12. The Encoder (K to ) in Tables 11 and 12 represents that the

encoder takes a k-bit input and encodes it as an I-bit code, and the Decoder (I to k)

represents that the decoder takes an I-bit code and decodes it to a k-bit output. From

Tables 11 and 12, we observe that both delay and area overhead of a codec

significantly grow with the input size k. For example, for the case of “Encoder (3 to 4)

+ Decoder (4 to 3)” at 180-nm technology node, it only needs about a one-fourth

pipeline stage to encode and decode data. However; at the same technology node, the

“Encoder (6 to 8) + Decoder (8 to 6)” case needs about a full pipeline stage to process

data. Therefore, to avoid the large overhead induced by the codec, designers should

choose small k to implement the codec. Hence, for a wide bus, we suggest that, first,

divide the wide bus to several sub-groups by inserting shield wires between

sub-groups, and then encode/decode each sub-group independently.
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Table 11: Delay overheads of codecs.

Delay unit: ps 180-nm | 150-nm | 130-nm | 100-nm 70-nm 50-nm

Encoder (3 to 4)
+ 250 214 188 150 120 100
Decoder (4 to 3)

Encoder (4 to 5)
+ 400 343 300 240 192 160
Decoder (5 to 4)

Encoder (4 to 6)
+ 460 394 345 276 221 184
Decoder (6 to 4)

Encoder (5 to 6)
+ 530 454 398 318 255 212
Decoder (6 to 5)

Encoder (5 to 7)
+ 650 557 488 390 312 260
Decoder (7 to 5)

Encoder (6 to 7)
+ 710 609 533 426 341 284
Decoder (7 to 6)

Encoder (6 to 8)
+ 820 703 615 492 394 328
Decoder (8 to 6)

Although, the codec introduces some amount of delay and area overhead in the

system, as shown in Tables 11 and 12, the overhead can be mitigated when

technology advances. In addition, the fact that the reported delay and area overhead

are under the ‘worst-case’ scenario. Since the encoding/decoding logic could be fused

with the logic of the IP block, the delay and area overhead could be reduced if the

encoder/decoder is optimized along with the IP block simultaneously. In addition,

once the input has been encoded to a code, the code can be used repeatedly between

repeater stages and pipeline stages for a long propagation length. Hence, we believe
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that the induced overhead of the codec is acceptable and our proposed flow will be

practical as technology advances.

Table 12: Area overheads of codecs.

Area unit: pm?

180-nm

150-nm

130-nm

100-nm

70-nm

50-nm

Encoder (3 to 4)
+

Decoder (4 to 3)

302

210

158

93

46

23

Encoder (4 to 5)
+

Decoder (5 to 4)

1437

998

750

444

217

111

Encoder (4 to 6)
+

Decoder (6 to 4)

1590

1104

829

491

240

133

Encoder (5 to 6)
+

Decoder (6 to 5)

2399

1666

1251

740

363

185

Encoder (5 to 7)
+

Decoder (7 to 5)

3499

2430

1825

1080

529

270

Encoder (6 to 7)
+

Decoder (7 to 6)

6130

4257

3197

1892

927

473

Encoder (6 to 8)
+

Decoder (8 to 6)

9517

6609

4964

2937

1439

734

3.3.4 Summary of Signal Propagation Length Increasing

Flow

In this section, we propose a flexible maximum signal propagation length
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increasing flow that can estimate and increase the one cycle signal propagation length

on buses with the user-given constraints and bus parameters. Our flow combines a

new bus encoding scheme and a curve-fitting method. The new bus encoding scheme

can effectively reduce the LC coupling effects on on-chip buses, and hence, improve

the worst-case switching delay. In addition, the signal propagation length can be

efficiently predicted by the proposed curve-fitting method. Therefore, our flow can

produce a valid code set of a bus structure that achieves the maximum signal

propagation length under the given constraints with reasonable runtime. Finally,

simulation results show that the.jproposed flow significantly increases the bus

propagation length.

Since this work can estimate the propagation length of a bus, we believe that it

is feasible to be incorporated into a floorplan tool or a routing tool. In the future, we

intend to integrate our work with some layout techniques such as the shield insertion

or the buffer insertion. Therefore, the maximum signal propagation length of a bus

could possibly be increased further by a proper mixture of these techniques.
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Chapter 4
JOINT SHIELD INSERTION AND

BUS ENCODING SCHEME

4.1 Motivation

Coupling inductance noise occurs when signal switching causes transient
current to flow through the loop formed by the signal wire and current return path,
thereby creating a changing magnetic field (see Figure 7). This induces a voltage on a
victim wire, which is in or near this loop. This induced noise voltage can destroy the
logical information carried by that line. Even when noise does not cause functional
failure, it has an impact on delay and slew [50].

Since the inductance effects have significant impact on performance and

signal integrity, several techniques have been proposed to deal with these effects. By
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simultaneously using the net ordering and shield insertion technique [8, 51], the
capacitive and inductive coupling noise can be reduced. Zhong et al. developed the
twisted-bundle layout structure for minimizing inductive coupling noise [52]. Another
technique makes use of the active shielding [53, 54] to reduce the inductive and
capacitive coupling effects. The most common of these techniques are: shielding [55]
where signal lines are interdigitated with Vdd or ground alternatively in order to
provide isolation of signal lines from their neighboring signals, and buffer insertion
[56] where buffers are inserted in long lines to reduce crosstalk noise and delay.

To further reduce the coupling noise, by incorporating the shield insertion
technique, we propose a joint shield insertion and bus-encoding scheme for global bus

design in nanometer technologies:in this chapter.

4.2 Optimized Shield Insertion

In this section, we propose the optimized shield insertion method which is
incorporated in the joint shield insertion and bus encoding scheme.

To find the optimized shield insertion method which resulting in minimum
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inductive coupling, we exhaustively insert the shields in different positions of a given
bus with a given number of shields and extract the self and coupling inductance of all
combinations of the resulting bus structure. Then the bus structure with minimum
inductive coupling effects will be reported as the optimized bus structure. Figure 38

demonstrates the all combinations of two-shield-inserted bus structures for a 6-bit bus.

Figure 38: All combinations of two-shield-inSerted. bus structures for a 6-bit bus. In
this figure, the black lines denote the signal wire and the grey and longer

lines denote the inserted power/ground wires.

Figure 39: The optimized bus structures with different number of shield inserted in a
6-bit bus. In this figure, the black lines denote the signal wire and the grey

and longer lines denote the inserted power/ground wires.

For a 6-bit bus, the optimized bus structures with different number of shield
inserted are shown in Figure 39. From the simulation results, we can conclude that

the optimized shield insertion of a bus is uniformly inserting the shielding wires

&9



between the signal wires. This is due to the fact that by uniformly inserting the
shielding wires between the signal wires of a bus, the worst-case current return path
can be effectively minimized. Therefore, from Equation (7), we know that with the
same magnetic field, if the area of the current loop can be minimized (shorter current
return path), then the coupling inductance can be minimized. Take Figure 40 for an
example. The worst-case current return path A of the one-shield inserted bus with bad
strategy is significantly longer than the path B of the optimized one-shield insertion
bus. From, our simulation results, the worst-case coupling inductance of Bus A is also
larger than that of Bus B. Therefore; we can conclude that by uniformly inserting the
shielding wires between the signal wires of a‘bus (i.e-, optimized shield insertion), the

worst-case inductive coupling of'the bus can be minimized.

Current return path A Current return path B

e
| 1

Figure 40: The worst-case current return paths of a 6-bit bus with one shield inserting

in different position.
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4.3 Proposed Joint Shield Insertion and Bus

Encoding Scheme
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Figure 41: The signal propagation length increasing flow with joint shield insertion

and bus encoding scheme.

To compare the efficiency of the joint shield insertion and bus encoding
scheme with that of the proposed scheme in Chapter 3, we also utilize the new scheme

for the lengthening signal propagation length problem as formulated in Section 3.3.
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The details are described in the following.

4.3.1 Signal Propagation Length Increasing Flow with

Joint Shield Insertion and Bus Encoding Scheme

Our signal propagation length increasing flow with joint shield insertion and
bus coding scheme is shown in Figure 41. It mainly comprises two parts — the finding
maximum propagation length flow:with the flexible encoding scheme and the bus
structure generation scheme (shield insertion scheme). In first part, users should give
the bus parameters (bus width nj:initial wire length D, wire height, wire width, wire
pitch, Power/Ground wire width, Power/Ground-to-signal pitch), the working
frequency, the delay constraint, and the wire overhead constraint M—N. Then with
these parameters, we run our encoding scheme and check if the delay constraint can
still be met under the wire overhead constraint. If the delay constraint can be met, the
bus length is predicted and increased by the curve-fitting method for the next iteration.
This process is not terminated until the delay constraint is not met. When this is the
case, the last recorded length which still meets the delay constraint is reported as the

maximum propagation length Dmax, and a valid code set is generated at the same time.

92



The details of the first part are as described in Section 3.3. In the second part, we

generate all combinations of bus structures by substituting the signal wires with the

shielding wires, and then we can find out the best structure that is suitable for coding

to increase the bus signal propagation length. The details of the bus structure

generation scheme are discussed in the following.

The bus structure generation scheme generates all combinations of bus

structures by substituting the signal wires with the shielding wires. This scheme starts

from the original flexible bus encoding scheme with the wire overhead constraint m,

i.e., no shielding wire inserted in this step. Next,rone signal wire is substituted by one

shielding wire which is inserted-in'the bus bythe optimized shield insertion technique,

and hence, a new bus structure.is. generated. Following, two signal wires will be

substituted by two inserted shields, and another bus structure will be generated. This

procedure is repeated until no substitution can be performed. In other words, all m —n

signal wires are substituted by shielding wires. An example is given here to

demonstrate the bus structures generated by our bus structure generation flow (see

Figure 42). For a 6-bit bus with m = 6, 4 bus structures will be generated by our

scheme as shown in Figure 42. Therefore, for an n-bit bus with a given wire overhead

constraint m, our scheme will generate total n — m + 1 bus structures. These bus

structures are then used by the finding maximum propagation length flow to
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individually find the maximum propagation length Dyax.

——— = 3 encoding 1 encoding bit
bits 2 shielding

Add 3 wires

Unencoded
6-bit bus (m=9)
(n=6) 2 encoding 3 shielding
bits
1 shielding

Figure 42: The bus structures generated by our bus structure generation scheme.

4.3.2 Simulation Results

With the user-given parameters, the following simulation results show that our
flow can effectively increase the signal propagation length of buses by utilizing the
joint shield insertion and bus encoding scheme. For example, if the delay constraint is
set to 200ps, and the width, height and pitch of signal wires are given as 2um, 2um
and 4um, respectively. The bus working frequency is 1GHz and the supply voltage is
1.2V. For a 6-bit data bus, we vary the wire overhead constraint (m — n) from 1 to 5

and list the simulation results of all bus structures in Table 13.
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Table 13: Simulation results of all bus structures for a 6-bit bus with m varying from 6
to 11. (E# denotes # of additional signal wires added into the original bus;

S# denotes # of shielding wires inserted into the original bus)

Bus structure Dmax (nm) AD (pm) Improvement (%)I
m=n=6 Original 4552 0 0.0%|
=6 El 5236 684 15.0%
m=7 S1 4944 392 8.6%)|
El Sl 5520 968 21.3%)

r?;?; E2 5589 1037 22.8%
S2 5140 588 12.9%

E2S1 5854 1302 28.6%)

n=6 El S2 5841 1289 28.3%)
== E3 5773 1221 26.8%
S3 5841 1289 28.3%

E3 Sl 6044 1492 32.8%

E2 S2 6449 1897 41.7%)

o 160 El S3 5933 1381 30.3%
E4 5951 1399 30.7%

sS4 5979 1427 31.3%

E4S1 6150 1598 35.1%

E3 S2 6456 1904 41.8%

N E2 S3 6508 1956 43.0%
m=11 El S4 6599 2047 45.0%
E5 6091 1539 33.8%

S5 6552 2000 43.9%
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Columns 1 and 2 in Table 13 reveal the bus structures used in the new signal

propagation length increasing flow. We report the maximum signal propagation length

Dmax outputted by our flow in Column 3. The increasing length AD (=Dmax original bus —

Dmax_current bus structure) 18 listed in Column 4. Columns 5 shows the improvement (4D /

Diax original bus * 100%). The simulation results of E# is obtained by only using bus

encoding technique as described in Section 3.3. On the other hand, the simulation

results of S# is obtained by only using shield insertion technique. The simulation

results of the joint shield insertion and bus encoding scheme are reported as E#S#.

From Table 13, we can obsetve that while.the wire overhead is more than 2 (m

— n > 2), the joint shield insertion and bus-encoding scheme always obtain the best

improvement than that of the buS-encoding only er-shield insertion only (see Figures

43 and 44). This proves the efficiency of the joint shield insertion and bus encoding

scheme for reducing the LC coupling effects. However, while the wire overhead is

less than or equal 2 (m — n < 2), bus encoding only can obtain the best results than

those of the other two techniques.
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Figure 43: Increasing length of different bus structures with m —n =4.

6 bits bus with inserting 5 bits
Besﬂ

7000

6500
6000
5500
5000
4500
4000 :.

original E4S1 E3S2 E2 S3 El S4 ES
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Figure 44: Increasing length of different bus structures with m —n = 5.

Figure 45 shows the increasing length a 6-bit bus with m varying from 6 to 9

by using only bus encoding, only shield insertion, and joint shield insertion and bus
encoding method. From Figure 45, we can also observe that while the wire overhead

is more than 2, the joint shield insertion and bus encoding scheme always obtain the
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best improvement than that of the bus encoding only or shield insertion only. However,

while the wire overhead is less than or equal 2, bus encoding only can obtain the best

results than those of the other two techniques. Besides, we observe that with large

wire overhead, the improvement of the shield insertion technique is better than the

flexible bus encoding scheme.

7000
—e— - Bus encoding only
- -®m - Shield insertion onl
6500 Y /‘
—&— Joint shield insertion and bus -
encoding
i _ .
6000 i _)", -
5
5500 -
5000
4500
Original 1 2 3 4 5

wire overhead

Figure 45: Increasing length of a 6-bit bus with m varying from 6 to 9 by using only
bus encoding, only shield insertion, and joint shield insertion and bus

encoding.
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4.4 Summary

In this chapter, we proposed the optimized shield insertion technique which
can minimize the coupling inductance effects. Then by incorporating the optimized
shield insertion technique with our flexible bus encoding scheme, we proposed the
joint shield insertion and bus encoding scheme and utilized this scheme in the new
signal propagation length increasing flow. Simulation results show that the new
scheme can gain more improvement of the increase of the bus signal propagation
length than that gained by using the shield msettion’only or the flexible bus encoding
only. Therefore, we can conclude that‘the joint shield insertion and bus encoding
scheme can reduce the coupling noise more effectively than the shield insertion

technique and the flexible bus encoding scheme.
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Chapter 5
FLEXIBLE ON-CHIP BUS

ENCODING FOR POWER
MINIMIZATION UNDER DELAY

CONSTRAINT

5.1 Motivation

Low power and high performance operation are necessary for all components
in microprocessors and system-on-chip (SOC) designs. This is especially true for
global buses, whose delay and power dissipation show an increasing trend with
technology scaling. According to International Technology Roadmap for

Semiconductors (ITRS) [2] and National Technology Roadmap for Semiconductors
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(NTRS) [1] gate delay reduces with scaling, while global wire delay increases.

Therefore, the delay of global buses will act as the performance bottleneck in many

high performance system-on-chip (SOC) designs. Further, interconnect networks

consume 20%-36% of total system power in many large SOCs [57]. Therefore, it is

crucial to reduce the delay and power consumption of the on-chip bus to improve the

circuit performance in DSM designs.

Due to the higher wire aspect ratio and smaller wire pitch, the coupling

capacitance between neighboring wires becomes the dominant component of the total

wire capacitance. Moreover, when the clock frequency increases over GHz, the

inductance effects on on-chip interconnects are becoming increasingly significant [1,

2]. However, most existing works focus on reducing the effects resulting from

coupling capacitance on the bus structure. There is not much work in the literature

considering inductance effects on the bus structure to develop encoding schemes for

reducing the bus delay and power consumption. Considering only the capacitive

coupling effect, Sridhara et al. [58], Sotiriadis and Chandrakasan [28], Victor and

Keutzer [29], Baek et al. [30], and Hirose and Yasurra [9] proposed their bus encoding

techniques to eliminate the crosstalk delay. They try to avoid the simultaneous inverse

transitions of neighboring wires. Based on eliminating the same worst capacitive

coupling patterns, Baek et al. [30], Sridhara et al. [58], Subrahmanya et al. [59],
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Lindkvist et al. [24], and Sotiriadis et al. [60] develop their own bus encoding scheme

to reduce the bus power consumption.

Since most previous encoding schemes [9, 24, 28 — 30, 58 — 60] optimize the

bus delay and/or power consumption considering only the capacitive coupling, they

might not be suitable for today’s high-performance on-chip bus design due to the

significant inductive coupling. Although the work [32] considers the inductance

effects to build their encoding schemes, they only reduce the bus delay. However, as

discussed in Chapter 1, the worst-case pattern causing the largest transition delay

varies with given design parameters'while consider the RLC effects on buses. Besides,

the power is also a crucial problem in bus design- Based on these facts, we first

propose a flexible encoding scheme for on-chip buses considering the given

parameters to minimize the bus power consumption subject to the delay constraint by

effectively reducing the LC coupling effects. Then we also propose a joint shield

insertion and bus encoding scheme to solve this problem.
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5.2 Flexible Bus Encoding Scheme for Power

Minimization Under Delay Constraint

With given parameters of wires (length, width, height and pitch), delay
constraint, working frequency (or slew rate) and the number of data bit, our proposed
flexible bus encoding scheme will generate a valid code set that has the minimal
total transition power to map the data patterns. The valid code set is obtained at
the cost of m — n extra bus wires. Any valid code set must satisfy the property that any
transition between codes within this set'is guaranteed to meet the delay constraint.

The details of our proposed scheme are described.in the following.

5.2.1 Encoding Flow for Power Minimization

Figure 46 illustrates our overall encoding flow. At first, users should give the
bus parameters (bus width n, wire dimensions, wire pitch, Power/Ground grid
dimensions, Power/Ground-to-signal pitch), the working frequency, and the delay
constraint. With the given parameters, we extract the resistances, capacitances, and

inductances of bus wires. After extraction, the equivalent RLC circuit will be built.
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Next, the built circuit will be simulated by using HSPICE with the basis vectors
which will be defined later. By applying superposition theorem of linear circuits, we
can establish the transition delay graph efficiently. From the transition delay graph, we
apply a greedy algorithm to find a valid code set in which every transition between a
code pair meets the delay constraint. Next, we will check whether the code set covers
all data patterns. If not, we add one more bit line to the bus structure and redo from
the Step (1). Otherwise, the code set will be output to the next step to build the
transition power graph. After building the transition power graph, we apply a heuristic
search to find a code set with minimal total transition power from the outputted code
set. Finally, the code set will be output to map-to the data patterns with the
corresponding bus structure. Thé.details of are¢ as'described in Section 3.2. However,
the Properties 1 and 2 used in Section 3.2 should be modified to Properties 3 and 4 as

shown below.

Property 3: In an linear RLC circuit of a bus, given a basis vector, such as
(- = 1), the transition delay and power due to the switching input is the
same no matter other stable inputs are at ‘0’ or ‘1°.

Property 4: In an linear RLC circuit of a bus, given an integer k and

o<k<n-1,{(20 21 Z3...zn1)| zx {1} and 20, 21,...201 €{~}} and {( 2o
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71 2p..Zn1)| zwe{d} and 20, 71,...201 € {=}} are called a dual basis vector

pair. The voltage and current waveforms resulting from a dual basis vector

pair are equal in magnitude but opposite in direction.

The details of Steps (5) and (6) are described in the following.

User-given bus parameters,
E parameters working frequency, constraints

(). Extract RLC and
build the circuit

— =

(2). SPICE simulation for
basis vectors

Add one wire into bus

Bus encoding
for minimizing

S 2

(3). Build the transition delay graph

delay

2l
(4). Find a maximl valid code set

1
|
|
|
'
'
|
|
'
|
|
|
'
1
|
'
'
|
|
'
'
1
|
'
'
|
\

. (Find a maximal cligue in the graph

the code set cove
all data pattern?

Output the valid code set and
the bus structure

e = e - \

(5). Build the transition power graph

7

(6). Find a code set with minimal power
with the size equal to # of data patterns

for minimizing
power

Output the code set and

the bus structure

Figure 46: The proposed flexible encoding flow for bus power minimization.
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5.2.1.1 Build the Transition Power Graph

With the valid code set generated in Step (4), we then build the transition
power graph to reveal that the transition power between any two codes in this set.
Since the current in each wire can be obtained by using the superposition, the

transition power between any two codes can be obtained from the following equation:

n
Transition power P = ZVdd g - (11)

i=1
where | .y, is the average current in wire i. Hence, in the transition power graph, a
vertex represents a code and an undirected:weighted edge indicates that the transition
between two corresponding codes with an‘edge weight equal to the transition power.
Again, in this step, no HSPICE simulation is needed to be conducted.

Therefore, a significant amount of simulation time can be saved in Step (5).

Table 14: Transition currents obtained form HSPICE simulations and the

superposition method.

Transition bitl bit2 bit3 bitd

P 1 0->15) 1 y) 3 4
superposition 0.000200724  0.0002256  0.00022552 0.000200728
spice 0.000200724  0.0002256  0.00022552 0.000200728
VL1 0->5) 1 2 3 4
superposition 0.000375124  -0.0005636  0.00056352 -0.00037513
spice 0.000375124  -0.0005636  0.00056352 -0.00037513
V14D 1 2 3 4
superposition 0.000375124 -0.0004  -0.00022552 -0.00020073
spice 0.000375124 0.0004  -0.00022552 -0.00020073
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To demonstrate the equivalence of the transition current obtained from
HSPICE simulation results and the current obtained from superposition results, we
show the results obtained by both methods of a 4-bit bus with some input transition
patterns for an example. The results are shown in Table 14. From Table 14, we can
observe that the transition currents obtained from these two methods are exactly the

same.

5.2.1.2 Find a Code Set withsMinimum:Total Edge Weight

After building the transition power graph, we want to find a code set in this
graph with minimal total transition ‘power; and the number of vertices equal to the
number of the data patterns. The reason to find this code set in the transition power
graph is that we want to minimize both the average power and peak power
consumption of the bus by mapping the data patterns to the code set. In Step (6), we
use a heuristic algorithm to solve this problem. The pseudo code of the algorithm is
shown in Figure 47.

Before entering the loop, we first check if the number of vertices in the graph
is equal to the number of the data patterns. If so, we output this graph directly.

Otherwise, we delete the vertex which has the maximum total edge weight of all its
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edges and update the graph. We repeat the above steps until the remaining number of

vertices equal to 2".

INPUT: An undirected weighted transition graph and the bus width n;

OUTPUT: A vertex set with minimal total edge weight of all edges;

IF the number of the vertices in the graph is equal to 2", output this

graph and exit;

REPEAT
Find a vertex v which has maximum total edge weight of all its edges;
Remove v and update the graph;

UNTIL The number of the vertices in the graph is equal to 2";

Output the graph;

Figure 47: Pseudo code of finding a code set with minimal edge weight.

5.2.2 Simulation Results

5.2.2.1 Delay and Power Reduction

Here, we present the simulation results of reducing the power consumption of
the on-chip bus subject to the delay constraint by using our encoding scheme.

In the following, the length, width, height, pitch of signal wires, and
Power/Ground-to-signal pitch are 2000pum, 2um, 2pum, 4pum, and 13pm, respectively.
The bus working frequency is 1GHz and the supply voltage is 1.2V. The delay
constraint is set to 300ps and the coupling to self capacitance ratio is 5. Table 15
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shows the simulation results of a 5-bit bus with wire overheads (m — n) varying from
1 to 2, while Table 16 lists the results of a 6-bit bus. In Tables 15 and 16, column 2
shows the simulation results of the original bus without encoding. Columns 3 and 5
list the simulation results of the encoded buses which are only encoded to meet the
delay constraint without power minimization (denoted as “No PM”). The simulation
results of the encoded buses with power minimization (denoted as “With PM”) are
shown in columns 4 and 6. Dyorst denotes the worst-case switching delay of the bus,
while APpeak and APayg denote the peak and average power saving, respectively.
Patworst o and Patyorst p represent the worst-caserswitching patterns for the bus delay

and power consumption, respectively.

Table 15: The simulation results of the delay and power minimization for n =5 and m

= 6~7. (T: switching from “0” to “1”; : switching from “1” to “0”; : no

switching)
Original Encoded m =6 Encoded m=7
Scheme nes

No PM With PM No PM With PM
Dworst (ps) 329 270 263 267 256
Patworst D NIT ™Ml W I N
APayvg (%) 0 —0.24 16.98 -14.42 19.83
AP peak (%) 0 25.68 43.84 15.80 53.84
Patyorst p NI MUY TV MU MmN
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Table 16: The simulation results of the delay and power minimization for n =6 and m

= 7~8.
i Encoded m =7 Encoded m =8
Scheme Original

n==6 No PM With PM No PM With PM
Duworst (ps) 338 266 267 273 264
Patworst 0 MUY T U LTI T WU WY
APavq (%) 0 4.63 15.68 -4.93 21.54
APpeak (%) 0 25.72 44.36 21.15 52.38
Patyorst p N o N I O 2 S O I A I 2 S R N R A A

As shown in Tables 15 and 16, the worst-case switching delays of the original

buses do not satisfy the delay constraint (300ps): However, after applying our bus

encoding scheme, all the worst-case.switching delays of the encoded buses are less

than the delay constraint. As shown in Row 2, 'since the switching patterns resulting in

the worst-case delay are eliminated by our encoding scheme, the worst-case bus delay

can be minimized to meet the delay constraint. From Tables 15 and 16, we observe

that the average power consumptions of the encoded buses without power

minimization could be worse than those of the original buses, although the peak

power saving can be up to 25%. However, when the buses encoded both for delay and

power minimization, the average and peak power saving can be up to 16% and 44%,

respectively, with one wire overhead (m — n = 1). For two wire overheads, the average

and peak power saving can be up to 21% and 53%, respectively. In these simulations,
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we can also observe that there is only a slight or even no difference between the

worst-case delay and power pattern as shown in Tables 15 and 16. This is because the

capacitance effect is the dominant factor in these simulations.

Next, with the same wire parameters and supply voltage, we vary the bus

working frequency from 100MHz to 5GHz and list the simulation results in Table 17.

The coupling to self capacitance ratio is set to 2.5. From Table 17, we can observe

that the worst-case delay pattern changes from the capacitance-dominated one to the

inductance-dominated one as the working frequency increases. Thus the efficiency of

the power optimization of our encoding scheme.tends to decrease as the frequency

increases. This is because when the inductance effect becomes more significant than

the capacitance effect, the"s worst-case™ delay pattern changes to the

inductance-dominated one, but the worst-case power pattern is still the

capacitance-dominated one. Therefore, when the delay minimization is performed by

using our encoding scheme at high working frequency, the worst-case delay pattern

which is the inductance-dominated one will be eliminated, but the worst-case power

pattern will be left. Hence, after the delay optimization, the remaining valid codes are

mainly bad for the power minimization.
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Table 17: The simulation results of the delay and power minimization for n =5 and m = 7 with the working frequency varying from 100MHz to

5GHz.
100MHz 500MHz 1GHz 3GHz 5GHz
Scheme

n=>5 m=7 n=>5 m=7 n=>5 m=7 n=>5 m=7 n=>5 m=7
Dworst (ps) 222 222 222 152 194 ‘ 208 188 260 109 102
Patworst D N R O R A N N R N e I e R A R A N R I B A o o o T o o %
AP avq (%) 0 14.23 0 19.48 0- 16.61 0 13.38 0 9.99
APpeak (%) 0 38.03 0 54.00 0 41.88 0 39.15 0 44.12
Patworst p NN M | NN D WU TR (U | N MM | NN [T
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5.2.2.2 Power Minimization Only

We utilize our encoding scheme to optimize the bus power consumption only
by loosening the delay constraint. The wire parameters and supply voltage are the
same with the previous subsection. The working frequency is set to 1GHz and the
coupling to self capacitance ratio is 5. The simulation results are listed in Table 18. As
shown in Table 18, when optimizing the bus power consumption only, the average
and peak power saving can be up to 17% and 47%, respectively, with one wire
overhead. For two wire overheads, the average and peak power saving can be up to
23% and 51%, respectively. In.addition,-the worst-case delay can also gain a little

improvement.

Table 18: The simulation results of the power minimization only for n = 5~6 and m =

7~8.
n=>5 n==6
Scheme
m=>5 m=6 m=7 m==6 m=7 m=28
Duworst (ps) 329 328 315 338 330 335
APavg (%) 0 17.78 22.10 0 16.41 23.33
AP peak (%) 0 43.84 45.90 0 47.48 51.09

With the same wire parameters and working frequency, we vary wire

overheads from 1 to 5 with n =5 and the simulation results are shown in Figure 48.
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From Figure 48, we observe that both the peak and average power saving tend to

increase as the wire overhead increase. This is due to the fact that as the wire

overheads increase, there are more codes could be used to optimize the power

consumption than that of few wire overheads.

70.00%

60.00% /\/ "
50.00%
./-/ —— average power saving

—=— peak power saving

40.00%

30.00%

20.00%

10.00% [

0.00%

m=6 m="7 m=28 m=9 m=10

Figure 48: Power reduction of n=5 and m varying from 6 to 10.

5.2.3 Summary of Flexible Bus Encoding Scheme for

Power Minimization Under Delay Constraint

In this section, we propose a flexible on-chip bus encoding flow considering
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bus parameters to minimize the bus power consumption subject to the delay constraint
by effectively reducing the LC coupling effects. Simulation results have shown that
our encoding method can significantly reduce the coupling delay of a bus with given
delay constraints and parameters. Meanwhile, the power consumption can be reduced.

Based on the superposition theorem, the transition delays and currents
obtained by our method and pure HSPICE simulation are exactly identical. In addition,
many HSPICE simulations can be reduced and thus a great amount of the simulation
time can be saved.

By loosening the delay constraint, our.encoding scheme can be used to

optimize the power consumption of buses only:

5.3 Joint Shield Insertion and Bus Encoding Scheme

for Power Minimization Under Delay Constraint

5.3.1 Motivation

By inserting shields into buses, the inductive coupling can be effectively

reduced. Therefore, by incorporating the optimized shield insertion technique, our
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flexible encoding scheme could find a better valid code set for the bus power
reduction. This is because that the inductive coupling is minimized by the shielding,
and hence, our encoding scheme could optimize for the bus power reduction. Hence,
to improve the performance of our scheme, we also propose a joint shield insertion
and bus encoding scheme for the global bus global bus power minimization under a

given delay constraint in this section.

5.3.2 Joint Shield Insertion and Bus Encoding Flow for

Power Minimization

Figure 49 illustrates our overall joint shield insertion and bus encoding flow
for the bus power minimization. There are four steps in our proposed flow. At Step (1),
with the initial bus structure (i.e., inserted m — n extra signal wires to the original bus)
and the given bus parameters, we utilize the flexible bus encoding scheme to find the
valid code set with minimum total transition power (see Section 3.2 for details). Then,
we will check whether the code set covers all data patterns. If not, we conduct Step (3)
to generate another bus structure (see Section 4.3 for details) and then redo from the
Step (1). Otherwise, the code set will be output to Step (2) (see Section 5.2 for details)

to build the transition power graph, and then we apply a heuristic search to find a code

116



set with minimal total transition power from the outputted code set. Following, the
found minimum power valid code set will be recorded together with the
corresponding bus structure, and then we will check if all bus structures are tried (i.e.,
all m — n extra signal wires substituted by shielding wires). If not, we conduct Step (3)
to generate another bus structure and then redo from the Step (1). Otherwise, the best
valid code set (with minimum total transition power) will be output to map to the data

patterns with the corresponding bus structure.

frequency, and constraints

"3

(1). Flexible bus encoding
for delay constraint

[ Bus parameters, working }

Does the valid code s€
sover all data pattern?

(3). Generate another
bus structure

(2). Flexible bus encoding
for power minimization

(4). Save the low power valid
code set and bus structure

Are all possible bus
structure checked?

Output the valid code set with
minimum power and the
corresponding bus structure

Figure 49: The proposed joint shield insertion and bus encoding flow for bus power

minimization.
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5.3.3 Simulation Results

Here, we present the simulation results of reducing the power consumption of
the on-chip bus subject to the delay constraint by using the proposed joint shield
insertion and bus encoding scheme.

In the following, the length, width, height, pitch of signal wires, and
Power/Ground-to-signal pitch are 2000pum, 2um, 2pum, 4pum, and 13pm, respectively.
The supply voltage is 1.2V. We vary the bus working frequency from 0.5 to 5 GHz,
and the simulation results of a 6-bit bus with wire overheads (m — n) varying from 1 to
5 are shown in Figures 50, 51, and 52.

From Figures 50, 51, and 52,'we observe that when the wire overhead m — n is
larger than 3, the average power reduction of the joint shield insertion and bus
encoding scheme could be more than that of the flexible bus encoding scheme. This is
because a wider bus has more significant inductance effects than a narrower one, and
the inductance coupling can be effectively minimized by the optimized shield
insertion technique. Therefore, for tight wire overhead constraint (< 3 wires), we
could obtain very well average power minimization by using the flexible bus
encoding scheme. However, for the wire overhead constraint larger than 3, the joint

shield insertion and bus encoding scheme could obtain better average power reduction
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than that of the flexible bus encoding scheme.

In addition, from Figures 50, 51, and 52, we observe that as the working

frequency increasing, our proposed joint shield insertion and bus encoding scheme

could also obtain better average power reduction than that of the flexible bus encoding

scheme. This is due to the significant inductance effects at high working frequency.

Hence, by applying the optimized shield insertion technique first for the

inductance-dominated bus, then we could obtain a better valid code set for the bus

power reduction by flexible bus encoding. Therefore, our proposed scheme is very

suitable for minimizing the power consumption of the inductance-dominated bus.
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Figure 50: Average power reduction of the flexible bus encoding scheme and the joint

shield insertion and bus coding scheme for 0.5 GHz working frequency.
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Figure 51: Average power reduction of the flexible-bus encoding scheme and the joint

shield insertion and bus coding scheme for 1 GHz working frequency.
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Figure 52: Average power reduction of the flexible bus encoding scheme and the joint

shield insertion and bus coding scheme for 5 GHz working frequency.
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5.3.4 Summary

In this section, by incorporating the optimized shield insertion technique with
our flexible bus encoding scheme, we proposed the joint shield insertion and bus
encoding scheme for bus power minimization under a given delay constraint. For
loose wire overhead constraints and high working frequency, simulation results show
that the new scheme can gain more average power reduction than that gained by using
the flexible bus encoding only. Therefore, we can conclude that the joint shield
insertion and bus encoding scheme could outperform the flexible bus encoding

scheme for inductance-dominated buses:
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Chapter 6
CONCLUSIONS & FUTURE

WORKS

In this dissertation, we first ;show that the worst-case switching pattern that
incurs the longest bus delay while considering-the RLC effect is quite different from
that while considering RC effect alone. It implies that the existing encoding schemes
based on the RC model may not improve or possibly worsen the delay when the
inductance effects become dominant. Then, we proposed several bus encoding
schemes to minimize the bus coupling delay and the power dissipation. Simulation
results are also given to show the performance of our proposed schemes.

In Chapter 1, while considering the RLC circuit model for the bus structure,
our finding show that the worst-case switching pattern could be very different from
that of only considering RC effects. First, when the inductance effect dominates, the

worst-case switching pattern with the largest on-chip bus delay is when all wires
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simultaneously switch in the same direction. Furthermore, we indicate that while

considering the RLC effects of interconnects, the worst-case switching pattern varies

from different levels of interconnect and different working frequencies. Hence, as

inductance cannot be neglected in today’s high-speed circuit design, it is very

important to consider the RLC effects with different bus parameters to develop the

proper encoding schemes for bus delay reduction.

In Chapter 2, we proposed a bus-invert method to reduce the worst-case

on-chip bus delay with the dominance of the inductance coupling effect. Simulation

results have shown that our encoding methods can significantly reduce the worst

coupling delay of the buses with strong inductive coupling.

From our simulation results, we observe that the worst-case switching pattern

could vary with given design parameters considering the RLC effects of interconnects.

However, the proposed bus-invert method can be utilized to reduce the bus coupling

delay only when the inductance effects dominate. Therefore, in Chapter 3, we

proposed a flexible encoding scheme for on-chip buses that can consider the given

parameters to reduce the LC coupling delay. In addition, with some modification, this

new encoding scheme can be utilized to predict and lengthen the signal propagation

length of a bus under the given constraints. Simulation results are also given to

support our claims.
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In Chapter 4, to further reduce the coupling noise, we proposed a joint shield

insertion and bus encoding scheme for global bus design in nanometer technologies.

With the user-given bus parameters, the working frequency, the scheme can

effectively reduce the LC coupling effects and hence, minimize the bus coupling delay.

Simulation results show that the proposed scheme can significantly reduce the

coupling delay.

Recently, the power consumption of on-chip interconnect is another crucial

issue in high performance circuit designs. In Chapter 5, we first proposed a flexible

encoding scheme to minimize the power consumption of buses under given delay

constraints. To further improve the performance of the encoding scheme (further

reduce the power consumption),-we also utilized the joint shield insertion and bus

encoding method to solve the problem. With the user-given bus parameters, the

working frequency, and the delay constraint, both schemes can minimize the bus

power consumption subject to the delay constraint by effectively reducing the LC

coupling effects. Simulation results show that the proposed schemes can significantly

reduce the coupling delay and the power consumption of a bus according to the delay

constraint. In addition, the joint shield insertion and bus encoding method can gain

more power reduction than that gained by only using the flexible bus encoding

scheme.
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In the future, we intend to incorporate the repeater insertion technique in our
joint shield insertion and bus encoding scheme to further reduce the bus delay and
power consumption. In addition, the ground bounce effect can also be considered and
minimized in our future work. Consider the switching probabilities of the bus wires,
we can also try to generate a specific code set for the bus used in ASIC to optimize the
bus power and delay. If those issues can be considered, our encoding scheme will be

more powerful.
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