PAE RHEAL 51 EGTE AR OHAT R
B AT LAY
Study on Low-Complexity OFDM-Based

Wireless Baseband Transceiver



MGt RAEA AP E A
MAFFR ERABPRPFR2ZFAY
Study on Low-Complexity OFDM-Based

Wireless Baseband Transceiver
Foyod RlFE=e Student: Hsuan-Yu Liu

dERy 2L Advisor: Dr. Chen-Yi Lee

A Dissertation
Submitted to Department of Electronics Engineering & Institute Electronics
College of Electrical and Computer Engineering
National Chiao Tung University
in Partial Fulfillment of Requirements
for the Degree of Doctor of Philosophy
n
Electronics Engineering
July 2006
Hsinchu, Taiwan, Republic of China



hAH P APREN- BREMFRAEARD BEREE B2 NI AL F
Hojis (OFDM) 5 A #chm S A e B o IR 0 54Mb/s & 3 3 % (WLAN) %
3¢ OFDM A% AJE Berd F i fpd 7B 9 5 200mW 12+ » 4@k (PHY) %
L3 F e 35%00 b oo @k kit B D] 480Mb/s AZ B4 (UWB) P o 7 i Jo - "E ¥ &
BEBEHD > FIP M F R 5B A B et o @ 2t OFDM o3
PR RERETCRTLCBAMARAERRETFHBELRTEL B OGRS
FraSEE R 0 @ £ BT OFDMR 3 4L 5. 75% 1 1 B dB /i ficp 2958 S04 > F]pb

drim K MAF SRR el ) BEAEE & L RBE RS A K S OFDM e B vt 3 £

A ? o F LA 54Mb/s WLAN * o Apgpd- B BERFHe 5 - B
R Far BB p AP Y B (Auto-correlator; AC) ¥7— B # * B £ Gl T
feiit B (Matched filter; MF) o % 3002 Lz e B > NP4 d12 K3 0@ * R i3 5L

HBcY B oA B ERA 5 UMM %’%}*ue.'fr@ﬁi‘_ s Flp e o B Y ﬁﬂ%jz:tﬁ:tgf%ﬁ”"#‘?‘;’{ ~}

N
F}

FOLHRR e AT N 2 KT L E B4t (Packet) AL U BB AT § 16.3%:0
2T H(FRA 3160 K)o dm F e AIFEELEY > ZIRD FREANEYE RFETET
10%4t ¢ 45 3% (Packet Error Rate)*7# & 2 SNR » ¥ & AT B4F F2 & ™ s 4 »
(Doppler) »c g = cnpF {2 AFaE > AR A b b o] B B2 MR B iRt
(Frequency-Domain Minimum Mean-Square-Error Channel Equalization; FD-MMSE EQ) 1

AR E e 4 i B E  (Decision-Directed Channel Tracking; DDCT)~ #74% * 2_#if &

-1-



P RS B SR I W R LR 2 B 40502 54 ¥ 1 B(Direct-Division

B

LK
Equalization) it 45 % 4 P97k 112 DDCT H ¢ 7 2 B4F ek iz B ko if g f en

TR

Kl

FRE

F_k

BN 5 BT o okt B T SAB~15dB i Rl s A

(Mean-square-error) ©

f 480Mb/sUWB Ja# ¢ > A ipgedi- BRh BRPH & §- BBk s Ads

AC 227 § i * Moving-Average ¢ MF o 5% ¥ 9048 dU et 32 2 8> kit =t lic > B
b E it UWB 2 T (724 chal AFSe B © 8- 44k % 4 BT (7 B2 132MHz PP
F 12 iE 1) 528Msamples/s FoFL IR ik & 2 A KR AR L 0 A P R HRE S A R 132MHz
PR T E R I BTFRME A EE F P R R EF 4R T TR 37.6%
AR B 2 43.3%:n g . B BB G 0 L R A A SR
Bl E o APRD- B R FERAFERBEE R R 2 FEERER
7 :rmfu,éft;‘z ot — AL (L EAp e A PR A2 2k T 48.6% NiBIER #c P & 40.4%

st O AR T AR 8%3t ¢ 4per S @i e 0.3dB 17 SNR A4 o

Bis A APk D niMAF R R KO FUR * 222 OFDM % A # e WLAN ~ 14
LDPC-COFDM % ##z2. UWB ~ 2% 545% OFDM % A# 2 UWB i #fjcs B
£ 4 0.18um 2 0.13um CMOS # 42 b % 22k 2227 p3E o 8 7 113 ] 6~480Mb/s 18

B 22 b AWGON HE TET kB F R4 6.45~9.7dB 1 SNR »iii 0 @ B
11~121-tap % BLISAFIE ™ & ¥ 0% &k 3oty § F o AP R/ > 54Mb/s WLAN 2
OFDM {3 B et & i) 42 2_68mW e @ Ji * *+ 480Mb/s UWB 2. OFDM <% B crirt 3
#£ % 0.18um 2 0.13um CMOS #4277 A % Z_162mW ¥ 312mW o & UWB 2% 35 ¢ A
BN RAE A BEAEE £ BY RS BB OFDM o B 45.3% B8/ #icp

8 65.1%+ % o



Study on Low-Complexity OFDM-Based
Wireless Baseband Transceiver

Student: Hsuan-Yu Liu Advisor: Chen-Yi Lee
Department of Electronics Engineering and Institute of Electronics,
National Chiao-Tung University

Abstract

In this thesis we propose Orthogonal Frequency Division Multiplexing (OFDM)-based
baseband transceivers comprising the low-complexity synchronizer and channel equalizer
schemes. In the 54Mb/s Wireless Local Area Network (WLAN), the existing OFDM baseband
chips consumes > 200mW power, which occupies > 35% power of existing Physical Layer
(PHY) system. When the system migrates to 480Mb/s Ultra-Wide Band (UWB), the baseband
power will furthermore grow following the raised.eirctiit speeds. Hence the low-power design
becomes the key technique of a high-speed baseband transceiver. In OFDM transceiver, the
synchronizer and channel equalizer require high hardware complexity to acquire signal offsets
between transmitter and receiver and ‘to solye the wireless channel fading, therefore
occupying > ~75% gate-count and power of OFDM design. Hence the low-complexity

synchronizer and channel equalizer schemes are focused in our research work.

In this paper, first we propose a synchronizer comprising high-power-signal-used
auto-correlator (AC) and high-power-coefficient matched filter (MF) for OFDM-based
WLAN system. Different from the existing synchronization algorithm, the proposed
synchronizer only uses partial high-power signal and coefficients therefore reducing the
amount of used signal and computations. Hence the multiplication amount and register size
can be efficiently reduced. Equivalent to 16.3% of complex multiplications (equal to 3160) of
the WLAN OFDM baseband transceiver can be reduced. For reducing the increased SNR for
10% PER increased by multipath channel and solving the time-variant channel caused by the
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Doppler effect with low cost, we employ a frequency-domain minimum mean-square-error
channel equalization (FD-MMSE EQ) and propose a decision-directed channel tracking
(DDCT). The employed FD-MMSE EQ can efficiently reduce the SNR loss caused by
conventional direct-division equalization scheme. The proposed DDCT comprising only 2
complex multipliers is used to track the channel variance. In the indoor multipath channel
with Doppler effect the proposed DDCT can reduce the mean-square-error of channel

estimation by 5dB~15dB.

For 480Mb/s OFDM-based UWB, we proposed a synchronizer comprising
sub-sampling-based AC and moving-average-free MF. The proposed synchronizer not only
needs fewer multiplications but also needs lower hardoware cost. A general synchronizer
needs 4-parallelsim to achieve 528Msamples/s throughput rate with 132MHz clock rate. The
proposed synchronizer only needs I-parallelsim and 1/4 of computations therefore needing
37.6% gate count and 43.3% power of the genecral 'synchronizer. Then we propose a
divider-and-multiplier-free channel “equalizer whete the original complex divider and
multipliers are completely replaced by adders and subtractions. It only needs 48.6% gate
count and 40.4% power of a general OFDM channel equalizer, and the added SNR loss for

typical 8% packet error rate is only 0.3dB.

The baseband transceivers comprising the proposed low-complexity designs are
implemented for OFDM-based WLAN, low-density-parity-check (LDPC)-COFDM-based
UWB, and multi-band (MB)-OFDM-based UWB systems with 0.18um and 0.13um CMOS
process. They can achieve 6~480Mb/s high data rates and better 6.45~9.7dB SNR than system
performance requirements. The power of the proposed OFDM transceiver for 54Mb/s WLAN
is 68mW in 0.18um CMOS process. And the power of the proposed OFDM transceivers for

480Mb/s UWB is 162mW in 0.18um CMOS and 31.2mW in 0.13um CMOS process. The
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proposed low-complexity synchronizer and equalizer can reduce 45.3% gate-count and 65.1%

power of the UWB OFDM transceiver.




ASR2FHFHEAZBHINELELE D) LI A REFRY L F D ff, 2
FRMA P FRPIETE L, B A T AV RE T LIERE, RAPF B AR
G HE R PR R AL T e, WEA AN PRRE R - FAAPE L D
SRR FY ik, B FA St E, AT E AL G e P A ETRA PSRt

B @A Bdeik g b TR T b LA R SRR F L B R

PHE PECEE ML CEFEFE G BRFE 3 LEE M ES

b

‘_e/ +§—v\‘]}ﬁ§8°§m‘?é¢§‘g‘ P28 gi(ﬁ"‘%%‘?ﬂ ;13_' %’J"E%g"
PSR RS MEE L HRET o B AR g R

FuE 3 4 AETE BN GDA E RAN RN DREAA FEERT L o B #E A

o

TR EF Ak REE TR B PR RFY M BB P2

e
Eo B 54T, AT pam S i i deit 2AE £ 45 o

BAE L 4 RY AE FREA T DN AER LA e - BB MR b

A R Rl SRR LT R R AL TN R (AR R o s AW R B
ANTIA - BEA AL RANAELOEE RURH FL R E Y

-VI-



CONTENTS

CONTENTS PAGE

Chapter 1: INErOAUCTION ...t e 1
1-1 ThesSiS MOTIVALION ...ecccuviiiiiieeciiieeeiie et et e e ite e et e e et eeeteeessaeesaraeessseeeesseeessseaessseeensseeans 1
1-1-1 Motivation of Low-Complexity Synchronizer for WLAN System............cccceeuvnnee. 3
1-1-2 Motivation of Low-Complexity Channel Equalizer for WLAN System................... 6
1-1-3 Motivation of Low-Complexity Synchronizer for UWB System ...........ccccceeveunenn. 7
1-1-4 Motivation of Low-Complexity Channel Equalizer for UWB System..................... 9

1-2 TRESIS OULINE ...ttt et ettt ettt esae e 10
Chapter 2: OFDM Systems and Channel Model..........c..ccoceeverienennne 11
2-1 OFDM-Based WLAN SYStEIM .......coteiiiriiniiiiieiienieeienieenie ettt ettt 11
2-2 MB-OFDM-Based UWB SYStEIM ........cccuieiiiiriiiiiieiieeiiecie ettt seve e seeeeseeseneeneens 19
2-3 LDPC-COFDM-Based UWB SYStem, ..cuusmmeeveerrereenieriiniienieeienieenienienieesieeresieenae e 26
2-4 Channel Models of WLAN and UWB SYStEMIS ...l .cveeeiieiieiiieiieeieeieeeee e sve e 30
2-4-1 Multipath Channel and Doppler Effect-of WLAN and UWB systems ................... 32
2-4-2 Baseband to Passband Conversion‘and RF Filtering.............cccoccoevieniiiininniinenenn. 38
2-4-3 Carrier Frequency Offset dnd Cartier PhaseINOISE .........coeevverieniienieniinieenienens 42
2-4-4 Sampling Clock OffSet ... i et 47
2-4-5 AWGN CRanmel .......cocviiiiiiiiiiiieieeiesteeee sttt sttt et s 50
Chapter 3: Low-Complexity Design for OFDM-Based WLAN System............... 52
3-1 Low-Complexity Synchronization for OFDM-Based WLAN System...........ccccecueeueenee. 53
3-1-1 Synchronization Block Diagram for OFDM-Based WLAN System ...................... 54
3-1-2 General Auto-Correlation-Based PD ..........coooiiiiiiiieee 56
3-1-3 Proposed High-Power-Signal-Used Auto-Correlation for PD...........cccceevviiennenn. 57
3-1-4 General Auto-Correlation-Based CFO Estimation ........cc.cccoceevieiiienieniieenieeeene 60
3-1-5 Proposed High-Power-Signal-Used Auto-Correlation-Based CFO Estimation ...... 63
3-1-6 General Matched-Filter-Based FWD.......c.cccooiiiiiiiiiieeeee 64
3-1-7 Proposed High-Power-Coefficient-Used Matched-Filter for FWD ....................... 66

3-2 Low-Complexity Channel Estimation for WLAN System .........cccccoeevveriieiiienieeiienneenns 68
3-2-1 Basic Channel Equalization with Phase Error Tracking...........cccoevenieniniicniencnne. 68
3-2-2 Employed MMSE Channel Equalization for OFDM .........c..ccccevviviininiienienienene 72
3-2-3 Proposed Decision-Directed Channel Tracking ............ccccceevieriiiiiiniiiiiienieeene, 78

-VII-



CONTENTS

3-2-4 Proposed Weighted-Average Phase Error Tracing with Pilot Pre-compensation.... 83
3-3 Performance Analysis of Low-Complexity Design for OFDM-Based WLAN System. 91

3-3-1 Performance of the Proposed Low-Complexity Auto-Correlation.......................... 91
3-3-2 Performance of the Proposed Low-Complexity Matched Filter ............c.ccccoeeeeee. 97
3-3-3 Performance of the Proposed DDCT and MMSE EQ........ccccooiiiiiiiiniiniienieee. 100
3-3-4 Performance of the Proposed WAPET ........cccoooiiiiiiiiiiieeeeeee e 104
3-4 Floating-Point PER for OFDM-Based WLAN System.........cccccocevvierieneriicnecnenneennne. 107
Chapter 4: Low-Complexity Design for OFDM-Based UWB System............. 113
4-1 Low-Complexity Synchronization for OFDM-Based UWB System .............ccccccuee.e. 114
4-1-1 Synchronization Block Diagram of OFDM-Based UWB System ...........cccc........ 115
4-1-2 The Proposed Data-Partition-Based Auto-Correlation ..........cccceeceeveevienieneneennen. 120
4-1-3 Data-Partition-Based and Moving-Average-Free Matched Filter ........................ 123
4-1-4 The Proposed Dynamic-Threshold Design...........ccoccueeviiiiiiiniiinieniieiieeieeeeee, 125
4-2 Low-Complexity Channel Equalization for UWB System..........cccccovenieicniiincnnnnnen. 126
4-2-1 Basic Divider-Based Channel Equalization with WAPET .............ccccooevieiinnnen. 126
4-2-2 The Proposed Divider-and-Multiplier-Free. Channel Equalizer ............................ 133

4-3 Performance Analysis of Low=Complexity Designs for OFDM-Based UWB System 136

4-3-1 Performance of the Proposed Sub-sampling-Based Auto-Correlation and Matched

FIIET .o Sl s 137
4-3-2 FER and PER Analysis of the Proposed Dynamic-threshold design for UWB
SYSEEITL ..ttt ettt e et e ettt e ettt e st e e st e e sab e e e sabeeenabeeeateeenaeas 140

4-3-3 CE MSE and PER Analysis of the Proposed Divider-free Channel Equalization. 143
4-4 System Performance of LDPC-COFDM-Based UWB System and MB-OFDM-Based

UWB SYStRIM...cuiiiiiiiieiiiieeteeet ettt e et e e e et e e eaaeessbteessbeeessseeensseeennseeens 145
4-4-1 PER of LDPC-COFDM-Based UWB SyStem.........cccccccverriiiniieniienieeiiecieeieeenen 145
4-4-2 PER of MB-OFDM-Based UWB System .........cccccoeeuieriiiiiienieeieerie e 151

Chapter 5: Hardware Architecture and Baseband Chip Design................ 156
5-1 Hardware Design for OFDM-Based WLAN System ........ccccccccvveneeniinienennienieneenene 157
5-1-1 Fixed-point Performance of WLAN SYStemM.........ccccvviviiiieniiieiiiieeniee e eevee e 157
5-1-2 Hardware Architecture of the Proposed Designs for WLAN System ................... 166
5-1-3 Complexity Analysis of the Proposed Designs for WLAN System ...................... 173
5-1-4 Proposed Baseband Chip for OFDM-Based WLAN System..........ccccccveerveeennenn. 176

5-2 Hardware Design for OFDM-Based UWB System........c.ccccceeeieiieeriieniienieeeieeieeenenn 181

-VIII-



CONTENTS

5-2-1 Fixed-point Performance of OFDM-Based UWB Systems ..........cccceecvveerveeennenn. 181
5-2-2 Hardware Architecture of the Proposed Designs for OFDM-Based UWB Systems
................................................................................................................................. 190
5-2-3 Complexity and Power Analysis of the Proposed Designs for OFDM-Based UWB
N A 153 10 PSR 198
5-2-4 Proposed Baseband Chip for LDPC-COFDM-Based UWB System .................... 204
5-2-5 Proposed Baseband Chip for MB-OFDM-Based UWB System.............cccceen..... 208
Chapter 6: Conclusions and Future Work ...........cccooeviiieeiiiiniiieciieeeeeen 214
RETRIEIICES ...ttt ettt sat e et e st e et e s 218
Appendix A: Supplementary of OFDM-Based System SPEC..........ccccoeiiiiiiiiiniieeieee, 224
A-1: System Parameter Derivation ...........cueeiviiiriieeniieeiee et 224
A-2: Power Spectrum Density Requirement..............coceeveeiiniininieniinienenieneesieeieeeee 227

A-3 RF Band Allocation, Spreading Scheme, and Overcoming Jamming Technique of
MB-OFDM System ........cocvevvermeen BT R e 228

A-4: Conversion Scheme from Zero-Pad to Cyclic-Prefix in OFDM-Based UWB Systems

-IX-



LIST OF FIGURES

LIST OF FIGURES PAGE

Figure 1-1: Power of 54MDb/s WLAN deSIZNS ....cc.evvuiriiiriiiiiniieiieiereeieeeeieeie e 2
Figure 1-2: Percentages of hardware complexity of OFDM transceiver for WLAN system..... 3
Figure 1-3: FER and PER of existing approaches for OFDM-based WLAN system................ 4
Figure 1-4: Computation of the general auto-correlation and matched filter ..............ccceeeeee. 5
Figure 1-5: Time-variant channel frequency response for WLAN system. .........ccccceevuverveennnnns 6
Figure 1-6: FER and PER of LDPC-COFDM-based UWB system........cc.cccceevervuenieneeienneenne. 8
Figure 1-7: FER and PER of LDPC-COFDM-based UWB system...........ccccevervienieneenienneenne. 8
Figure 2-1: Packet format of IEEE 802.11a SYStem .......cccccoceeriiiiiiniiniiniinieeieeeeneeeie e 14
Figure 2-2: Data OFDM symbol format of IEEE 802.11a System.........cccceveerierieneeneniennene 15
Figure 2-3: Block diagram of IEEE 802.11a WLAN SYSteM........ccceeviirieneeiiinienieeienienieennene 17
Figure 2-4: Block diagram of IEEE 802.11a baseband system............ccceveevienienensieneeniennne 18
Figure 2-5: Block diagram of baseband and RE forMB<OFDM-based UWB system............ 21
Figure 2-6: Packet format of MB-OFDM-based UWB System ...........c.cccocevvenienennenienennene 23
Figure 2-7: OFDM symbol format of MB-OEDM-based UWB system.........c..cccccecuervenueenene 23
Figure 2-8: Block diagram of MB-OFDM baseband System...........ccccoccevvieriinienienennienienene 25
Figure 2-9: Packet format of LDPC-COFDM-based UWB system............ccccevuerveneeruennennnnne 28
Figure 2-10: Block diagram of MB-OFDM baseband syStem............cccccecuerienierieneenenienene 29
Figure 2-11: Block diagram of the channel model for single-band wireless system ............... 31
Figure 2-12: Block diagram of the channel model for multipath-band wireless system ......... 31
Figure 2-13: Examples of impulse response of IEEE multipath channel ..................c....c.... 34
Figure 2-14: Examples of frequency response of IEEE multipath channel ..................c.......... 35
Figure 2-15: Examples of CM channel impulSe response..........ccceveveevueriereenienieneenenienens 37
Figure 2-16: Examples of CM channel frequency reSponse ............ccoeeeeveeeriienieenieenieenneennnn. 37
Figure 2-17: A simple example to up-convert the signal from baseband to passband............. 39

Figure 2-18: Received baseband signal power with RF filtering in MB-OFDM system ........ 41

Figure 2-19: A LPF 0f UWB RF T€CEIVET ......eviiiiiiiiiiiiiiieeiccteeeestee e 42

Figure 2-20: Block diagram with CFO ........ccccooiiiiiiiiiiiiieceeeeeeee e 43



LIST OF FIGURES

Figure 2-21: Signal distortion with CFO of 20ppm and 0.4ppm of SGHz .........c.ccccvveenneenee. 46
Figure 2-22: Phase noise spectrum of CFO model ............ccooovvieiiiiiiiieniieeeece e, 46
Figure 2-23: An example of oversampled signal with clock offset.........c..ccccvvevviiniiiennnnnne. 48

Figure 2-24: Frequency-domain signal distortion caused by 20ppm clock frequency offset .. 49
Figure 2-25: SER with the proposed AWGN generation method ...........cccoevevveevciiiiniiennneenee, 51

Figure 3-1: Block diagram of baseband synchronization for OFDM-based WLAN system... 55

Figure 3-2: Preamble format of IEEE 802.11a SYStem ........cccveeviieeiiieeieeeiie e 55
Figure 3-3: Example of the auto-correlation power of the packet detection............ccceeenneennee 57
Figure 3-4: Short symbol power and noise power with 3dB SNR..........cc.cccoviiviiiiniiniine, 58
Figure 3-5: Auto-correlation power of high-power and low-power signal ..............ccceeeuneenns 59
Figure 3-6: An example of phase error after CFO estimation in WLAN system..................... 62

Figure 3-7: Phase error of CFO estimation with all signal, high-power signal, and low-power

] 74121 LSRR 63
Figure 3-8: An example of matched filter POWET v vt criiin vrreeiiieeiiie e 65
Figure 3-9: The long symbol power:and AWGN power incaverage 3dB SNR. ....................... 66

Figure 3-10: Example of the matched filter power of high-power and low-power coefficients

Figure 3-11: Example of estimated CFR and true CFR with 50ns RMS and 10dB SNR........ 70

Figure 3-12: Example of detected phase error in OFDM-Based WLAN system .................... 71
Figure 3-13: Data MSE of perfect EQ SChemes...........cccocvieiiiiiniiieiieceeeeeee e 76
Figure 3-14: Example of time-variant CFR with SO0Hz Doppler frequency ..........cccccveveuveennee. 79
Figure 3-15: Block diagrams of DDCT with feedforward and feedback compensation.......... 82
Figure 3-16: Incorrect phase detection when the phase error exceeds £ ......cccevveveerieneennene 84
Figure 3-17: Weighting Factors of PET designs ........cccoocvieiiiiiniiiecieeceeeeee e 87
Figure 3-18: Block diagram of the proposed non-linear WAPET ...........ccccoooiiiieiiiiniiiiieens 88

Figure 3-19: Tracked (a) mean and (b) slope of the phase error caused by 0.1ppm residual
CFO and 40ppm SCO during 30 OFDM SymbolS .........cccceeriieeiiieeiieeiieeciie e 89

Figure 3-20: Tracked phase error of WAPET with and without pilot pre-compensation......... 90
Figure 3-21: FER of the proposed low-complexity PD for OFDM-based WLAN system...... 92

Figure 3-22: RMSE of the proposed low-complexity CFO estimation for OFDM-based

-XI-



LIST OF FIGURES

WLAN SYSTEIM.ceiiiiiiiiieeiiiiee e ettt e ettt e e ettt e e ettt e e e e etaeeeesnaaeeeesansaeeesansseeeeeansseeeeannssaeesannsseesanns 93
Figure 3-23: 6Mb/s PER of the proposed low-complexity auto-correlation..............ccceeuveenne 94
Figure 3-24: 54Mb/s PER of the proposed low-complexity auto-correlation................c......... 94
Figure 3-24-2: FER and CFO estimation error with @ =8 ..........ccoceiviniiniiiinniceccee 96
Figure 3-24-3: CFO estimation RMSE and range for OFDM-based WLAN system.............. 96
Figure 3-25: CFO estimation RMSE and range for OFDM-based WLAN system ................. 97

Figure 3-26: FER of the proposed low-complexity MF for OFDM-based WLAN system..... 98
Figure 3-27: 6Mb/s PER of the proposed low-complexity MF in AWGN channel................. 99

Figure 3-28: 6Mb/s PER of the proposed low-complexity MF in IEEE multipath channel with
50ns RMS delay SPread........cccvieeiiieiiieeciie ettt e 99

Figure 3-29: Mean Square Error of CE and CT schemes with OHz Doppler frequency........ 101
Figure 3-30: Mean Square Error of CE and CT schemes with 50Hz Doppler frequency...... 102
Figure 3-31: PER of 6Mb/s in IEEE multipath channel with 0Hz Doppler frequency.......... 103
Figure 3-32: PER of 6Mb/s in IEEE multipath.channel'with SOHz Doppler frequency........ 104
Figure 3-33: PER of 54Mb/s in IEEE multipath channel with 50Hz Doppler frequency...... 104

Figure 3-34: 6Mb/s PER of the proposediWAPET ..o 105
Figure 3-35: 54Mb/s PER of the proposed WAPET ... oo 106
Figure 3-36: PER of perfect synchronization in AWGN channel ............c.ccooovveiiiiiniiennnnn. 108
Figure 3-37: PER of the proposed design in AWGN channel............c.ccccoveeeiiiiiiniiiieniens 108
Figure 3-38: PER of perfect synchronization in multipath channel..............c...ccceeviiienen. 110
Figure 3-39: PER of the proposed design in multipath channel .............cc.ccccoveieiiiiniinennen, 111
Figure 3-40: SNR loss for 10% PER of OFDM-based WLAN system ..........ccccecceevieennnnne 112
Figure 4-1: Preamble structure of OFDM-based UWB system .........c.ccccceeveviieriieinieeeniens 116
Figure 4-2: Data flow of synchronization for OFDM-based UWB system .............c.cceuuuee. 117
Figure 4-3: Auto-correlation power used for packer detection in UWB system.................... 118
Figure 4-4: Auto-correlation phase used for CFO estimation in UWB system ..................... 118
Figure 4-5: Received signal power used for band detection ............cccoveeviveeeiieeniieenieeene. 119
Figure 4-6: Sum of two continuous auto-correlation results for PTD of UWB system......... 120

Figure 4-7: Normalized auto-correlation power in (a) better channel and (b) worse channel 122

-XI1I-



LIST OF FIGURES

Figure 4-8: Matched-filter power in (a) better channel and (b) worse channel ..................... 125

Figure 4-9: Example of estimated CFR and true CFR with 5Sns RMS and 10dB SNR in

S28MHZ UWDB SYSLEIM ....euiiiieiieiieeiieit ettt ettt eite sttt esteestesseesaeesseeseenseeneesneenseennens 128
Figure 4-10: Example of detected phase error in 528MHz UWB system ..........cccccecvveennnnne 129
Figure 4-11: Tracked phase error caused by (a) 1pm residual CFO and (b) 40ppm SCO during
OFDM SYMDBOIS ...utiieeiiiiectie ettt e e st e e st e e s aeeetaeeesaeeesaeessseeeesseeessseeennseeens 131
Figure 4-12: Block diagram of the general channel equalizer ...........cccccoeveeviieencieeniieee. 132

Figure 4-13: Example of (a) constellation and (b) phase probability of the received QPSK
52811 070 TSRS 133

Figure 4-14: Block diagram of the proposed divider-and-multiplier-free channel equalizer 134

Figure 4-15: FER with different o values of the proposed auto-correlation and matched filter

................................................................................................................................................ 137
Figure 4-16: CFO RMSE with different o values of the proposed auto-correlation.............. 138
Figure 4-17: PER of 120Mb/s with different'@'values of the proposed design..................... 139
Figure 4-18: PER of 480Mb/s with diffesent,® values of:the proposed design..................... 139
Figure 4-19: PER of 480Mb/s with different @ values of the proposed design..................... 141
Figure 4-20: FER with different threshold of PTDrifi the multipath channel ........................ 141
Figure 4-21: PER with different threshold of PTD in 120Mb/s data rate...........cccccccvveennnennns 143
Figure 4-22: CE MSE of the proposed channel equalizer............ccccoeevveeviieecieencieeeee e, 144
Figure 4-23: PER of proposed channel equalizer in 480Mb/s for MB-OFDM ..................... 144
Figure 4-24: PER of LDPC-COFDM-Based UWB system in AWGN channel..................... 146
Figure 4-25: PER of LDPC-COFDM-Based UWB system in multipath channel.................. 147

Figure 4-26: SNR loss for 8% PER of OFDM-based WLAN system in AWGN channel..... 149

Figure 4-27: PER vs. transmission distances of LDPC-COFDM system...........cccccecveeenennne 150
Figure 4-28: PER of MB-OFDM-Based UWB system in AWGN channel ..............c............ 152
Figure 4-29: PER of MB-OFDM-Based UWB system in CM multipath channel................. 153
Figure 4-30 (a): PER vs. transmission distance of 200Mb/s and 480Mb/s..........c.ccceveeenneee. 155
Figure 4-30 (b): PER vs. transmission distance of 110MDb/S........c.ccccvveeeiiieniieeniieeeiee e 155
Figure 5-1: 54Mb/s PER with different ADC/DAC wordlength in AWGN channel ............. 158
Figure 5-2: 54Mb/s PER with different ADC/DAC wordlength in multipath channel.......... 159

-X1II-



LIST OF FIGURES

Figure 5-3: Block diagram of the proposed fixed-point WLAN baseband system................ 161
Figure 5-4: PER of fixed-point WLAN design in AWGN channel.............cccccooeiieiiiinnnens 162
Figure 5-5: PER of fixed-point WLAN design in multipath channel with RMS=50ns......... 163

Figure 5-6: Architecture of the auto-corrugators for OFDM-based WLAN system.............. 167
Figure 5-7 Design of high-power signal selector and gate...........cccceeevveeeieeecieeniieeeiee e, 167
Figure 5-8: Signal behavior of the auto-correlators ...........ccocevveeiiieeiiiecieeee e 168
Figure 5-9: Architecture of the matched filters for OFDM-based WLAN system ................ 169
Figure 5-10: Architecture of the proposed channel equalizer ...........cccceevvveeiiiienciieccieeee. 170
Figure 5-11: Architecture of the proposed WAPET ........ccoooiiieiiiiiieeeeeeeee e 171
Figure 5-12: System architecture of the proposed IEEE 802.11a baseband processor .......... 177
Figure 5-13: Chip microphoto of OFDM-based WLAN baseband processor ....................... 177

Figure 5-14: Percentages of hardware complexity of OFDM transceiver for WLAN system

Figure 5-15: 480Mb/s PER with different wordlength setting for LDPC-COFDM system .. 182
Figure 5-16: 480Mb/s PER with different wordlength setting for MB-OFDM system......... 182

Figure 5-17: Block diagram of the fixed-pomt baseband design for UWB system............... 184
Figure 5-18: PER of fixed-point LDPC-COFDM-based UWB system.............cccceeveennennee. 184
Figure 5-19: PER of fixed-point MB-OFDM-based UWB system..........c..ccccceerveeenveennnnn. 185

Figure 5-20: PER vs. transmission distances of fixed-point LDPC-COFDM-based UWB

Figure 5-22: Architecture of auto-correlators for 528MS/s OFDM-based UWB systems .... 191
Figure 5-23: Architecture of matched filters for 528MS/s OFDM-based UWB systems...... 193

Figure 5-24: Example of signal in the three kinds of the matched filter..............ccccoeeveenne. 194
Figure 5-25: Architectures of the channel equalizers for UWB system...........cccccceevveennenn. 196
Figure 5-26: Architecture of the logarithm-based arc-tangent design...........c.cccceveeeeieeennennns 198

Figure 5-27: System architecture of the proposed baseband processor for OFDM-based UWB
] 1211 PSPPSR 205

Figure 5-28: Chip microphoto of the proposed LDPC-COFDM-based UWB baseband

-XIV-



LIST OF FIGURES

PTOCESSOT .ttt euetieeeeeuiteeeeestteeeeaataeeeesseeaeesassteeeaassseeesassaeeesanssaeesanssseaeeansseeesnnssaeesannsseeesnnnsneens 206

Figure 5-29: Percentage of gate-count and receiver power of the OFDM transceiver for

LDPC-COFDM-based UWB .......cccoiiiiieiiiiieieeeste ettt 209
Figure 5-30: Stages of clock buffers of OFDM transceiver...........cccoovveveiieeriieenieeeniee e 210
Figure 5-31: Chip microphoto of MB-OFDM OFDM transceiver ..........cccceeevveerveeenveeennennn 212
Figure 5-32: Power percentage of MB-OFDM UWB baseband transceiver ..............c.c........ 213
Figure A-1: Power spectrum mask of IEEE 802.11a WLAN system ........cccccceevevveeeieeennnennns 228
Figure A-3: Band location of IEEE 802.15.3a OFDM-based UWB system.............c.cccu.... 230
Figure A-4: An example of MB hopping of MB-OFDM-based UWB system...................... 230
Figure A-5: An example of jamming happening in UWB bands ...........cccccoeevveviiiieiiinennen, 231
Figure A-6: An example of received OFDM symbols with jamming............cccceeevvverveennnenn. 232
Figure A-7: The transmitted OFDM signal with cyclic prefiX........coovvveveieieiiiinciieceeeen 232
Figure A-8: The transmitted OFDM signal with zero pad ..........ccceeveiieiiiieciieccieeeee e 233

-XV-



LIST OF TABLES

LIST OF TABLES PAGE

Table 2-1: Data rate parameters for IEEE 802.11a WLAN SyStem.........cccceveevverienienenniennne 12
Table 2-2: OFDM signal parameters for IEEE 802.11a WLAN System........ccccevcveveevieniennenne 13
Table 2-3: Central frequencies of RF carriers for IEEE 802.11a WLAN system................... 13
Table 2-4: Required SNR for 10% PER of IEEE 802.11a SyStem .........ccceevuerienieenienieniennnene 16
Table 2-5: CFO and SCO specification of IEEE 802.11a SyStem ..........cccceevuerieneenienieniennene 16
Table 2-6: Power consumption of PHY layer of IEEE 802.15.3a system..........cccccceevvvenerennne. 20
Table 2-7: Data rate parameters of MB-OFDM-based UWB system .........c.cccceevvenieneriennene 22
Table 2-8: OFDM signal parameters of MB-OFDM-based UWB system............ccccceeeuennene. 23
Table 2-9: Performance requirement of MB-OFDM-based UWB system............cccccevvenuenene. 24
Table 2-10: Main parameter of LDPC-COFDM-based UWB system ..........cccceveevierieniennnene. 27
Table 2-11: Data rate parameter of LDPC-COEDM-based UWB system ...........ccccceeeeuennnene. 27
Table 2-12: Required Eb/NO for 8% PER of MB=OFDM-based UWB system...........c........... 29
Table 2-13: Characteristic of Multipath channel for 54Mb/s WLAN and 480Mb/s UWB

) £11S) 14 1O PPORUPUPRRR S ISPPNE o0 o S SO OO 33
Table 2-14: Specification of carrier pRASE NOISE .......ctuterueieriierieeiieeie ettt see e 47
Table 3-1: Hardware complexity of CE and EQ designs .........ccceevvevieneriieniinenienicneeienne 78
Table 3-2: Summary of SNR loss variation of the proposed design ..........ccceevveecivenieennenne. 107
Table 3-3: SNR for 10% PER of OFDM-based WLAN system in AWGN channel.............. 109
Table 3-4: SNR for 10% PER of OFDM-based WLAN system in time-variant IEEE multipath
CRANMNEL ...ttt ettt ettt sb ettt st e bttt as 112
Table 4-1: Summary of SNR loss variation of the proposed design ...........ccceeveecuienirenennne. 145
Table 4-2: SNR for 8% PER of LDPC-COFDM System in AWGN channel......................... 147
Table 4-3: SNR for 8% PER of LDPC-COFDM System in multipath channel..................... 148
Table 4-4: Transmission distance for 8% PER of LDPC-COFDM System..........c..ccccceuee... 151
Table 4-5: SNR for 8% PER of MB-OFDM-Based UWB system in AWGN channel.......... 152
Table 4-6: SNR for 8% PER of MB-OFDM-Based UWB system in CM channels............... 153
Table 4-7: Transmission distance (meters) for 8% PER of MB-OFDM System ................... 154
Table 5-1: SNR for 10% PER of 54Mb/s WLAN with different wordlengths ...................... 159

-XVI-



LIST OF TABLES

Table 5-2: Power consumption of DAC and ADC for WLAN system .........ccccceeevvveeveeennenn. 160
Table 5-3: PAPR of the proposed fixed-point design for WLAN system ..........cccceevveeennenn. 161
Table 5-4: SNR for 10% PER of fixed-point WLAN design in AWGN channel................... 163
Table 5-5: SNR for 10% PER of fixed-point WLAN design with RMS=50ns...................... 164
Table 5-6: SNR for 10% PER of fixed-point WLAN processors in AWGN channel............. 165
Table 5-7: Coefticient index of the matched filter for OFDM-based WLAN system............ 170
Table 5-8: Design complexity of the baseband receiver in each packet for OFDM-based
WLAN SYSTEIM ..eeiiiuiiiieeeeiiiie et ee ettt e e ettt e e e ettt e e et eeeesabaeeeesssbeeeeeansseeesennsaeeesansaeaeennseeens 174
Table 5-9: Hardware cost of CE and EQ designs........c.cocovieeviiieiiieeiieeeeceee e 176
Table 5-10: Chip summary of OFDM-based WLAN baseband processor ............cccceeeneennne 178
Table 5-11: Hardware complexity of OFDM-based WLAN baseband processor.................. 178
Table 5-12: Comparison of baseband power consumption for OFDM-based WLAN system
................................................................................................................................................ 180
Table 5-13: SNR for 8% PER of 480Mb/s UWB with different wordlengths........................ 183
Table 5-14: SNR for 8%PER of fixed-point LDPC-COFDM-based UWB system............... 185
Table 5-15: SNR for 8% PER of fixed-point MB-OFDM-based UWB system .................... 186
Table 5-16: Transmission distances fot 8% PER of fixed-point LDPC-COFDM-based UWB
£ 121 H O U N TSRS 188
Table 5-17: Transmission distances for 8% PER of fixed-point MB-OFDM-based UWB

] 111 H PSPPSR 189
Table 5-18: PAPR of OFDM-based UWB SYStE€mS........ccceeeiiieriiiieniiieeeiieeereeeeieeeveeeieee e 189

Table 5-19: Design complexity of a baseband receiver in each packet for OFDM-based UWB

Table 5-20: Hardware complexity of the proposed synchronizer and general 4-parallelism

2816 1100) 11 V/<) oSS PRRUPSRPR 202

Table 5-21: Hardware complexity of the proposed divider-and-multiplier-free channel

equalizer and the general divider-based channel equalizer with 4-parallelism...................... 203

Table 5-21-2: Complexity of the proposed design, magnitude-and-phase-based design, and
divider-and-multiplier-based deSiZN.........cc.eeeiiiiiiiiieiiieeiee e 204

Table 5-22: Chip summary of the proposed LDPC-COFDM-based UWB baseband processor

-XVII-



LIST OF TABLES

Table 5-23: Hardware complexity of the LDPC-COFDM baseband chip...........cccceeuveeneen. 207
Table 5-24: Finite stage machine of the proposed multi-stage gated-clock control............... 210
Table 5-25: Chip summary of MB-OFDM OFDM transceiver ..........cccceccveeeeveeeniveeenveesnnnenns 212
Table 6-1: Complexity reduction and SNR loss changing of the proposed design................ 217
Table 6-2: Chip performance and OFDM hardware compleXity .........cccoeveerireenieeenveeennenn. 217
Table A-1: Dominated parameters of OFDM-based WLAN System .........ccccceeevveeerveeennnenns 225
Table A-2: Key parameters of LDPC-COFDM-based UWB system..........ccccceeevvveeeieeennnennns 226
Table A-3: Key parameters of MB-OFDM-based UWB system ..........ccccceeveiieeniieenieennnnn. 226
Table A-4: Band location of IEEE 802.15.3a OFDM-based UWB system ............cccceeuuennee 229

-XVIII-



Ch1l. Introduction

Chapter 1:

Introduction

1-1 Thesis Motivation

Orthogonal frequency division multiplexing (OFDM) is widely applied in
high-speed wireless local area network (WLAN) such as IEEE 802.11a, Hiperlan/2,
and IEEE802.11g standards. The OFDM technique is also considered to provide
480Mb/s high-speed wireless transmission for the ultra-wide band (UWB) system [15,
16]. The OFDM technique brings high channel utilization to efficiently achieve high
data rate (480Mb/s for UWB) in adimited bandwidth (only 528MHz for UWB) and
provides the robustness to solve the wireless multipath channels (multi-tap Rayleigh
fading channel) and to enhance  system performance (low bit-error-rate and
packet-error-rate). However not only the transmission quality but also the power
consumption dominates the competitiveness of wireless products. The low-power
design can reduce the charging times and extend the lifetime of wireless portable
products such as WLAN cards or wireless USB devices. However with the OFDM
design the existing baseband processors consume high power as shown in Figure 1-1.
The baseband (BB) receiver power is equal to 35%~53% of whole physical-layer
(PHY) which comprises of baseband design, ADC/DAC, and analog RF transceiver.
Hence developing a low-power OFDM transceiver becomes the main concern for
low-power wireless transceiver. When the system migrates from 54Mb/s WLAN to

the 480Mb/s UWB system, the low-power concern becomes more important.
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Figure 1-1: Power of 54Mb/s WLAN designs

For keeping the quality of low design power, the power consumption of overall
PHY is suggested in multi-band OFDM (MB-OFDM)-based UWB proposals [15, 16].
Those are only 323mW and 236mW. in 0:13um and 90nm CMOS technologies. And
in the baseband design, high-patallelism architectures and high clock rates are needed
for at least 528Msamples/s throughput.rates-[1, 2, 5, 30, 41, 45]. With the increased
hardware complexity and clock rates,” the UWB baseband design power will grow

rapidly.

In reference [3], the OFDM modules occupy 83% gate-count and 55% power of
the WLAN baseband chip comprising OFDM transceiver and FEC codec. In the
OFDM transceiver, not only the noticed FFT/IFFT design, but also the synchronizer
and channel equalizer consume high power. The percentage of OFDM receiver power
is shown in Figure 1-2. As shown in Figure 1-2, the synchronizer (Sync.) and channel
equalizer combining a phase error tracking (PET) totally occupy 75% of gate-count
and 80% of OFDM power [3]. And in another existing OFDM transceiver, the channel

equalizer even occupies 62.6% gate count [43].
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Figure 1-2: Percentages of hardware complexity of OFDM transceiver for WLAN

system

Hence the power elimination and hardware reduction of synchronizer and
channel equalizer is focused in gur research topic..However the synchronizer which
detects the signal timing and catrier frequency offset (CFO) and the channel equalizer
which solves the multipath fading and compensates all remained error caused by CFO
and sampling clock offset (SCO) dominate ‘the system performance such as packet
error rate (PER) of WLAN and WPAN systems. Hence the challenge of low-power
synchronizer and channel equalizer is simultaneously to keep the system performance

and efficiently reduce the design power.

1-1-1 Motivation of Low-Complexity Synchronizer for WLAN System

In the WLAN system, the main performance requirement is to ask PER to be
lower than 10% to keep the transceiver quality. And the signal-to-noise ratio (SNR)
for 10% PER is highlighted as the performance summary [3, 18, 25]. In the baseband
system, the synchronizer detects the valid packet and correct symbol timing. It should

reduce the frame error rate (FER) as low as that not degrades the system PER. In
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IEEE 802.11a WLAN system, the minimum SNR values for 10% PER belong to
6Mb/s data rate mode [18, 25]. Therefore the FER must be less than the PER of
6Mb/s. In the general synchronization scheme [24, 27, 28, 29, 41], full signal of each
FFT symbol in the preamble are used therefore resulting great performance. The FER
of the general synchronization scheme and PER of existing baseband chips [3, 18, 25]
is shown in Figure 1-3. We can find the general synchronization makes FER greatly
lower than the PER curves. So the general synchronization is actually over design,
and the performance margin which is between the SNR for 10% FER and SNR for

10% is extended to 2.6dB by the general synchronization.

10
10"
—<— FER of general synchronization
—=— 6Mb/s PER of [3]
—2— BMb/s PER of [25]
—k— 6Mb/s PER of [18]
10— Target: FER or PER < 10% i i

-6 -4 0 2
SNR [dB]

Channel Condition: AWGN channel, CFO=40ppm+phase noise, SCO=40ppm

Figure 1-3: FER and PER of existing approaches for OFDM-based WLAN system

For reducing the synchronizer complexity and keeping system performance, we
propose a low-complexity synchronizer with high-power-signal-used (HPSU)
auto-correlator and high-power-coefficient-used (HPCU) matched filter. In the
synchronizer, the kernel is the auto-correlator and matched filter (i.e. cross-correlation)

which detect the peak power of signal correlation to find the correct timing [13, 27,

4
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31]. The main computation of auto-correlator and matched filter is shown in Figure

1-4.

1st FFT symbol 2nd FFT symbol
A A

S1|S2|S3|0O00 |s64|S65|S66|S67|O00 |S128

Auto-correlation output

Full FFT symbol

S1 000 S64

Required?

Matched filter output

Figure 1-4: Computation of the general auto-correlation and matched filter

As shown in Figure 1-4, there are several complex multiplications for each
circuit result. And the multiplications and registers to store the multiplication inputs
dominate the synchronizer complexity [28]. But in the proposed synchronizer, only
partial signal of each FFT symbol is used therefore reducing multiplications and the
registers size. For achieving the nice trade-off between high system performance and
low design complexity, the amount of the partial signal is decided according to system
simulation results. The proposed synchronization scheme can reduce 74%
multiplications of a general synchronizer. And the additional SNR loss for 10% PER

can be limited in 0.1dB (54Mb/s) ~ 1.3dB (6Mb/s).
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1-1-2 Motivation of Low-Complexity Channel Equalizer for WLAN

System

In OFDM system the accurate channel estimation (CE) with Least Square (LS)
equalization (EQ) are widely discussed by existing publications for high performance
[27, 52]. However the LS EQ limits the performance of accurate CE, and hence we
employ a low-complexity frequency-domain minimum mean-square-error
(FD-MMSE) EQ to release the performance bound limited by LS EQ. Based on
comparison of simulation performance and design complexity we can find the
employed FD-MMSE EQ can achieve better performance improvement with lower
design complexity than existing accurate CE approaches. Otherwise in WLAN system,
50Hz of Doppler frequency is assumed,for Skm/hr human mobility. Therefore the
channel variance is resulted by the /Doppler eéffect. The time-variant channel
frequency response (CFR) is shown in Figure 1-5. The channel magnitude varies 5dB
magnitude during 1.2ms, equal-to a packetlength of 6Mb/s rate. In this case the
channel tracking (CT) is needed to énhance “‘Cchannel estimation (CE) accuracy and

reduce system PER.
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Channel Condition: RMS delay = 50ns, Doppler frequency = 50Hz

Figure 1-5: Time-variant channel frequency response for WLAN system.
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In the existing silicon-proven approach, a CT enhances CE mean-square error
(MSE) by 2.5dB ~ 3dB with 18 parallel complex multipliers [24]. For achieving
higher performance and lower hardware cost, we propose a decision-directed channel
tracking (DDCT) scheme. It can efficiently reduce channel error and track channel
variance from the error vectors of de-mapping error. The proposed DDCT can
enhance CE MSE by 6dB~27dB with only two complex multipliers. And for system
PER performance it can reduce 0.9 ~ 1.5dB SNR for 10% PER. The required

gate-count is only 60% of the existing WLAN approach [24, 43].

1-1-3 Motivation of Low-Complexity. Synchronizer for UWB System

Similar to that in WLAN system, the| general synchronizer is also over design in
the UWB system. Both the large performance marginiin FER and the high tolerance to
CFO motivate the low-powet synchronizer +design. The FER of general
synchronization scheme and PER of our developed low-density parity-check
(LDPC)-COFDM system is shown in Figure 1-6. The performance margin between
SNR for 8% FER and SNR for typical 8% PER is increased to 6.2dB by the general
synchronization scheme. And the large performance margin can allow the complexity
reduction of a synchronizer. Besides, in UWB system the tolerance of CFO estimation
error can be larger than that in WLAN system. The SNR loss for typical 8% PER
versus CFO estimation error is shown in Figure 1-7. Since the subcarrier spacing of
UWB (4.125MHz) is equal to 13.6 times of that of WLAN (312.5KHz), the tolerance
to inter-carrier interference (ICI) which is caused by CFO can be naturally higher in
UWRB systems. And the PER of UWB system is less sensitive to CFO estimation error.

We can find for the same 1dB SNR loss the tolerant CFO estimation error are 0.4ppm
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for WLAN system and Sppm for UWB system. This high tolerance also allows the

complexity reduction of a synchronizer.

10"
10"
10° 4. S —
—=— FER of the general synchronization for UWB system 1
—< 120Mb/s PER of the LDPC-COFDM system [1] ]
—7— 240Nb/s PER of the LDPC-COFDM system |
—=— 480Mb/s PER of the LDPC-COFDM system 1
10-3 —— Target: FER or PER <8%
-5 0 5 10
SNR [dB]

Channel Condition: AWGN channel, CFO=40ppm+phase noise, SCO=40ppm

Figure 1-6: FER and PER of LDPC-COFDM-based UWB system

-~ 480Mb/s UWB system in 10.6GHz RF
. lﬁ .| = 54Mb/s IEEE 802.11a system in 5.8GHz RF

SNR loss for 8% PER [dB]

2 4 5 6 8 10
CFO estimation error [ppm]

Figure 1-7: FER and PER of LDPC-COFDM-based UWB system

In the UWB system parallel architecture is generally used for achieving high

throughput rates with low clock rates [30, 41]. However the parallel architecture

8
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increases the power consumption and hardware cost. For achieving high-performance
and low-hardware complexity, we propose a sub-sampling-based auto-correlator and
moving-average-free matched filter. The proposed design not only reduces the
computation of synchronizer but also reduces the hardware cost of the parallel
architecture. The proposed synchronizer can reduce 75% complex multiplications of
the general approach. It only needs 38% gate count and 43% power of a general
528MS/s 4-parallelism synchronizer in 0.18um CMOS process. It reduces equivalent
27% power of the whole OFDM transceiver with <0.2dB additional SNR loss for 8%

PER.

1-1-4 Motivation of Low-Complexity Channel Equalizer for UWB

System

With DDCT, the proposed-channel equalizet.occupies 50% gate count and 58%
power of our OFDM-based WLAN. transceiver [3]. And the complex divider and
complex multipliers occupy total" 90%.power of the equalizer. When the system
migrates to UWB, the packet length is less than 1/10 and the channel variance within
one packet is also smaller. And DDCT is not required. However the complex divider
and complex multipliers still occupy 60% equalizer power. For QPSK-OFDM-based
UWB system [1, 15, 16], we propose a divider-and-multiplier-free channel equalizer.
It wuses addition/subtraction of symbol phases instead of complex
multiplication/division of symbols. The proposed equalizer scheme only needs 52%
gate count and 48% power of a divider-and-multiplier-based equalizer in 0.18um
CMOS process. It reduces equivalent 33% power of the OFDM transceiver with

0.3dB additional SNR loss for 8% PER.
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1-2 Thesis Outline

In this thesis, the system specifications and simulation channel models for
OFDM-based WLAN system, proposed LDPC-COFDM-based UWB system, and
MB-OFDM-based UWB system are introduced in chapter 2. The proposed
low-complexity synchronizer, low-complexity channel equalizer, design performance
analysis, and system simulation results for OFDM-based WLAN system are
introduced in chapter 3. The proposed low-complexity synchronizer, low-complexity
channel equalizer, design performance analysis, and system simulation results for
OFDM-based UWB systems are introduced in chapter 4. The fixed-point simulation,
design architectures, hardware complexity and power analysis, and the baseband chip
designs for OFDM-based WIZAN, * LDPC-COFDM-based UWB, and
MB-OFDM-based UWB in 0.18pm and 0.13um €CMOS process are introduced in

chapter 5.

10
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Chapter 2:
OFDM Systems and Channel Model

In this chapter, the system specification of OFDM-based WLAN and UWB
systems will be introduced. The introduced systems comprise IEEE 802.11a WLAN
system, multi-band OFDM (MB-OFDM)-based UWB system considered for IEEE
802.15.3a standard institution [15, 16], and the proposed low density parity check
(LDPC)-COFDM-based UWB system [1]. And the system parameters, signal format,
and system block diagram will be briefly shown. After the introduction of
specifications, the practical channel model of wireless systems will be introduced.
The introduced important non-ideal impacts. comprises multipath fading channel,
Doppler effect, carrier frequency offset (CFQ), carrier phase noise (CPN), sampling
clock offset (SCO), RF filtering; and AWGN:7The channel parameters for WLAN and

UWRB systems and the signal distortionjcaused by these impacts will be also shown.

2-1 OFDM-Based WLAN System

IEEE 802.11a standard was instituted in December 1999. It is the earliest IEEE
WLAN system using OFDM technique for 54Mb/s data rate and 0~100 meter
wireless communication. OFDM technique, which separates transmitted signal into
several subcarriers, can be robust to overcome the serial inter-symbol interference (ISI)
distortion from the complex channels during high data rates and long distances
transmission environment. Hence it has been a popular solution in high-speed or
broadcasting system such as WLAN, UWB, DVB applications. IEEE 802.11a system

provides maximum 54Mb/s data rare with 20MHz signal bandwidth locating in

11
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5.15~5.825GHz RF band. The main parameters: system data rates, OFDM signal

duration, and RF bands for IEEE 802.11a are listed in Table 2-1~Table 2-3.

Table 2-1: Data rate parameters for IEEE 802.11a WLAN system

Coded bits Data bits
Signal
Data rate Coding rate per per OFDM
bandwidth | Constellation
(Mb/s) (R) subcarrier symbol
(MHz)
(Ncapc) (Npgps)
6 BPSK 1/2 1 24
9 BPSK 3/4 1 36
12 QPSK 1/2 2 48
18 QPSK 3/4 2 72
20
24 16-QAM 172 4 96
36 6-QAM 3/4 4 144
48 64-QAM 2/3 6 192
54 64-QAM 3/4 6 216

As listed in Table 2-1, the data rates from 6Mb/s ~ 54Mb/s are generated with
BPSK, QPSK, 16-QAM, and 64-QAM of constellation and 1/2 ~ 3/4 of FEC coding
in the 20MHz-bandwidth WLAN system. As listed in Table 2-2, the 64-point fast
Fourier transformation (FFT)-based OFDM technique is used for baseband
modulation. The OFDM symbol period is 4.0us. It consists of FFT symbol (3.2ps)
and guard-interval (0.8us). The 0.8us guard-interval (GI) is used for solving the

possible IST in 0~100 meters of transmission distance.

12
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Table 2-2: OFDM signal parameters for IEEE 802.11a WLAN system

Parameter Value
FFT size (N) 64-point
FFT symbol duration (Tgpr) 3.2us
Guard-interval duration (Tgy) 0.8us
OFDM symbol period (Torpm) 4.0us
Data subcarriers per OFDM symbol 48
Pilot subcarriers per OFDM symbol 4
Total baseband bandwidth 20MHz
Subcarrier spacing 312.5KHz
Used baseband bandwidth 16.5625MHz

Table 2-3: Central frequencies of RF carriers for IEEE 802.11a WLAN system

Band Carrier Frequency (MHz)

Lower and Middle U-NII Band | 5180, 5200, 5220, 5240, 5260, 5280, 5300, 5320

Higher U-NII Band 5745, 5765, 5785, 5805

As listed in Table 2-2, in each OFDM symbol, the number of data subcarriers
(Nsp) is 48. That means 48 constellation-mapped symbols are transmitted during
4.0ps OFDM symbol. Besides, there are 4 pilot subcarriers in each OFDM symbol.
The pilot subcarriers can be used by error-tracking designs of the baseband
synchronization of the receiver. As listed in Table 2-3, in the lower and middle U-NII

band, there are 8 RF carriers from 5180MHz to 5320MHz used for IEEE 802.11a
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standard. In the higher U-NII band, there are 4 carriers from 5745MHz to 5805MHz.
And each space between two neighbor carriers is 20MHz. According to Table 2-1 and
Table 2-2, we can find the data rates are related to signal bandwidth, used data
subcarrier number, constellation methods, and FEC coding rate. The data rate

calculation of OFDM-based system is discussed in Appendix A-1.

IEEE 802.11a system is using packet-based burst transmission. The packet-based
signal format is shown in Figure 2-1. The packet mainly consists of the preamble, the
header, and the data OFDM symbols. The preamble and header can efficiently assist
the baseband receiver to correctly recover the following data OFDM symbols. The
preamble which consists of short and long symbols can be used for automatic gain
control (AGC), synchronization, and' channelsestimation. The header contains the
important system parameters such as data:rate and data length. The system parameters
can assist the receiver to correctly demodulate the received signal. The data OFDM
symbols including the transmitted data consists 0f several OFDM symbols. In IEEE

802.11a system, the typical transmitted data amount is 1000 bytes.

10 Short symbols and 1 OFDM 38 OFDM symbols @
2 Long symbols symbol 54Mb/s and 1000 data bytes
[ Preamble IHeaderI Data OFDM symbols ]
16us 4ps 152ps
@ 6Mb/s @ 54Mb/s

Figure 2-1: Packet format of IEEE 802.11a system

When the data rate is 54Mb/s, the Nppps is equal to 216 as listed in Table 2-1. So,
there are 38 OFDM symbols needed to transmit the 1000 data bytes

(ceil(8000/216)=38). And the length of data OFDM symbols is 38x4 = 152us. The
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data OFDM symbol format is shown in Figure 2-2. It consists of 3.2us FFT symbol
and 0.8us guard interval. The guard interval is the cyclic prefix of FFT symbol. It’s
used to handle the ISI mainly caused by multipath fading channel and assists to the

signal behavior of frequency-domain channel equalizer of the receiver.

Guard FFT symbol
interval
0.8us 3.2us
a Pl a P
4.0 us
<¢ a P>

OFDM symbol period

Figure 2-2: Data OFDM symbol format of IEEE 802.11a system

In the system performance, the standard requirement for IEEE 802.11a is the
packet error rate (PER) should be lower than 10%. And the typical transmit data
amount per packet is 1000 data bytes. The maximum SNR value to achieve 10% PER
is listed in Table 2-4 [18, 25]. That means that the SNR to achieve 10% PER can not
exceed the constraints. The specification of CFO and SCO effects of IEEE 802.11a
system is listed in Table 2-5. The £20ppm CFO of RF frequency from 5180MHz to
5805MHz listed in Table 2-3 will be equal to £116.1KHz. The £20ppm SCO will
cause the time-domain signal drift and frequency-domain signal rotated. Hence the
time-domain synchronization and frequency-domain phase error tracking (PET) is
needed in OFDM system [9, 10, 11, 12, 13, 14]. The other system requirement: power

spectrum density is discussed in Appendix A-2.
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Table 2-4: Required SNR for 10% PER of IEEE 802.11a system

Data Rate (Mb/s) SNR for 10% PER (dB)
6 9.7
9 10.7
12 12.7
18 14.7
24 17.7
36 21.7
48 25.7
54 26.7

Table 2-5: CFO and-SCO specification of IEEE 802.11a system

Effect Range
Carrier Frequency Offset (CFO) +20ppm
Sampling Frequency Offset (SCO) +20ppm

The block diagram of the WLAN system is shown in Figure 2-3. The media
access control (MAC) which links to software part is used to allocate channel bands
and control the transmission and receiving commends. The baseband design is used to
develop the correct signal format and solve the channel effects. And it links to RF
with digital-to-analog converter (DAC) and analog-to-digital converter (ADC). The
RF is used to up-convert and down-convert the signal between 20MHz baseband and

5180MHz~5805MHz passband. It also amplifies and filters the signal to satisfy the
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system requirement.

Digital Analog

Transmitted modulated modulated Antenqa
data signal signal N .
P — N
Software MAC Baseband DAC RF \
(PC) i /
Wireless
ettt ettt h et ettt et b et et e a et et be et et e be b et ese st et e e sbe st et enetene) Channel
T PR A ntenna )
Demodulated  received  received P
: data signal signal T
P ¢ ¢ ¢
Softwarg MAC Baseband ADC RF
(PC)
et e ettt ettt et e e ettt e et et et e st sase st senenenan® “ Receiver

Figure 2-3: Block:diagram of IEEE 802.11a WLAN system

For the system requests to baseband design, the baseband design comprises the
complete transmitter including FEC encoder and QAM-OFDM modulator and the
receiver including the synchronization, QAM-OFDM demodulator, and FEC decoder.
The block diagram of IEEE 802.11a baseband system is shown in Figure 2-4. As
shown in Figure 2-4, the transmitter consists of the FEC encoder, QAM mapping,
IFFT, guard-interval insertion, preamble insertion, shaping filter, and peak-to-average
power ratio (PAPR) clipping. They are used to satisfy the system specification
containing data rates, signal format, and power spectrum mask. The peak-to-average
power ratio (PAPR) injuring the linearity of RF power amplifier (PA) is also

suppressed by the clipping design.
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Transmitter
Datain — FEC QAM IFET intuea::/a_l Preamble Shaping PAPR I—
encoder | mapping . 3 Insertion filter clipping Q

Channel model

VGA AWGN CFO Multipath Timing-drift
9 model model channel channel model
Receiver

|: o ]: iamp:mg | | : uard-
—> Timing Frequency .
FFT
AGC . phase Sync. interval
—» Channel er?gf QAM De- Viterbi De- Data out
— Estimation . demapping interleaver decoder scrambler

Figure 2-4: Block diagram of IEEE 802.11a baseband system

And then the data is sent té ;:he chaﬁnel model The channel model consists of
timing-drift model, multipath c.hannel rrmde—l—AWGN model, CFO model, and VGA
model. They are used to simulate the RF and vy1reless channel effects. We can find the
non-ideal impacts containing SCO, multipath fading, CFO, RF thermal noise, and the
variant gain amplification (VGA) effect of the RF receiver. And then the channel
signal is sent to the baseband receiver. The baseband receiver is used to estimate and
then compensate the RF and channel effects. And then the data can be demodulated
and then sent to the MAC. In the initial, the AGC is used to correct the RF VGA gain.
It makes the swing level of RF output signal match to the ADC range. And then the
timing synchronization, sampling phase control, and frequency synchronization are
used to detect the packets distorted by channel effects, and to solve the SCO and CFO
distortion. After synchronization, the most channel effect of received signal can be
eliminated. And then the data is sent to from FFT to de-scrambler to finish the

demodulation. Based on the baseband blocks, the data modulation and demodulation
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of IEEE 802.11a baseband system can be correctly finished.

2-2 MB-OFDM-Based UWB System

UWRB system is promoted by industry from 2002. It provides 480Mb/s high data
rate in 528MHz wide bandwidth and 0~10 meter transmission distance. The
high-speed UWB system is instituted by IEEE 802.15.3a working group. In the
standard institution, there are two techniques considered for 480 Mb/s high-speed
UWB systems. The first one is direct sequence (DS)-UWB system. This system is
promoted by Motorola and Freescaler. Its advantage is using direct sequence spread
spectrum (DSSS) technique to solve the large jamming power which causes -8dB
signal-to-interference ratio (SIR) from a satellite [15]. And the DS-UWB system has
the feature of low design complexity. S0 it’s.a nice choose to reduce the time to
market. And the industry has developed many ripe-DS-UWB systems and relative
products. The second main choice of- UWB-system 1s multi-band (MB)-OFDM UWB
system. It’s promoted by MB-OFDM alliance (MBOA) mainly consists of Intel, TI,
and many wireless IC  manufacturer.  This system  consists  of
timing-frequency-interleaved (TFI) RF hopping and OFDM technique. From
OFDM-based WLAN system such as IEEE 802.11a and ETSI HipterLAN/2, OFDM
is widely used to solve the complex multipath fading problem for high performance
and high speed transmission. In UWB system it’s used to solve the multipath fading
with 0~15ns RMS delay spread in 528MHz wide bandwidth. It can also solve the
large jamming with MB technique. Different from DS-UWB, the challenge of OFDM
circuit is the low-power problem. So low-power is the main concern of OFDM-based
UWB system. The predicted power of PHY layer in 130nm and 90nm CMOS process

is listed in Table 2-6. As listed in Table 2-6, the power of 480Mb/s is 236mW and
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323mW in 90nm and 0.13um CMOS process. That will be only 23%~32% of the
54Mb/s WLAN design in 0.25um CMOS process [23, 44]. Since the power may be
increased with data rates and signal bandwidth, the low-power design becomes the

main concern of OFDM-based UWB system.

Table 2-6: Power consumption of PHY layer of IEEE 802.15.3a system

CCA Power Save
Data Rate
Process Transmit Receive (Signal (Deep Sleep
(Mb/s)
Detect) Mode)
110 93 mW 155 mW 94 mW 15 W
90 nm 200 93 mW 169 mW 94 mW 5 W
480 145 mW 236 mW 94 mW 15 W
110 117 mW 205 mW 117 mW 18 W
130 nm 200 7. mW 227 mW 117 mW 18 W
480 180 mW 323 mW 117 mW 18 W

Different from OFDM-based WLAN system, MB-OFDM system uses MB
hopping technique and the spreading method to solve large jamming of from the
satellite. The block diagram of baseband and RF design with MB control signal is
shown in Figure 2-5. The baseband transmitter should feedforward control the Band
ID of RF transmitter. And the synchronization of baseband receiver should detect the
band boundary and feedback control the band control signal feedback to RF receiver
design. Based on the accurate band detection, the correct baseband signal can be sent.

And IEEE 802.15.3a working group defined 5 band groups for MB hopping. The RF
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band allocation, baseband spreading scheme, and overcoming jamming technique of

MB-OFDM system is supplemented in Appendix A-3.
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7 DAC ¥ LPF BPF
Baseband
Transmitter ool
Band ID oscillator]
RF Transmitter
-1 ADC " LPF BPF
Baseband
Receiver ool
Band ID oscillator
RF Receiver

<

Figure 2-5: Block diagram of baseband.and-RE for MB-OFDM-based UWB system

The data rate parameters and OFDM signal parameters are listed in Table 2-7 and

Table 2-8. With fixed QPSK constellation and 1/3 ~ 3/4 FEC coding rate, 53.3 ~

480Mb/s data rates can be provided in the 528MHz-bandwidth UWB system. As

listed in Table 2-8, the OFDM symbol duration is 312.5ns and the number of used

data subcarriers of each OFDM symbol is 100. The derivation of system parameters is

also discussed in Appendix A-1.
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Table 2-7: Data rate parameters of MB-OFDM-based UWB system

Signal FEC Spreading
Data rate
bandwidth Constellation Coding rate factor
(Mb/s)
(MH?2) (R) (S)
533 QPSK 1/3 4
80 QPSK 172 4
110 QPSK 11/32 2
160 QPSK 172 2
528
200 QPSK 5/8 2
320 QPSK 172 1
400 QPSK 5/8 1
480 QPSK 3/4 1

The packet format of MB-OFDM system 1s shown in Figure 2-6. As shown in
Figure 2-6, the preamble consists of 30 OFDM symbols used for AGC,
synchronization, and channel estimation. And the Header includes 200 bits of
baseband parameter and MAC control signal. The packet all consists of OFDM
symbols. The OFDM symbol format is shown in Figure 2-7. As shown in Figure 2-7,
the OFDM symbol consists of the FFT symbol and zero pad (ZP). Similar to the guard
interval of IEEE 802.11a system, the pre-ZP is used to increase the distance between
two FFT symbols to decrease the ISI distortion. And the post-ZP is used for RF
hopping after transmitting the FFT symbol. However the guard-interval should be the
cyclic prefix in the OFDM system. The detailed scheme to make ZP become cyclic

prefix is supplemented in Appendix A-4.
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Table 2-8: OFDM signal parameters of MB-OFDM-based UWB system

Parameter Value
FFT symbol duration 242.42ns
Zero pad duration 70.08ns
OFDM symbol period 312.5ns
Data subcarriers per OFDM symbol 100
Pilot subcarriers per OFDM symbol 12
Subcarrier spacing 4.125MHz
Total baseband bandwidth 528MHz
Used baseband bandwidth 466.125MHz

12 OFDM

30 OFDM symbols  symbols

60 OFDM symbols @
480Mb/s and 1024 data bytes

[ Preamble IHeaderI Data OFDM symbols ]
9.375us 3.75us 18.75ps
@ 53.3Mb/s @ 480Mb/s

Figure 2-6: Packet format of MB-OFDM-based UWB system

Pre-ZP FFT symbol Post-ZP
< 60.6ns‘1 242.4ns 1.9.9ns
~ 312.5ns -

Figure 2-7: OFDM symbol format of MB-OFDM-based UWB system
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According the specification of MB-OFDM system [16], the Eb/NO constraint and

required transmission distance for 8% PER is listed in Table 2-9. And the equivalent

SNR values are also listed.

Table 2-9: Performance requirement of MB-OFDM-based UWB system

Transmission Eb/NO SNR for 8%
Data Rate
distance for 8% PER PER
(Mb/s)

(meters) (dB) (dB)
110 10 12.9 7.1
200 4 18.3 15.1
480 2 20.5 21.1

As listed in Table 2-9, the minimum ‘transmission distance of 110Mb/s ~

480Mb/s main data rates are 10+meters, 4 meters, and 2 meters. It’s found the

transmission distance of higher data rate is shorter. That is because in a mode of lower

data rate, the spreading method is used so the data correctness is more robust to

channel noise. So the SNR to achieve 8% PER can be lower and the tolerated signal

power degradation caused by path loss can be higher. Hence the modes of lower data

can achieve higher transmission distances. In the specification of CFO and SCO, the

parameters are the same as OFDM-based WLAN system. The tolerated CFO and SCO

are also +20ppm. To satisfy the MB-OFDM-based specification, the developed block

diagram is shown in Figure 2-8.
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Figure 2-8: Block diagram of MB-OFDM baseband system

The difference in the baseband designs between MB-OFDM system and
OFDM-based WLAN system is*.the-~-MB-OFDM system contains the
spreading/dispreading blocks, bandcontrel/detection blocks, and MB channel
equalization block. And the transmitter (TX) RF and receiver (RX) RF blocks are also
added to simulate the MB hopping effect. In the transmitter, the frequency-domain
spreading is used to spread the data subcarriers as the complex symmetric. And the
time-domain spreading is used to duplicate the transmitted signal. And when the
spreading is used the system is more robust to channel noise and jamming and the
data rate will be lower. In the end of baseband transmitter, the TX band control is used
to control the band ID and sent it to RF. And then the TX RF will up-convert the
transmitted signal to the pass band. In the receiver, the RX band detection is used to
detect the band ID with the received signal, AGC signal, and synchronization signal.
Since the RX band detection can detect the correct band ID of the received signal, the

received signal can be correctly down-converted in the RX RF block. In the frequency
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domain, since the channel frequency response of different bands will be different, the
MB channel equalization needs to estimate all the channel frequency response. The
MB channel equalization is used to first estimate the channel response of all used
bands and then compensates the received data. After the channel equalization, the
channel distortion can be just removed. And then the de-spreading can be just used to
recover the transmitted data through frequency-domain and time-domain spreading.
And then the data is sent through de-QPSK, FEC decoder, and de-scrambler. Finally it

will be sent back to MAC to finish the baseband data flow.

2-3 LDPC-COFDM-Based UWB System

Besides MB-OFDM system, there.are many different OFDM-based system for
high data rate and high performance UWB application. One of these systems is
LDPC-COFDM system. LDPC-COFDM system - is using LDPC coding for forward
error correction. Different from Convolutienal encoding/Viterbi decoding, the LDPC
coding is the block code and does not need the use of interleaver. From 2003, we have
begun developing the LDPC-COFDM system for UWB and future advanced
applications. The main parameters of LDPC-COFDM-based UWB system are listed

in Table 2-10.
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Table 2-10: Main parameter of LDPC-COFDM-based UWB system

Parameter Value
Signal bandwidth 528MHz
Data rate 120Mb/s, 240Mb/s, 480Mb/s
FFT size 128 point
LDPC code parameter (600, 450) semi-regular code

As listed in Table 2-10, the provided data rates are 120Mb/s, 240Mb/s, and

480Mb/s and the system is based on 128-point FFT and (600, 450) semi-regular

LDPC code. In LDPC code, the block length is 600 and the number of message nodes

is 450. That means in each 600 bits of LDPC.encoder output, there are 450 bits used

to transmit data and 150 bits used for error‘correction of the LDPC decoder. So the

FEC coding rate is 450/600 = 3/4. Based on the LDPC coding, the data rate

parameters are listed in Table 2-11.

Table 2-11: Data rate parameter of LDPC-COFDM-based UWB system

Average data bits per

Data rate Coding rate | Spreading
Constellation OFDM symbol
(Mb/s) (R) factor
(Npgps)
120 QPSK 3/4 4 37.5
240 QPSK 3/4 2 75
480 QPSK 3/4 1 150

Based on FEC coding rate = 3/4 and spreading factor the same as MB-OFDM
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system, the provided data rates are 120Mb/s, 240Mb/s, and 480Mb/s. The spreading
method creates different data rates. Similar to MB-OFDM system, the
LDPC-COFDM system also uses frequency-domain spreading methods to increase
the robustness to channel noise and the jamming in the transmitted bands. The packet

format of LDPC-COFDM system is shown in Figure 2-9.

7 OEDM 60 OFDM symbols @
30 OFDM symbols  symbols 480Mb/s and 1024 data bytes
[ Preamble IHeaderI Data OFDM symbols ]
9.375us 2.19us 18.75ps
@ 120Mb/s @ 480Mb/s

Figure 2-9: Packet format,of EDPC-COFDM-based UWB system

The same as the MB-OFDM system, the preamble consists of 30 OFDM
symbols. The packet all consists-of OEDM-symbols-and the OFDM symbol format is
the same as that of MB-OFDM system. Therefore total 70ns of zero pad to decrease
the ISI distortion. After the adding of zero pad in the receiver, the circular convolution
of channel impulse response and transmitted signal can be also resulted in the receiver.
The Eb/NO constraint and required transmission distance for 8% PER of
LDPC-COFDM system is listed in Table 2-12. Similar to MB-OFDM system, the
required transmission distances of 120Mb/s, 240Mb/s, and 480Mb/s are also 10
meters, 4 meters, and 2 meters. To satisfy the system specification and performance
requirement of LDPC-COFDM system, the developed baseband block diagram is

shown in Figure 2-10.
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Table 2-12: Required Eb/NO for 8% PER of MB-OFDM-based UWB system

Transmission distance
Data Rate (Mb/s) Eb/NO for 8% PER (dB)
(meters)
120 12.9 10
200 18.3 4
480 20.5 2

Transmitter
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1| channel offset 1
1
Channel v !
|
model: | RF effects | AWGN _'-L
e : AGC [” Sync. [ FFT
v
To Data De- |d LDPC | De- [{ De—. < Chan-nel
Scrambler| | decoder QPSK Spreading| | equalizer
MAC _
Receiver

Figure 2-10: Block diagram of MB-OFDM baseband system

Since the proposed LDPC-COFDM system is focusing the combination of LDPC
coding and OFDM system, the MB hopping of RF technique is not included. It can be
found the difference from the existed WLAN and UWB system is using the LDPC
encoder and decoder. Based on the system block diagram, the transmitted data can be
encoded by LDPC design and modulated by QPSK-OFDM design. After shaping and
clipping design, the transmitted signal can satisfy the PSM requirement and RF power

amplifier specification. Through the channel model, the distortion in data caused by
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clock offset, multipath channel, RF effects, and AWGN is simulated. In the receiver,
first the AGC and synchronization are used to estimate and compensate the channel
distortion. And then the received signal can be correctly demodulated. Through the
LDPC decoder and de-scrambler, the data can be recovered and finally sent to the

MAC.

2-4 Channel Models of WLAN and UWB systems

In wireless system, the channel model is developed to simulate the signal
distortion caused by wireless environment and RF circuits. In the wide-band and
high-speed OFDM-based wireless system, the main channel non-ideal impacts are
multipath fading, multi-band hopping_for. multi-band system, Doppler effect, clock
offset, frequency offset, RF filtering effect; and. AWGN. The block diagram of
channel models for the single-band wireless system and multi-band (MB) wireless
system are shown in Figure 2-11-and Figure-2-12. ' As shown in Figure 2-11, between
transmitter (TX) baseband design and ‘receiver (RX) baseband design, there are 9
blocks: D/A quantize, clock offset, TX RF low-pass filter (LPF), multipath channel,
CFO effect, RX RF LPF, AWGN, variant gain amplifier (VGA), and A/D quantize.
They are developed to simulate the channel distortion of the baseband signal. The
Doppler effect which causes time-variant multipath channel is included in the
multipath channel block. The band-pass filters (BPF) of RF are converted to parts of
LPF of RF. And the VGA block is used to simulate the RF amplification effect and
AGC behavior. As shown in Figure 2-12, there are 4 blocks added to the channel
model: up-sampling, baseband (BB) to passband (PB) block, passband back to

baseband block, and down-sampling.
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Figure 2-11: Block diagram of the channel. model for single-band wireless system
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Figure 2-12: Block diagram of the channel model for multipath-band wireless system
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The up-sampling is used to multiply the time resolution of simulated signal.
Therefore the watched bandwidth can be increased from only baseband to the overall
passband. Through the BB to PB block, the frequency position of transmitted signal
can be shifted from the baseband to the targeted RF band. For example in
MB-OFDM-based UWB system the middle of frequency position will be shifted from
OHz to 3432 ~ 4488MHz of band group 1. Of course the frequency position of
multipath response will be also shifted to RF bands. Through the linear convolution
with channel impulse response and phase rotation caused by CFO, the frequency
position of received signal will be shifted back to the baseband in the PB to BB block.
The band ID of PB to BB block is controlled by the RX baseband design. In the RX
baseband design the band detection of the synchronization design will detect the band
boundary of the received signal:*The baseband. will control the band ID of RF
therefore the PB to BB block is iteratively coentrolled by baseband design. After the
received signal is shifted back to theibaseband.and through the RX RF LPF, the time
resolution of simulation data can be decreased.to reduce the simulation complexity
and wasted time. Through the AWGN channel, VGA, and A/D quantize, the signal
will be sent to the baseband design. The main channel effects: multipath channel,
Doppler effect, MB hopping, RF filtering, up-sampling, CFO effect and phase noise,

clock offset, and AWGN will be introduced below.

2-4-1 Multipath Channel and Doppler Effect of WLAN and UWB

systems

Multipath channel effect is one of serious channel effects deeply degrading the
system performance. In the channel model the transmitted signal will be convoluted

by an equivalent channel impulse response (CIR). The convolution can be derived as
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Y(n)zfX(k)H(n—k) (2-1)

Where Y(n) is the output of multipath channel, X(n) is the input and H(n) is the CIR.
The typical multipath channels for IEEE 802.11a system and OFDM-based UWB
systems are separately IEEE multipath channel model [19], CM channel model [20],
and Intel channel model [32]. The characteristics of these channel models for WLAN
and UWB system are respectively listed in Table 2-13. The channel impulse response
(CIR) and channel frequency response (CFR) of these channel models are shown in

Figure 2-13 and Figure 2-14.

Table 2-13: Characteristic of Multipath channel for 54Mb/s WLAN and 480Mb/s

UWBsystems

Average Tap
Characteristie Parameter Example
Number (>-46dB)
IEEE channel RMS=50ns 10.93
model [19] for | Rayleigh fading
WLAN RMS=100ns 20.92
CMI1 (RMS delay=5ns) 28.83
CM channel
CM2 (RMS delay=8ns) 38.76
model [20] for | Rayleigh fading
CM3 (RMS delay=15ns) 72.83
UWB
CM4 (RMS delay=25ns) 121.72
Intel channel | Saleh-Valenzuela RMS=5ns 18.4
model [32] for | model [40] and
UWB Rayleigh fading RMS=15ns 458
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Figure 2-13: Examples of impulsée-tesponse of IEEE multipath channel

As shown in Figure 2-13, we can find as the root-mean-square (RMS) delay

spread of CIR becomes higher, the maximum delay spread and tap number of CIR

will become higher. Assume the input of channel model is a FFT symbol, and then we

can find the channel output can be derived as

Y(n) = Ni X(k)H(n—k)

N+L-2 N

= > > X(k)H(m—k) 6(n-m)

m=0 k=0
N+G-1 N

= > Y X(H(m-k)s(m-m)+ > > X(k)H(m—k)(n-m)

m=0 k=0

= Yorpn (1) + Y5 (1)

N+L-2

N

m=N+G k=0
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Figure 2-14: Examples of frequency. response of IEEE multipath channel

Where N is the length of FFT symbel; L .is thelength of CIR, G is the length of guard
interval or zero pad, Yorpm(n) is the signal within the OFDM symbol with
intra-symbol interference and Yisi(n) is the inter-symbol interference to the late
OFDM symbols. So as L-2 > G, the Ygi(n) will exist and cause the interference to the
later OFDM symbols. And in the frequency domain, the complex multipath channel
will cause the frequency-selective fading. Since in the time domain the transmitted
signal will be convoluted by the CIR, the frequency-domain signal will be multiplied
by CFR. That means the CFR will low magnitudes will deeply reduce the power of

the transmitted signal.

When the transmitted signal power is reduced, the SNR will become lower and

system performance will be degraded. As shown in Figure 2-14, as the RMS delay
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spread is increased from 25ns to 100ns, the frequency-selective fading will become

deeper from -3.3dB to -12dB.

To analyze the multipath channel for UWB system, the CM channel is used as an
example. The CIR and CFR of CM channel for UWB are shown in Figure 2-15 and
Figure 2-16. As shown in Figure 2-15, the CM channel including CM 1 ~ CM 4 will
have maximum delay spread of 105ns ~ 360ns. The CIR duration exceeds the zero
pad duration so it will cause seriously ISI in the baseband signal. As shown in Figure
2-16, the most serious frequency-selective fading of CM1 ~ CM 4 channel will be
-5.5dB ~ -20dB. And the complexity of CM channel is CM 4 > CM 3 > CM 2 > CMI.
Through the multipath channel, the signal will be distorted and the channel estimation
and equalization are needed to solve the distortion. They are used to solve the
seriously ISI and recover the frequency-domain. signal from the frequency-selective

fading.

For simulating the practical time-variant characteristic to the applied channel
model, the Doppler effect can be also modeled according to Jake’s Doppler spectrum
and time-variant multipath modeling method [21, 46]. First the Doppler frequency can

be derived as

. vy,
f'=1
vy,
| fy Fy (2-3)
fo=l=h=lf—"—
vt
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«—» Zero pad duration (70.1ns)
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Figure 2-15: Examples of CM channel impulse response
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Figure 2-16: Examples of CM channel frequency response
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Where f” is the changed RF center frequency, fj is the original RF center frequency, v
is the velocity of the light, v; is the velocity of the receiver, v; is the velocity of the
transmitter, and fp is the CFO also called the Doppler frequency. And in WLAN
system with Skm/hr velocity of each human, the Doppler frequency is
5GHzx2x5000/3600/(3x10%) = 46Hz. Since the moving direction and transmission
direction is not always the same, the velocity in the transmission direction will be
multiplied by cosine function. And according to Jake’s Doppler spectrum the practical

frequency offset of each transmitted path can be approximated to

(v, Fv,)xcos@
vtv xcosd

N =f=f=1

~ f, xcos@ (2-4)

Where 0 is the angle between the directions .of mmoving and transmission. And in
multipath channel any 6 is posSible so it’s uniformly distributed. And then according
to multipath channel modeling method with-Doppler effect [46], the different practical
frequency offsets are added in the paths of multipath channel. And the CIR and CFR
will be time-variant. The time-variant CFR with 50Hz Doppler frequency in WLAN

system has been shown in Figure 1-5.

2-4-2 Baseband to Passband Conversion and RF Filtering

For multi-band system, the baseband to passband conversion is needed to
correctly simulate the band hopping condition and simulate the adjacent channel
interference from neighbor bands. The up conversion of baseband signal can be

derived as
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PB(t) = BB(t) x exp(j27f,1)
U (2-5)
PB(f)=BB(f - f,)

Where P(t) is the passband signal, B(t) is the baseband signal, and f is the center
frequency of the band. However in the baseband platform based on C language or
Matlab language, the used signal type is the discrete time signal. And the watchable
frequency range will be limited to one times of signal bandwidth. Hence the
up-sampling is needed for up conversion to passband. The simple example to up

convert the baseband signal to the passband signal is shown in Figure 2-17.

Time Domain Frequency Domain
3 15
Ins OHz
Original : e 1 1GHz
Baseband | 5
Signal: T T T
0 Q
0 2 4 5 8 -05 0 05
Time (ns) Frequency (GHz)
Time Domain Frequency Domain
4 15
3 OHz
After 2 ﬂ ﬁ b 4GHz
ocve AL
Sampling: © Wﬂ T?“% L/\L
5 2 4 6 8 S a— 0 1 2
Time (ns) Frequency (GHz)
Time Domain Frequency Domain
4 15 ‘f
After : T T T T 10 1GHz
. TLd i —
o OTETTT 4
Conversion: § W
-4 0 :
0 2 4 6 8 2 -1 0 1 2
Time (ns) Frequency (GHz)

Figure 2-17: A simple example to up-convert the signal from baseband to passband
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In the simple example, the original baseband signal consists of 8 taps in 0~8ns
and the frequency-domain signal is limited in 1GHz signal bandwidth (-0.5GHz ~
+0.5GHz). The watchable frequency range is equal to the signal bandwidth. After the
4 times of up-sampling, the time-domain signal consists of 8x4=32 taps in 0~8ns. And
the watchable frequency range is extended from +0.5GHz to *2GHz. That is
because the 4 times of up-sampling will increase the watchable frequency range. After
the watchable frequency range is extended, the up-conversion can be proceeded. The

up-conversion of the discrete-time signal can be derived as

PB(n) = BB(n)*exp(j2 rmfy/N) (2-6)

Where PB(n) is the passband signal, BB(n) is the up-sampled baseband signal fj is the
targeted RF center frequency, and'N is the/up=sampling rate. After the up-conversion,
the time-domain signal will be-multiplied by the sinusoid and the frequency-domain
signal will be shifted to the passband: As shown in Figure 2-17, since fj in (2-6) is set
as 1GHz, the frequency-domain signal will ‘be finally shifted to the position with

1GHz center frequency.

In the channel model, the RF filters needs to be added to simulate the ISI effect
caused by the practical filters. Besides the ISI effect, the RF filters can be also used to
simulate the signal behavior of MB hopping system. The power of the received signal

with and without RF filtering simulation is shown in Figure 2-18.
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Figure 2-18: Received baseband signal power with. RF filtering in MB-OFDM system

From Figure 2-18, it can ‘be found that the sighal power with and without RF
filtering is so different. In the MB-OFDM system, the received signal consists of
signal carried in band #1, band #2, and band #3. If the baseband receiver controls the
RF to down-convert the signal all with band #1 center frequency, through the RF LPF
the power of received baseband signal originally carried in band #2 and band #3 will
be eliminated. That is because the signal originally carried in band #2 and band #3
will be out of baseband after being down-converted with band #1 center frequency.
And then the through the RF LPF, the signal power will be reduced as shown in the
upper plot of Figure 2-18. And we can use this effect to find the correct band
boundary and band ID in the synchronization design. And if the RF filtering effect is
not simulated, whatever the band control is correct or not, the signal power will not be
influenced as shown in the lower plot of Figure 2-18. Without the RF filtering effect,

the channel model simulation will not be as practical as the true wireless system. The
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example of a LPF of the UWB RF receiver is shown in Figure 2-19.

Ol <> Baseband (-264 ~ 264MHz)

0
Frequency [GHz]
5 :

Phase [rad.]

5 z
0
Frequency [GHz]

Figure 2-19: A LPF of UWB RF receiver

To cover the 528MHz bandwidth of UWB systei, the 3dB bandwidth of the RF
LPF is about 660MHz. Since the DC offset-of OFDM-based system is as low as
possible, the RX LPF has about -40dB“gain‘in the position of frequency = 0. Through

the RF LPF, the practical signal behavior of band mismatch can be simulated and used
for band control and synchronization.
2-4-3 Carrier Frequency Offset and Carrier Phase Noise

The CFO is caused by the mismatch in RF local frequency between the
transmitter and the receiver. Another reason to cause the CFO is the Doppler

frequency. The block diagram with CFO is shown in Figure 2-20.
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Figure 2-20: Block diagram with CFO

As shown in Figure 2-20, between the transmitter and receiver the CFO (Af)

exists. The baseband signal and passband signal of transmitter can be derived as

SBr(t)=A-exp[j-m(t)] (2-7)

SPr(t)=SBi(t)- exp(j- 27 ft) = A-exp[] m(t)+j- 27f 1] (2-8)

Where SBr(t) is the baseband -signal, m(t) is-the, transmitted message, SP1(t) is the
passband signal, and f is the local frequency-of RF transmitter. As shown in Figure
2-20, the local frequency of RF recetver.is (f +Af). So the received signal can be seen

as

SPr(t)=A-exp{j-[ m)+ 2zf1]}

=A-exp {j-[m@O)+ 2 (f+H) t- 2m Aft |}

=A-exp {j-[m@)+ 2x (f+Af) t+ AG]} (2-9)

Where SPg(t) is the passband signal of receiver equal to SPr(t), AO is the phase
rotation equal to -2mAft. Through down-converted with local frequency f+Af, the

baseband signal can be derived as
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SBr(t)= SPr(t)- exp[-j- 27 (f+Af) t]
=A-exp[j-(mt)+ AG) |= SB1(t) - exp(-j27Aft) (2-10)

Where SBg(t) is the baseband signal of the receiver. So the CFO will cause the phase

rotation -2mAft linear to time in the baseband. The another method to derive the CFO

distortion is

By (1) = 2+ [eos 2aft + m(n)-exp [ 2i(f + Af el o1

= A-exp[j-m(t)]-exp[— j2m Af t]= SB,(t)-exp [— j2r Af t]

Therefore the CFO will cause the, linear phase rotation. Beside the mismatch of
TX/RX RF, another reason to catise CEQuis the Doppler effect in the mobile system.

The 50Hz Doppler frequency for WLAN. System will increase CFO by maximum

+0.01ppm.

In the frequency domain, the CFO will cause the increase of mean phase and
inter-carrier interference (ICI). According to [12], the frequency-domain signal with

CFO can be derived as

sin & e (N—
R

K .
S ze NP o
+ Z (XIHZ)-{ (7) },eﬂrs(/\/ DIN | mix(=k)IN
I=—K

Nsin(z(I-k+¢&)/N) (2-12)

I#k

=Y (k) + Y, (k)

Where Y(k) is the frequency-domain signal in the receiver, Xy is the original

transmitted subcarrier signal, Hy is the CFR in the frequency position k, N is the FFT
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size, ¢ is the CFO, Yg(k) is the received signal linear to Xk, and Yici(k) is the signal

linear to the other subcarriers. As CFO become higher, the power of sink function

sin(7z€)
Nsin(z(l -k +¢)/N)

}will become higher and the ICI will become more serious.

The example of signal distortion caused by CFO of 20ppm and 0.4ppm in IEEE
802.11a system is shown in Figure 2-21. As the CFO is equal to 20ppm, in the time
domain it will cause the rapid linear phase rotation, and in the frequency domain the
caused ICI fuzzy the correct signal. So the frequency synchronization is needed to
solve the CFO in the time domain with the characteristic of the linear phase rotation.
Therefore in the frequency domain the CFO distortion can be reduced. Assume after
the synchronization the CFO is reduced to 0.4ppm. As shown in Figure 2-21, with
0.4ppm CFO the phase rotation in time domain becomes small. And in the frequency
domain, the +5dB power distortion with 20ppm CFO can be reduced to about 0dB.
However the mean phase of frequency-domain subcarriers is decreased linearly. That
is because the 0.4ppm residual €FO-still ‘causes the small phase rotation in the time
domain. That will make the initial phase of 'each FFT symbol increased with the time.
So in the frequency domain, the mean phase of the subcarriers will be increased as the
OFDM symbol number is increased. Therefore, the phase error tracking is needed to

track and compensate the phase error in the frequency domain [9, 14].

In the practical RF circuit, the local oscillator has thermal noise therefore the
CFO will not be a constant with the variation of supply voltage and temperature.
Hence the carrier phase noise (CPN) needs to be considered [33, 34, 35, 36]. The
example of the phase noise distributed in the frequency domain is shown in Figure
2-22. According to the CPN distribution, the CFO can be modeled with time-variant
drift. The specification of simulated CPN according to the state-of-the-art is listed in

Table 2-14.
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Figure 2-21: Signal distortion with CEO
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Table 2-14: Specification of carrier phase noise

CPN @ 100KHz CFO CPN @ 1MHz CFO

5GHz WLAN [33,34] -100dBc/Hz ~120dBc/Hz

3.1 ~10.6GHz UWB [35,36] -100dBc/Hz -110dBc/Hz

2-4-4 Sampling Clock Offset

As CFO, the clock frequency offset exists between transmitter and receiver
causes because of the imbalance of clock source, supply voltage, and temperature. It
including clock frequency offset makes signal drifted in the time domain. In the C or
Matlab-based platform, the difficulty to simulate clock offset is to result the signal
drift with fine offset such as 20ppmgequal to+ 1/50000. One method is using
up-sampling method to find the-drifted signal. Assume the clock period T is M times
of clock offset AT. By the up-sampling method we need to up-sample by M times and

then find the drifted signal. This method ¢an be modeled as

X(nT /M), as n/M is an integer
interpolation result of x(nT), otherwise (2-13)

Y(nAT) = {

X[n(T = AT)|=Y[AT (nM —n)]

Where Y(nAT) is the up-sampled signal with time resolution as AT, X(nT) is the
original signal with time resolution as T, X[n(T-AT)] is the signal with clock offset AT.
Although we can directly find the signal with clock offset by this method, the
up-sampling function will linearly increase the data amount processed by system
platform and the simulation will be hurriedly increased. To solve the problem, the

clock offset model with RF filters is used. Assume a RF filter will length (2N+1)T is
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used, the signal with clock offset can be derived as

Y(nT)= X(nT)®h(nT)|_,._ .
Y(nT —=AT)=X(nT)® h(nT — AT)|_

- kzzj:VX(nT —kT)-h(kT —AT)

k=—N

NT <nT—AT <NT (2-14)

Where T is the clock period, Y(nT) is the filter output, X(nT) is the filter input, AT is
the clock offset, and Y(nT-AT) is the filter output with clock offset. In (2-14), h(nT-AT)
is used to present the signal changed by timing drift. We just need to extract the
h(kT-AT) instead of finding the large amount of the up-sampled signal. An example of
signal through the clock offset model (2-14) is shown in Figure 2-23. To obviously
present the signal drifted with timing, thé signal is also drawn with 8 times
oversampling rate. As shown in“Figure 2-23, since the clock frequency offset exists,

the signal with clock offset will:far away.the original signal gradually.

—&— oversampled
—&— oversampled+clock offset

4

Symbol

Figure 2-23: An example of oversampled signal with clock offset

In the OFDM-based system, the clock offset will cause the linear phase rotation
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between the subcarriers. The linear phase rotation caused by clock offset can be
derived with discrete Fourier transformation (DFT) as
2m k nT

N-1 )
Y[k AT] =Y. Y (nT —AT)-e = ¥

n=10

N-1 _j27rkn'T 7j27rkAT 7j27rkAT (2_15)
=| > Y[n'Tle ¥ |-e N =Y[k0]-e V

n'=0

Where Y[k,AT] is the frequency-domain subcarrier with clock phase offset AT,
Y (nT-AT) is time-domain signal with clock phase offset, and N is the FFT size. As
listed in (2-15), the phase rotation 2nkAT/N which is linear to frequency position k
appears due to the clock phase offset AT. And an example of frequency-domain signal

distortion with 20ppm clock frequency offsetis: shown in Figure 2-24.

Magnitude [dB]

Phase [rad)]

OFDM symbol

Figure 2-24: Frequency-domain signal distortion caused by 20ppm clock frequency

offset

As shown in Figure 2-24, within each OFDM symbol there are linear phase

rotation linear to the frequency position and clock phase offset. The slope of phase
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rotation is linear to clock phase offset. Since the clock phase offset is the integration
of clock frequency offset and time, the slope of phase rotation is increased as the
OFDM number is increased. Therefore the phase-error tracking design is needed to

track and compensate the phase error in the frequency domain.

2-4-5 AWGN Channel

AWGN channel is used to simulate the thermal noise effect of the RF circuit. It’s
a normal distribution noise. In the Matlab platform, we use normalized random
function “randn( )” to generate the AWGN. The function based on Matlab code can be

derived as

N =107(( S-SNR)/10);

AWGN =sqrt(N)*[ randn(1, 1:length(AWGN))+j*randn(1,1:length(AWGN))]; (2-16)

Where S is the signal power in'dB; SNR-is the signal to noise ratio in dB, and N
is the noise power. Therefore the AWGN formatted in the matrix with 1 x
length(AWGN) size is generated. To verify the performance of the generated AWGN,
we simulate the symbol error rate (SER) of QPSK modulation with the AWGN
function. The simulated result compared with a referenced result [22] is shown in
Figure 2-25. As shown in Figure 2-25, the SER with the proposed AWGN generation
overlaps that of referenced textbook. That means the generated AWGN can be used

for obvious simulation and performance analysis.
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Figure 2-25: SER with the proposed AWGN generation method
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Chapter 3:
Low-Complexity Design for
OFDM-Based WLAN System

In this chapter we first propose the low-complexity timing and frequency
synchronization where the design complexity can be efficiently reduced with keeping
high system performance. And then we propose the high-performance channel
equalization (EQ), channel tracking scheme, and phase error tracking (PET) design to
solve the deep multipath fading, time-variant fading, and residual CFO and SCO in

OFDM-based WLAN system.

As that we discuss in chapter 1 the baseband design dominates the power
consumption of PHY system because of the high complexity of the OFDM technique.
Hence we try to develop an efficient complexity-reduction scheme for
synchronization. In the timing and frequency synchronization the kernel designs are
the auto-correlation (AC) and the matched filter (MF). The design complexity of the
AC and MF is dominated by the amount of the complex multiplier and the memory
size [2, 28, 30]. To achieve the optimal trade-off between the system performance and
synchronization complexity, here we propose the high-power-signal-used (HPSU) AC
and high-power-coefficient-used (HPCU) MF design. In the proposed synchronization
the used signal amount can be reduced by 50% ~ 75% therefore the multiplication

amount and memory size of synchronization can be efficiently reduced.

To efficiently reduce the equalization error and track the time-variant channel,
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we propose the decision-directed channel tracking (DDCT) and employ the
frequency-domain minimum mean-square-error (FD-MMSE) EQ for WLAN system.
And then the weighted-average phase error tracking (WAPET) is also developed to
solve the phase error caused by residual CFO and SCO. The employed FD-MMSE
EQ can reduce 1.8dB SNR for 10% PER when compared with conventional least
square (LS) EQ and the DDCT can save the SNR loss by 0.8~1.9dB when Doppler
frequency is 5S0Hz. The proposed WAPET can reduce 0.6~2.3dB SNR loss when

compared with other referenced approaches.

The proposed synchronization, EQ, CE, and WAPET algorithms are
development based on the trade-off of performance and complexity, so the
performance analysis is very crucial:*Hence, we will also discuss the system
performance of the proposed floating-point designs for OFDM-based WLAN. The
key performance including PER, frame error rate (FER), and CFO estimation
root-mean-square-error (RMSE) will be shown. The proposed designs are introduced
in section 3-1 and section 3-2. And the relative performance and system PER

performance are shown in section 3-3 and section 3-4.

3-1 Low-Complexity Synchronization for OFDM-Based
WLAN System

In the WLAN system the preamble has non-constant signal power and the
high-power signal is more robust to the channel effects. In this section we proposed a
HPSU AC and HPCU MF to achieve a nice trade-off of low complexity and high

performance. With the use of only high-power signals, the used signal amount can be
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reduced. And the main synchronization computation including multiplication for
correlation and memory to store used signal can be linearly reduced. Although the
synchronization performance will be degraded by the decreasing of signal amount, it
can still be kept with a little loss with the use of high-power signals. After the design
introduction, the trade-off between design complexity and performance will be

discussed in section 3-3.

3-1-1 Synchronization Block Diagram for OFDM-Based WLAN System

In the baseband receiver, the synchronization is used to detect valid packet,
detect the correct FFT window, and estimate and then compensate the CFO distortion.
The block diagram of the baseband synchronization for OFDM-based WLAN system
is shown in Figure 3-1. And.the preamble’.format which can be used for
synchronization is shown in «Figute 3-2. In the -nitial of signal receiving, the
automatic gain control (AGC)-is used.-to-detect the RF gain error and feedback
responses the VGA control signal te RE. After the success of AGC, the AC begins to

do the packet detection (PD) with the correlation power of the received signal.

As shown in Figure 3-2, the PD needs to find out the preamble before the end of
the short symbols. In the same time the AC also does the coarse CFO estimation with
the correlation phase to estimate CFO within £625KHz, equal to £125ppm KHz of the
5GHz RF frequency. After the successful PD, the MF begins to do the FFT-window
detection (FWD) to find the boundary of the FFT window with the MF power. In the
meantime the AC also does the fine CFO estimation within £156.25KHz CFO equal
to £31.25ppm of the RF frequency. And the standard requirement of CFO is +20ppm
in each transmitter and receiver. Hence the CFO range is -40ppm ~ +40ppm (TX+RX)

which exceeds the range of the fine CFO estimation. Hence the coarse CFO
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estimation is still needed. After the success of FWD and the compensation of CFO
error in the complex multiplier, the long symbols and following Header and data
OFDM symbols will be sent to the FFT design for channel estimation and data

demodulation.
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Figure 3-1: Block diagram of baseband synehronization for OFDM-based WLAN

system

10 Short symbols (0.8usx10) GI2 and 2 Long symbols (1.6+3.2usx2)
Header
and Data
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AGC 1. Packet Detection 1. FFT-window Detection

2. Coarse CFO Estimation 2. Fine CFO Estimation

3. Channel Estimation

Figure 3-2: Preamble format of IEEE 802.11a system
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3-1-2 General Auto-Correlation-Based PD

The auto-correlation (AC) is widely used for packet detection and CFO
estimation in the OFDM-based wireless system [10, 13, 24, 26, 27, 28, 29, 41]. That
is because that initial signal of the preamble usually consists of repeated symbols. And
the repeated symbols can result the peak power of the AC and the phase error linear to

CFO. The AC can be derived as

Ls—1 Ds-1

AAC (m) - Z Z r(m+p)Ds—n ) r*(m+p+I)Ds—n
p=0 n=0 (3_1)

Where Ayc(m) is the AC , m is the starting OFDM symbol, r(m+pps-n 15 the received
signal of the n-th cycle of the (m+p)-th repeated symbol, Dy is the cycle of the period
of a repeated symbol, Ly is the amount of used repeated symbol, and »(k-m-pDy) is the
received sample in the k-m-th cycle of the p-th repeated symbol. In the short symbols,
the Ds is equal to 16 and Ly is less than 10. To understand the effect of AC for PD, an
example of AC power | A c(m) | with channel of SNR = 20dB and Ls= 1 is shown in
Figure 3-3. When the valid packet comes the AC power will obviously rise since the
periodic short symbols can result the high AC power. And then the synchronization

can be acknowledged to receive a valid packet.
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Figure 3-3: Example of the auto-correlation power of the packet detection

Based on the AC function, the'PD can be described as

Ay e(m) =2, x P,/ (3-2)

Where A4c is the set threshold to distinguish the AC power of valid short
symbols from that of noise, and Pp,+; is the average signal power of (m+1)-th OFDM

symbol. So (3-2) is equivalent to the normalized AC power |A4c(m)*/ Py® compared

with the threshold.

3-1-3 Proposed High-Power-Signal-Used Auto-Correlation for PD

To develop the low-complexity AC algorithm, first we analyze the signal format
of the used short symbols. There are 16 points in a used short symbol. The signal

power of a short symbol is not constant. It has 2dB peak to average power ratio
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(PAPR) and 7dB maximum to minimum power ratio. The short symbol power and the
noise power with average 3dB SNR is shown in Figure 3-4. In the channel, the
low-power signal will be more easily distorted by noise. From Figure 3-4, we can find
the signal power in symbol index = 1, 3, 5, 7 is lower than the noise power. Hence in
these symbols the signal distortion will be more serious. And the accuracy of the AC
will be also distorted by the low-power symbols. The AC power of respective 50%

high-power signal and 50% low-power signal is shown in Figure 3-5.

Relative Signal power [dE]

—=— Signal power
— Moise power

12 14 16
Symbol [50ns]

Figure 3-4: Short symbol power and noise power with 3dB SNR
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Figure 3-5: Auto-correlation'power of high=power and low-power signal

As shown in Figure 3-5, it can be found that the relationship in AC power is
high-power signal > all signal >low-power-signal when the packet comes. The reason
why the AC of all signal is lower than'that of high-power signal is because the
low-power signal which is also included in all signal degrades the AC power. And of
course if only low-power signal is used, the AC power will be degraded and the PD
accuracy is reduced. To simultaneously reduce the used signal amount and keep
design performance we need to extract the high-power signal for AC. According to the

analysis, the proposed HPSU AC algorithm can be derived as

AAC (m) - Z Z r(m+p)Ds—n v >k(m+p+1)Ds—n
p=0 n=0 (3_3)

Where Ds is the cycle of the period of a repeated symbol, wac is the reduction
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factor of the AC, Ds/mac is the used high-power signal amount of a repeated symbol,
n is the index of high-power signal. When we want to use 50% high-power signal, the
wac will be set to 2. And when the reduction factor wac is increased, the used
complex multiplication, complex addition, and needed size of the memory to store the
used signal can be also reduced. The reduction factor wac of (3-3) needs to be
analyzed based on system performance to achieve low complexity and high

performance. The performance analysis will be discussed in section 3-3-1.

For finding the high-power signal, one method is to use even/odd method to find
50% high-power signal. As shown in Figure 3-4 we can find the high-power signal
appears in even symbol index (2, 4, 6, 8) and the others are low-power. Hence we can
detect the average power of even symbols and odd symbols of the received signal.
The advantage of the even/odd; method is that the complexity of comparison can be

less than that to extract the truehigh power signal.

3-1-4 General Auto-Correlation-Based CFO Estimation

The AC is also widely used for CFO estimation [10, 24, 26, 27, 28]. In the below
we will first discuss the feature of CFO estimation for OFDM-based WLAN system,
and then analyze the estimation effect of the proposed HPSU design. In the wireless
system, the CFO exists since the imbalance in RF between the transmitter and receiver.
Usually £20 ~ £25ppm CFO is requested to tolerant in the baseband design. Since the
CFO causes the linear phase error, it will be linear to the phase of AC of two repeated

symbols. Hence the AC-based CFO estimation [10, 24, 27, 28, 31] can be derived as
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é:ﬁmn‘l {]m[AAC(m)]/Re[AAC(m)]} (3-4)

Where ¢ is the estimated CFO, DgT is the period of one repeated symbol, and A4c(m)
is the AC result. After CFO estimation, the compensation can be done in the baseband

receiver. The CFO compensation can be derived as
F, =1,.exp (j27r EKT) (3-5)

Where 1¢ is the received signal, & is the estimated CFO, T is the sample period,

exp (j2r & kT )is the compensating phasor, and 7, is the compensated signal.

In IEEE 802.11a system, the;preamble consists of short and long symbols. And
the CFO estimation comprised=coarse estimation.for high range and fine estimation

for high accuracy. The CFO estimation tange-can be derived as

/4

e<———
27 NT

(3-6)

Where the & is the estimated CFO, T is the point duration of one received signal, and
N is the point amount of one repeated symbol. The arc-tangent value of (3-4) is
limited in =7t (range of 2r) because +n+6 and +n+0+2nn can not be distinguished in
the arc-tangent output. Hence the estimated CFO is limited in the range as (3-6). The
CFO estimation ranges of short and long symbols are respectively tn/2m/0.8pus =
625KHz (125ppm of RF frequency) and +m/27/3.2us = 156.25KHz (31.25ppm of RF

frequency).

In IEEE 802.11a system the £20ppm CFO exists in each the transmitter and
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receiver. Therefore the total CFO from transmitter and receiver will be £40ppm (TX
CFO+RX CFO). Since the +40ppm CFO range exceeds the range of fine estimation,
the coarse estimation is needed. And the fine CFO estimation is also used to achieve
more accurate estimation than coarse estimation. The phase error after CFO
estimation and then compensation with 40ppm CFO and 10dB SNR condition is
shown in Figure 3-6. Before CFO compensation, the phase error caused by 40ppm
CFO is seriously rotated between tm. After the coarse CFO estimation with Sppm
CFO error, the phase error can be suppressed however it’s obviously increased. The
residual CFO will cause seriously ICI effect in the frequency domain. And through
the fine estimation and compensation with -0.4ppm CFO error, the phase error can be
efficiently eliminated approaching to zero. So the combination of coarse and fine

estimation is needed to solve the CEO distortion of OFDM-based WLAN system.

Phase Error [Radiant]

— Received Isignal witﬁ 40pmeCFO - ---------
—2— Signal After Coarse Estimation : : :
—a— Signal After Fine Estimation

1 1 |
0 50 100 150 200 250 300 350
Symbol [50ns]

AWGN Condition: 10dB SNR

Figure 3-6: An example of phase error after CFO estimation in WLAN system
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3-1-5 Proposed High-Power-Signal-Used Auto-Correlation-Based CFO

Estimation

Similar to the PD, the CFO estimation based on the AC design can be also
considered to be low complexity. The phase error after CFO estimation with all signal,
50% high-power signal, and 50% low-power signal of each short and long symbol is
shown in Figure 3-7. As shown in Figure 3-7, the 50% high-power signal can get the
higher estimation accuracy therefore causing lower phase error. So to use the
high-power signal for CFO estimation can efficiently reduce the signal amount,

reduce design complexity and keep the estimation accuracy.

-0.05

1
o
iy
a

1
o
(8]
o

Phase Error [Radiant]
=)
v

.

— Ci:O Estin’lnation witﬁ All signél (D.4ppﬁ’| error) I
—&— CFO Estimation with 50% High-Power Signal (0.03ppm error)
—s— CFO Estimation with 50% Low-Power Signal (0.9ppm error)
0 50 100 150 200 250 300 350
Symbol [50ns]

AWGN Condition: 10dB SNR

-0.45

Figure 3-7: Phase error of CFO estimation with all signal, high-power signal, and

low-power signal

Similar to the AC of PD (3-3), the CFO estimation based on the proposed HPSU

AC can be derived as
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E= ! tanl{[lmDs /f:ci:l(n).r*(n + N)j/[ReDS /iA:C;J(n).r*(n + N)j} (3-7)
2n NT o n=0

Where Dg is the reduction factor. Therefore the needed complex multiplication and

memory size can be reduced from Dg of (3-1) to Ds/mac. When the used signal

amounts of AC for PD and CFO estimation are the same, the AC circuit can be shared

to achieve low hardware area. Hence in the performance analysis to decide the wac

value, we will assume the wac values for PD (3-3) and CFO estimation (3-7) are the

same.

3-1-6 General Matched-Filter-Based FWD

In OFDM system, signal withinsthe correct, FFT window needs to be sent to the
FFT design for OFDM demodulation. The synchronization needs to detect the correct
FFT window in the preamble. For the accurate FFT-window detection (FWD), the MF
is widely used [27, 29, 57, 58]. It is also call as‘the cross-correlation algorithm. The

MF algorithm can be derived as
L-1 .

M) =Y r(n—k)-c'(K) (3-8)
k=0

Where AAC(k) is the MF output, r(n) is the received signal, c(k) is the MF coefficient,
L is the amount of MF coefficient, also called the filter tap number. The MF
coefficients are equal to the time-inversed long symbol. Hence 64-tap matched filter
is used for IEEE 802.11a OFDM-based WLAN system. And when the received signal
is the same as the long symbol, we can find the maximum MF power. The example of
MF power \AAc(k)\z in the IEEE multipath channel [19] with line of sight (LOS) is

shown in Figure 3-8. When the multipath channel has LOS, the received signal in the
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correct FFT window will result the maximum peak of the MF. In other timing, the MF

also has high output power because the signal is distorted by channel noise and

multipath channel fading. The timing of matched-filter peak power can be derived as

K = a1 max{|A, (k)" | 39

Where Ky is the timing with peak power and Amr(k) is the MF output.

MNormalized match filter power [dE]

0

=20

-25

B e B s o SEUS B B NS | IR -

S35 -

T ! ! ! |
Max. Matched Filter Power
in the correct FFT Window Boundary

40

10 20 30 40 50
Symbol timing [50ng]

Channel Condition: 10dB SNR and
multipath channel with 25ns RMS delay spread

Figure 3-8: An example of matched filter power

When the multipath channel impulse response has LOS, the timing with peak

power can be looked as the correct FFT window boundary. When the multipath

channel impulse response does not have LOS, the correct FFT window boundary is

earlier than the timing with peak power. And the correct FFT window can be found

with sub-optimal timing location algorithm [27].
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3-1-7 Proposed High-Power-Coefficient-Used Matched-Filter for FWD

Similar to the short symbol, the long symbol power is also not the constant. The
signal power and AWGN power in average 3dB SNR is shown in Figure 3-9. As
shown in Figure 3-9, there are 64 points (64 coefficients of the MF) in the long
symbol. The long symbol has 3dB PAPR and 13dB maximum-to-minimum power
ratio. As the AWGN is added, the low-power signal will be seriously distorted

therefore the MF power is also degraded.

Received signal power [dE)]

—&— Signal power
| —— Moise power
B0 T0

Symbol [S0ns]

Figure 3-9: The long symbol power and AWGN power in average 3dB SNR.

To understand the behavior in MF power with high-power and low-power signal
(coefficients) under noise distortion, the power of the MFs respectively containing
25% high-power coefficients, 75% low-power coefficients, and 100% all coefficients
is shown in Figure 3-10. As shown in Figure 3-10, the timing to achieve peak power
of 100% coefficients is the same as that of 25% high-power coefficients. But the peak
power of the 75% low-power-coefficient is not so obvious. That means that although

the coefficient amount of low-power coefficients is larger than that of high-power
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coefficients, the MF power is still dominated by the high-power coefficients. So to use
the high-power signal as the MF coefficients can efficiently reduce the design

complexity and keep the FWD accuracy.

100% 25% 75%
All Coefficients High-Power Coefficients Low-Power Coefficients

9 Max. O Max.

Matched filter Power Matched filter Power Matched filter Power

Figure 3-10: Example of the matched filter'power of high-power and low-power

coefficients

According to the behavior analysis of the MF design, the proposed

low-complexity MF power for FWD can be derived as

L/ wyp—1

A, (n) = Zr(n —k)-c*(k) (3-10)

k=index of high-power coefficient

Where owr 1S the reduction factor of the MF, L/owr 1s the coefficient amount, and k is
the index of high-power coefficients. When wwmr is higher than 1, the complex
multiplication and addition of the MF can be reduced from L to L/omr. And in the
hardware architecture, the amount of the parallel complex multipliers can be also

reduced to 1/wyr of that in (3-8). The required amount of high-power coefficient
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L/owmr 1s decided based on the trade-off of design performance and complexity. This

trade-off with the design performance will be shown in section 3-3-2.

3-2 Low-Complexity Channel Estimation for WLAN

System

As discussed in chapter 2, in OFDM system the channel estimation/equalization
(CE/EQ) and phase error tracking (PET) occupies about 95% SNR loss for typical
10% PER. And this SNR loss degrades PER performance and reduces the achievable
transmission distance. Hence in this section we propose DDCT and WAPET and
employ an improved low-compléxity ED:MMSE EQ to efficiently reduce the SNR
loss and even solve the time-variant multipath channel in the indoor environment. For
the low-complexity target, the tracking frequency ' of DDCT can become slower and
feedback channel updating is used to*share the EQ circuit. And the algorithms of
signal sum are modified to reduce the needed memory to store the sum inputs. The

detailed design is introduced below.

3-2-1 Basic Channel Equalization with Phase Error Tracking

In OFDM baseband receiver, after the FFT the received time-domain signal is
converted to the frequency-domain signal. The received frequency-domain signal
needs to be sent through CE, equalization (EQ), and PET to compensate the channel
fading, phase error caused by CFO and SCO [14, 17, 18, 24, 25, 26, 27, 31]. In a

general OFDM-based baseband transceiver, CE based on complex division is used to
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estimate the CFR. The basic zero-forcing (ZF) CE algorithm can be derived as

H,(K)=Y,(K)/ X ,(K)
X, (K)H(K)+Ao(K)
- X,(K)

(3-11)

= H(K)+Aw(K)/ X,(K) = H(K)+ AH(K)

Where Hg(k) is the estimated channel frequency response (CFR), Yi(k) is the
received frequency-domain preamble, Xi(k) is the defined and transmitted
frequency-domain preamble, H(k) is the true CFR, and Aw(K) is the AWGN within
Yr(k). This channel estimation is also called zero-forcing (ZF) algorithm [27, 31].
The ZF algorithm is realized with the complex division in frequency domain
according to the digital signal processing (DSP) effect that timing-domain circular
convolution will be converted to frequency-domain multiplication. In the channel the
timing-domain preamble is convoluted by the channel impulse response (CIR). And
then in the receiver after FFF it will -be the, multiplication of frequency-domain
preamble and CFR. And the CE ertror.is.caused by the white noise Aw(K). The
example of estimated CFR and true CFR of IEEE multipath channel [19] with RMS =
50ns and SNR = 10dB is shown in Figure 3-11. The difference between the true and
estimated CFR is the estimation error AW/X| (K) caused by the noise. After CE, the
channel fading in the received data can be compensated by a basic least-square

equalization (LS EQ) [27, 52, 56]. The LS EQ can be derived as
X, (K)=Y,(K)/Hp(K) =Y, (K)- [, (K)/ X, (K)]" (3-12)

Where Xg(k) is the equalized data subcarrier and Yp(k) is the received data subcarrier.
After the equalization, the data will be sent to PET to be compensated with the phase

error mainly caused by CFO and SCO.
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Figure 3-11: Example of estimated'CFR and true CFR with 50ns RMS and 10dB SNR

As discussed in the chapter 2, the tesidual CFO and SCO will cause the
increasing of mean phase error “and dinear-phase error respectively. Hence the phase
error can be estimated with the minimum-square-error algorithm and pilot signal. The

mean phase error detection can be derived as

v =arg min{Z[ﬁK ~yf }
6(2[@ ] j -1

- X :0—>1//:lz:9,<
P

oy

Where v is the detected mean phase error, O is the phase error of each pilot, K is the
subcarrier index of pilots, and P is the pilot number. And we can find to achieve
minimum square error the estimated mean phase error will of course be the mean of

pilot phase error. To achieve the minimum square error of linear phase error, the
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detection of the phase error slope can be derived as

L= arg min{Z[@K —~KLT }

K
8(2[9,( —KL]ZJ k-6,
K — — K
- 7L =0—>L ZKZ
K

(3-14)

Where L is the detected slope of the linear phase error, and LK is the linear phase

error linear to subcarrier index K. According to this method we can find the mean

phase error and linear phase error as shown in Figure 3-12.

04 e

0.2

= True phase error caused by CFO andSCO
—»— Phase error caused by CFO, SCO, and AWGN
03 —=— Detected mean phase error (g)
—7 Detected linear phase error
—=— Total detected phase error (6+KL)

(KL)

— 0.1

Phase [Rad

Frequency [MHZz]
Channel Condition: Residual CFO = 0.1ppm, SCO = 40ppm, SNR = 20dB

Figure 3-12: Example of detected phase error in OFDM-Based WLAN system

As shown in Figure 3-12, the phase error caused by only 0.1ppm residual CFO and

40ppm SCO ideally contains mean and phase error in 20MHz bandwidth. However

when the AWGN is joint, the phase error will be distorted to result rapid transition.
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Because the phase error detection based on minimum-square-error algorithm is used,
the mean and linear phase error distorted by AWGN can be still individually detected.
Finally the total detected phase error can be approached to the true phase error caused

by only CFO and SCO.

3-2-2 Employed MMSE Channel Equalization for OFDM

To efficiently improve the system performance under multipath channel,
minimum mean square error (MMSE)-based channel equalization (EQ) has been
developed for single-carrier system such as QPSK, CDMA, and so on [47, 48]. The
conventional MMSE EQ is derived,based on time-domain computation so it requires
high complexity [54, 55]. Otherwise several accurate channel estimation (CE) such as
linear minimum mean-square-etror (LMMSE), singular value decomposition (SVD),
and maximum-likelihood (ML) CE have been proposed [49, 50, 51]. However these
CE approaches were also developed based on time-domain computation and required
high complexity. To efficiently improve system performance and achieve low
hardware complexity, we derive a frequency-domain MMSE (FD-MMSE) EQ here.
The derivation of the FD-MMSE EQ is similar to the conventional time-domain
MMSE (TD-MMSE) EQ. But because we use the frequency-domain signal instead of
time-domain signal, the hardware complexity of EQ can become much lower. The

mean square error (MSE) of equalization can be derived as
2
&= E{\Y(K) C(K) - X(K) } (3-15)

Where ¢ is the mean square error of equalized data, K is subcarrier index; Y(K) is the
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received signal through channel distortions; C(K) is the compensating signal; X(K) is
the transmitted signal. For the MMSE criterion, we should minimize €, and therefore

C(K) can be derived as

C(K) = argmin{¢e}

e (3-16)
And ¢ can be decomposed as

€= E{Y(K) .C(K) - X(K)f}

— E{r(K)- C(K) - X(K)]- [Y (K)- C(K) = X (K)] |

= E{Y(K)-C(K)| - X(K)-Y(K)*-C(K)* (5-17)

~ X(K)*Y(K)-C(K)+|X (K[}

To find the C(K) which leads to-MMSE of equalized-data, the differentiation equation

for value minimization can be used, and-then-C(K) can be derived as

C(K)=c, + jc,
9 _ 9 _
6—8:0—) acl 6_5‘:0_> acl
oC oe oC oe
oc, oc,

26 E{Y (K|}~ E{X (K)-Y(K)*+X (K)*-Y (K)} = 0
26, E{Y(K)'} - JE{-X(K)- Y(K)*+X (K)*Y(K)} =0 (318
 re ELX(E) Y (K)*)

. E{‘Y(K)‘ } L C(K) = E{X(K)YSK)*}
¢, = Im{EXE) Y(R)T E{Y (K|}
E{Y(K)[}
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Where c; and c; are real part and imaginary part of C(K). In IEEE 802.11a system we
can estimate two CFR from the used 2 OFDM symbols. And the compensating value
can be derived as

Y, (K)*+Y,,(K)*)X, (K)
Y, (K[ +]Y,,(K)|

C(K) = ( (3-19)

Where Y11(K) and Y12(K) are the first and the second OFDM symbol used for CE in
IEEE 802.11a system; and X (K) is the transmitted OFDM symbol for CE. We call
the compensating value derived based on MMSE of each OFDM subcarrier as the
“basic MMSE EQ design”. To understand the improvement of optimal performance
by MMSE EQ, the MSE of LS EQ and MMSE EQ are compared with each other.
Before the analysis of data MSE, we.derive the:expected compensating value as time

is assumed to be infinite. The optimal compensating value of LS EQ can be derived as
C(K)=1/E[H.(K)]=1/H(K) (3-20)

Where H(K) is the true channel. So in LS EQ the optimal compensating value is the

inverse of true CFR. The optimal compensating value of MMSE EQ can be derived as

E[X(K)H(K)* +Aa(K8JX(K) _ E ROSIASE
EhX(K)H(K) + Aa)(K)|2J E|p((1<)|2 |H(K)| J+ o’
. EE®
E|H(K) |+ o 1 E[x (k)]

CMMSE (K)=
(3-21)

Where H(K) is the true CFR; o” is the noise power. The data MSE of perfect LS EQ

can be derived as

74



Ch3. Low-Complexity Design for OFDM-Based WLAN System

2
o

€5 = E{Y(K) Cs(K) - X(K)‘2 }z M

(3-22)

And the data MSE of perfect MMSE EQ can be derived as

SRVIVEI I E{Y(K) Comse (K) = X(K) |2}
= E{| [X(K)H(K) + Aw(K) ] C sz (K) — X(K) |2}

b H *(K)-Aa)(KZ -6 X(K) /E[|)§(K)|2]‘ .
| E[|H(K)[1+ 0/ E[|X (K)[] |

2 2
O O

} E[|H K[ 1+ E[|[X (K)['] B E[|H(K)[1+ B -SNR ™'

where Am(K) is the while noise;: 62 is the noise power; P is the ratio of used
subcarrier number over FFT pomt..And for WLAN system [ is 52/64. Compared with
(3-22) and (3-23) we can find ‘€ymse < €rs—These two data MSE in IEEE 802.11a
system with 50ns RMS delay spread of IEEE.Rayleigh fading channel [19] are shown

in Figure 3-13.
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Figure 3-13: Data MSE of perfect EQ schemes

From (3-19) we can know the compensating value of the basic FD-MMSE EQ is
calculated from received preambles. However we hope to make FD-MMSE EQ also
employ accurate CE and more approximate to the optimal value as (3-21). Hence we
derive an “improved FD-MMSE"EQ” instead of the basic MMSE EQ in (3-19). The

compensating value of the improved FD-MMSE EQ can be derived as

E[H , (K)*]
E[H,(K)' 1+ 0, /E[X(K)[]

Comse (K) = (3-24)

Where Hg(K) is the estimated CFR with the two OFDM symbols of IEEE 802.11a
system; og2 is the estimated noise power; E[[X(K)[’] is the average transmitted
preamble power, which can be fixed as 1 in IEEE 802.11a system. And we can

estimate the noise power as
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= =
FZ|YP1(K) - sz(K)|2 = I Z:|Aa)1(1<)1 — Aa)z(K)|2 ~ 20’
o o (3-25)

1 N-1
—o, = E;IY[(K)—YZ(K)F

Where Ypi(K) and Aw;(K) are the received preamble and while noise of 1st FFT
symbol; Ypy(K) and Aw,(K) are the received preamble and while noise of 2nd FFT
symbol; 67 is the noise power; and og” is the estimated noise power. The improvement
from the basic FD-MMSE EQ to the improved FD-MMSE EQ is that (A): the
compensating value is more close to the optimal value, (B): accurate CE schemes can
be applied to make the compensating value more close to the optimal value Cyivse(K).

Hence we employ the improved FD-MMSE EQ in WLAN system.

The hardware complexity of the employed FD-MMSE EQ design, existing
high-accuracy CE, and conventional TD-MMSE EQ 1s listed in Table 3-1. From Table
3-1 we can find the complexity of FD-MMSE-EQ isa little higher than that of ZF CE
and much lower than that of the existing high-performance designs. The amount of
complex multiplications of FD-MMSE EQ is only 3/4M = 1.17% of that of
conventional TD-MMSE EQ for WLAN system with M = 64. To furthermore enhance
system performance and solve the time-variant channel fading, a channel tracking

scheme is developed and introduced next.
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Table 3-1: Hardware complexity of CE and EQ designs

Design Complex Multiplications Real Divisions
Employed FD-MMSE EQ 3M/2 M
Conventional TD-MMSE EQ 2M? M?
ZF CE M 0
SVD or ML CE M?/2 0*
LMMSE CE M? M
* M is the FFT point number
*In SVD and ML CE, they assume the divisions can be pre-computed.

3-2-3 Proposed Decision-Directed Channel Tracking

In the indoor environment for WLAN system: the user may have a human’s
velocity. As discussed in section’2=4 the SOHZ Doppler frequency will be resulted by
the WLAN system with 10km/h opposite and SGHz RF band. The Doppler frequency
will cause each path of multipath channel to rotate with different frequency. With
50Hz Doppler frequency the frequency-domain CFR will vary slowly. The
time-variant CFR with 50ns RMS delay spread and 5S0Hz Doppler frequency is shown

in Figure 3-14.
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Magnitude of CFR [dB]

Channel Condition: RMS delay = 50ns, Doppler frequency = 50Hz

Figure 3-14: Example of time-variant CFR with S0Hz Doppler frequency

As shown in Figure 3-14, the CFR varies with time because of the Doppler effect.
And during 1.2ms time the maximum vatiation of the magnitude of the example will
achieve 5dB. And this large variation will make CE inaccurate and distort the

received QAM symbols.

There have been several CE or channel tracking (CT) schemes published for
OFDM-based system in time-variant channel. A matrix-based pilot-added CT
method is proposed for OFDM-based WLAN system and actually implementation in
0.18um CMOS process [24, 43]. It uses pilot information to interpolate out the
channel variance and channel error of all data and pilot subcarriers. And this method
can achieve lower 2.5 ~ 3.0dB of CE mean-square-error (MSE) than general ZF
approach [24]. However this approach needs 18 parallel complex multipliers for the
large-matrix calculation. Otherwise a decision-directed channel tracking (DDCT)

approach with use of received data Y(K) is proposed in [52]. But in OFDM system
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not only the multipath fading but also the residuary CFO and SCO injury the system
performance. Hence the received data Y(K) with these channel distortions can not be
directly used for DDCT, unless the design pays more circuits to generate the
received data only distorted by multipath fading. To reduce the hardware cost and to
use the signal only distorted by channel fading, we propose a DDCT with the use of
equalized data. Different from [24] the proposed DDCT uses all data and pilot
information instead of only pilot information. And only 2 complex multipliers are
required in the proposed CT. Compared with ZF approach, it can achieve lower
6.0~27dB of CE MSE. And below is the introduction of the proposed DDCT

algorithm.

The proposed DDCT is proposed to extract and remove the channel error

caused by noise and Doppler effect. According to (3-11) and (3-12) we can find

X (K) =Y, (K)/ Hy(K) = Xp(KOH K H (K) + Ao (K)

(3-26)
X, (K)/ X, (K)=H(K)/H,(KY+&a&K)! H,(K)

Where Xg(K) is the data subcarrier equalized with error CFR Hg(K); Yp(k) is the
received data subcarrier; Xp(k) is the transmitted data subcarrier; H(K) is the true
CFR, Ao(K) is the white noise of Yp(k), Hg(K) is the estimated CFR, AH(K) is the
CE error in Hg(K). Since white noise has characteristic of zero-mean, the correct

channel can be tracked as

E[X(K)/ X,(K)]=E[H(K)/H (K)+Ao(K)/H,(K)]
~ H(K)/H,(K) (3-27)
> H(K) ~ H,(K)x E[X,(K)/ X ,(K)]

In time-variant channel, the moving-average needs to be used instead of
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infinite-average scheme. Hence the proposed DDCT can be modified as

H\(K)=H (K)xRy(K)
N (3-28)

1

= Hy(K) = Y (X0, (K) 1 X, (K)]
W n=N-W+1

Where Hn(K) is the corrected CFR in N-th OFDM symbol; Hg(K) is the initial CFR;

W is the window of tracking OFDM symbols. In (3-28) it looks that W OFDM

symbol of data ratio (Xgn(K)/Xpn(K)) should be summed for the DDCT. To reduce the

redundant summation complexity the moving-average can be derived as

Ri(K) = > [, ()1, (K0)]
= Ry (K) =Ry (K)+ (3-29)

X (K X (K) = X (R 5 (R

Where Rx(N) the calculated ratio«of updated CER*Hn(K) over the old CFR Hy.1(K).

According to (3-29) the moving-average circuit of DDCT can be simplified.

We can have two methods to compensate the error caused by time-variant
channel: feedback update of CFR as (3-28) and feedforward compensation. The

feedforward compensation can be derived as
Xo(K) = Yo (K)/ H(K) = X, (K)/ Ry (K) (3-30)

So we can find the feedforward compensation needs one complex divider. The
block diagrams the proposed feedback compensation and the feedforward

compensation of DDCT are shown in Figure 3-15.
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(a) DDCT with Feedforward Compensation
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(b) DDCT with Proposed Feedback Compensation

Figure 3-15: Block diagrams of DDCT with feedforward and feedback compensation

To achieve the low EQ complexity, we employ the feedback CFR update. This
feedback CFR update not only corrects the time-variant channel but also increases the

equalized data correctness and enhances the accuracy of PET.
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3-2-4 Proposed Weighted-Average Phase Error Tracing with Pilot

Pre-compensation

In the PET design, the minimum-square-error algorithm (3-13) and (3-14) can
make the detected phase error close to the true values. We also name the detection as
the direct detection method. However there are still two problems to injury the phase
detection accuracy. The first problem is the channel noise [14]. The AWGN will cause
the true and detected phase error become difference and then the compensated data
subcarrier will still be rotated by the residual phase error. And a linear least square
estimation (LLSE) approach reduces the noise between OFDM symbols with a linear
weighted tracking [14]. It tracks the phase error with the linear weighting factors
between each OFDM symbol. However the true phase error of earlier OFDM symbols
is smaller than that of latter OFDM symbols.'And it’s more easily distorted by channel

noise. Hence the linear-weighted method is not robust enough to channel noise.

The second problem is the phase.error-range [25]. When the packet length is
longer than about 1ms, the mean phase error caused by residual CFO will possibly
exceed the +r range. Therefore the direct detection (3-13) and (3-14) will not find the
correct value. An example of incorrect phase detection when the true phase error
exceeds *n is shown in Figure 3-16. When the true phase error exceeds +m, the pilot
phase error will also distribute in positive and negative range. Hence the phase
detection (3-13) and (3-14) will miss the true phase error information. And the total
detected phase error (0+KL) will be far away the true phase error. In reference [25],
the PET approach sieves out the pilots with large phase error > +n and then detected
the phase error without the use of these large-phase-error pilots. However this method
is not well when all pilots have large phase error. And this PET method with fewer

pilots will degrade the PET performance.
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To solve the two problems in PET, we propose the non-linear weighted-average
phase error tracking (WAPET) with pilot pre-compensation. The non-linear WAPET
can suppress the channel noise with non-linear weighting factors and the pilot
pre-compensation can make the PET correctly track the phase error exceeding *m.
The non-linear weighting factors between OFDM symbols can be more efficient to
suppress the channel noise than the same weighting factors between OFDM symbols.
And different from [25], in the proposed design all pilots can be still used when the
pilot phase error > +rn. The proposed non-linear WAPET based on the detection

comprising (3-13) and (3-14) and the weighted average algorithms can be derived as

o
©
x,
D
0
©
e
o
4 ‘ _________ —— True phase error caused by CFO andSCO
—<— Phase error caused by CFO, SCO, and AWGN
©  Only pilot phase error
S —=— Detected mean phase error (0)
—— Detected linear phase error (K| )
B leoeeeaeee —=— Total detected phase error (+KL)
-10 -5 0 5 10
Frequency [MHz]

Channel Condition:
Residual CFO = 0.1ppm, SCO = 40ppm, SNR = 20dB

Figure 3-16: Incorrect phase detection when the phase error exceeds tn
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- W 1 |
Y :Z{WW(I_WW)N EZ QK,n
n=1 K :
ZK'QKn

N
Z w,(1-w, )" (3-31)

n= ZKZ

Where wy is the tracked mean phase error of N-th OFDM symbol, Ly is the tracked
slope of linear phase error of N-th OFDM symbol, W, is the root of weighting factor
of mean PET, Wy is the root of weighting factor of linear PET, Ok, is the detected
pilot phase error of n-th OFDM symbol, P is the pilot number, and K is the pilot
subcarrier index. In (3-31) the tracked phase error will be the weighted average value
during all OFDM symbols. However the non-linear WAPET needs to store N of phase
error values. To achieve the low.compleXity; the non-linear WAPET can be modified

as

=

-1

1 o 1
:W'//;;QKN—F(]_WV’). ’:Ww(]_Wt//)Nl E;eKn:|
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1
= Wy/ EZQK,N +(1 —Wv,) Wy
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LN=WLKZ7+(1—WL)' w,(1-w,) KZT (3-32)

K
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K
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~

=W, - +(1- W)LNI

According to (3-32) the tracked phase error mean Wy and slope Ly can be the

weighted average of detected error and the tracked error yx.; and Ly.; of the previous
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OFDM symbol. Therefore the memory size to store the WA inputs can be reduced to
I/N of that in (3-31). When the burst noise causes large detection error, the WA can
reduce the influence of the large detection error. To achieve correct tracking of the
phase error exceeding +m, the pre-compensation of pilot subcarriers is added in the
PET. Before PET the pilot subcarriers can be compensated with the phase error
tracked in the previous OFDM symbol. Therefore only the difference of the phase
error between the previous and the present OFDM symbol needs to be tracked with

the pilot. The PET with pilot pre-compensation can be derived as

AeK,N SUpy Wy~ KLy

1
yy =W, ';Z(QK,N)+ (1 _Wl,,) Wi

K

1 w W L.
= Wz// ';Z(AQK,N) +(1 _WW)'V/N—l +7WZWN—1 + V/PN l ZK
X X

K

1
=W, 'EZ(AQKW) +y = WAyt yy

K

Y(K-0..)
> K?

Z(K'AQK,N) ZK2 ZK
K ;KZ +(1—I/VL)-LN_1+VVLLN1; +WLV/N12K2
3 (K-a6,,)
K

2K

K

+(A=W)- Ly,

+ Ly =W, ALy + Ly, (3-33)

Where ABk n is defined as the pilot phase after the pre-compensation with the

previous tracked phase error yn.1+KxLy.1, Ay can be seen as the difference of mean
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phase error between the previous and the present OFDM symbol, ALy can be seen as
the difference of phase error slope between the previous and the present OFDM
symbol, and yx and Ly are the tracked mean and slope of phase error the same as
(3-32). Since in OFDM system the sum of pilot index XK is usually equal to zero, the
PET with pilot pre-compensation can be simplified as (3-33). The non-linear
weighting factors of (3-33) have the linear exponents of weighting factor roots Wy
and Wi. The example of non-linear weighting factors with Wy = 0.5 and linear
weighting factors in the 20-th OFDM symbol is shown in Figure 3-17. And the block
diagram of the proposed non-linear WAPET with pilot pre-compensation in (3-33) is

shown in Figure 3-18.

0.6

—#— Linear Weighting Factors
—=— Proposed Non-linear Weighting Factors

1 T g

04

0.3

0.2

Weighting Factor Value

] SE— S VU N . e
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e e e e Y I e I ———
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Figure 3-17: Weighting Factors of PET designs
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Figure 3-18: Block diagram of the proposed non-linear WAPET

In the block diagram of the.proposed PET, first the pilot subcarriers will be sent
for pre-compensation and phase error tracking. And then the phasor conversion will
generate the compensating phasor “exp{-j(yx+KLn)}. Finally the pilot and data
subcarriers will be compensated with"the ‘phasors and then sent to DDCT. The
example of tracked phase error with W,, = 0.5 and W = 0.5 during 30 OFDM
symbols is shown in Figure 3-18. We can find the mean and slope of true phase error
is linear to OFDM symbols. In Figure 3-18 (a), we can find the noise will cause larger
percentage of error in the earlier OFDM symbols. In the forth OFDM symbol the
noise causes 80% error and in the 17-th OFDM symbol the noise only causes 14%
error. Hence the proposed non-linear WAPET which is more dependent on the
estimation in latter OFDM symbols can achieve higher PET accuracy. As shown in
Figure 3-18, compared with the direct detection, the tracked phase error of the

proposed WAPET can be more close to the true ones.
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Figure 3-19: Tracked (a) mean and (b) slope of the phase error caused by 0.1ppm

residual CFO and 40ppm SCO during 30 OFDM symbols

The example of non-linear WAPET with and without pilot pre-compensation is
shown in Figure 3-20. Without pilot pre-compensation, the tracked phase error will be

far away the true one when OFDM symbol becomes more. With pilot
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pre-compensation, the tracked phase can be close to the true one even the phase error

exceeding +m.
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Figure 3-20: Tracked phase error of WAPET with and without pilot pre-compensation
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3-3 Performance Analysis of Low-Complexity Design

for OFDM-Based WLAN System

In this section the design performance including the FER of the proposed PD, the
RMSE of the proposed CFO estimation, the FER of the proposed FWD, and PER
curves based on the proposed AC, MF, MMSE EQ, DDCT, and WAPET will be
shown and discussed. In the PER simulation, each transmitted packet contains 1000
data bytes for the standard request. The channel condition mainly contains IEEE
multipath channel with 50ns RMS delay spread (average 10.93 taps) [19], 40ppm
CFO with phase noise effect [33, 34], 40ppm SCO, and 50Hz Doppler frequency

(DF).

3-3-1 Performance of the Proposed Low-Comiplexity Auto-Correlation

The proposed HPSU AC is used for PD and CFO estimation. For accurate coarse
and fine CFO estimation, in the below simulations the parameter of (3-3): Lg is set as
2 in short symbols and 1 in long symbols. Actually the Lgof short symbols is lower
than [27] which sets Ls as 10 in short symbols therefore the Lg setting as 2 also
achieves low auto-correlation complexity. To understand the PD performance based
on the proposed AC, the FER of PD with different wac values and Lg=2 in (3-3) is
shown in Figure 3-21. The FER is to calculate the error rate to detect both packet and
FFT-window. When the packet is successful detected however maybe the success of
PD is too late to make the FWD error. And then the frame is still error. So we can find
not only the PD accuracy but also the influence of PD to the overall synchronization

correctness in the FER. To avoid the degradation of typical 10% PER for IEEE
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802.11a system, we focus to make FER below 10%. As shown in Figure 3-21, when
the reduction factor wac is increased from 1 to 2, the SNR for 10% FER is only
increased by 0.1dB. Although the used signal amount is reduced by half, the used
high-power signal can assist to keep the design performance with only 0.1dB
additional SNR loss. And the 0.1dB SNR loss could be acceptable for the trade-off of
high performance and low complexity. And when wac is increased to 4 or 8, the SNR

loss for 10% FER will be increased by 2.0dB ~ 3.8dB.

o}
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L, 3 — :
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10-4 —— Target: FER < 10% ;

- °  sNRpdB] °

Channel Condition:
RMS=50ns, CFO=40ppm+phase noise, SCO=40ppm, Doppler=50Hz

Figure 3-21: FER of the proposed low-complexity PD for OFDM-based WLAN

system

To understand the CFO estimation performance based on the proposed HPSU
AC. The RMSE of CFO estimation with different wac values is shown in Figure 3-22.
And the phase noise is also added in the channel model [33, 34]. To achieve low
residual CFO to reduce the frequency-domain ICI, the CFO estimation error is
suggested to be less than about £0.8ppm [24]. As shown in Figure 3-22, when the wac

value becomes higher, the CFO estimation error will be increased. That is because
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that the amount of the signal used for CFO estimation becomes lower. For 0.8ppm
CFO error, the design with mac = 2 has 2.4dB SNR loss than that with wac = 1. And
the design with wac > 4 will result > 5.6dB SNR loss for 0.8ppm CFO estimation
error. The degraded CFO estimation performance may also cause the PER

performance loss.
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Figure 3-22: RMSE of the proposed low-complexity CFO estimation for

OFDM-based WLAN system

To understand the PER performance based on the proposed low-complexity AC,
the PER curves of 6Mb/s (lowest data rate) and 54Mb/s (highest data rate) in AWGN
channel and the multipath channel with 50ns RMS delay spread and frequency
selective fading > -15dB are shown in Figure 3-23 and Figure 3-24. As shown in
Figure 3-23, in 6Mb/s mode and AWGN channel, when mac is 1 and 2, the SNR loss
for 10% PER is only 0.1dB and 0.15dB compared with the perfect PD and CFO
estimation design. That means the increased FER and CFO estimation error of mwac =

2 increase the SNR loss by only 0.05dB. However when the wacis increased to > 4,
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the SNR loss for 10% PER will be arrived at 0.75dB and 2.1dB.
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Figure 3-23: 6Mb/s PER of the proposed low-complexity auto-correlation
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Figure 3-24: 54Mb/s PER of the proposed low-complexity auto-correlation
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Also as shown in Figure 3-23, when the multipath channel with 50ns RMS delay
spread is simulated, the difference of SNR loss between different mac values looks
smaller than that in AWGN channel. When the multipath channel is simulated, the
SNR for 10% PER will be increased from about 2dB to about 6dB in 6Mb/s data rate
because of the frequency-selective fading. As shown in Figure 3-21, when the SNR is
moved from 2dB to 6dB, the FER will be decreased from about 1% to less than 107,
And as shown in Figure 3-22, the CFO estimation error in SNR = 6dB is only about
20% of that in SNR = 2dB. In the multipath channel with 50ns RMS delay spread, the

SNR loss for 10% PER of mac =1, 2, 4, and 8 is 0.4dB, 0.6dB, 0.8dB, and 1.4dB.

The FER with @ = 8 are shown in Figure 3-24-2 (a). We can find the SNR for
10% FER in multipath channel is 3.1dB:Butin Figure 3-23, the SNR for 10% PER of
perfect synchronization in multipath channel 1s 6dB: Since the SNR for 10% PER in
multipath channel is higher than that for'10% FER,the PER degradation caused by
FER in multipath channel can®be less than that in AWGN channel. The CFO
estimation error with @ = 4 are shown in Figure 3-24-2 (b). We can find the CFO
estimation RMSE curves of AWGN and multipath channel are similar to each other.
That is because the auto-correlation used for CFO estimation can be robust to
multipath channel. We can find the CFO estimation error is lower when SNR
condition is higher. And the SNR for 10% PER in multipath channel is higher than
that in AWGN channel. Hence the CFO estimation error which degrades the SNR for
10% PER can be less when the channel condition becomes from AWGN to multipath.
And the PER degradation caused by FER and CFO estimation error in multipath

channel can be less than that in AWGN channel.
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Figure 3-24-2: FER and CFO estimation error with ® = 8

To understand the performance difference between high-power-signal-used and
random-signal-used design, the PER curves with ®ac=1~4 are drawn in Figure 3-24-3.
We can find the PER with wac=2.and random-signal-used design is higher than that
with high-power-signal-used desigh ‘and-Jloewer /that with wac = 4. By using

high-power-signal-used scheme the SNR for 10% PER can be saved.
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Figure 3-24-3: CFO estimation RMSE and range for OFDM-based WLAN system
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The RMSE and range of the proposed CFO estimation is shown in Figure 3-25.
With the estimation in both short and long symbols, the estimation range can be -120

~ 120ppm CFO (TX+RX)).
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Figure 3-25: CFO estimation RMSE and range for OFDM-based WLAN system

3-3-2 Performance of the Proposed Low-Complexity Matched Filter

To understand the influence of the proposed HPCU MF on FWD, the FER curves
of different wyr values are shown in Figure 3-26. As shown in Figure 3-26, when the
coefficient amount (tap number of the MF) is reduced from 64 to 32 or to even 16, the
synchronization loss will have 0.05dB~0.1dB SNR loss for 10% FER. The SNR loss
is increased by the coefficient reduction. And when the coefficient amount is reduced
to 8 or 4, the SNR loss for 10% FER will be obviously increased to 2.2dB or even the
FER is not efficient to be lower than 10%. To understand the influence of the
proposed HPCU MF on the system PER, the PER curves of different myy are
simulated. Since the 6Mb/s which achieves 10% PER in the lowest SNR region will

be most influenced by the FER performance, we discuss the PER of 6Mb/s data rate.
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Figure 3-26: FER of the proposed low-complexity MF for OFDM-based WLAN

system

Similar to Figure 3-24, the' PER curves with different oy of proposed MF are
close to each other in 54Mb/s:mode. So just the PER curves of 6Mb/s mode are
analyzed to decide the value of myr. The 6Mb/s PER of different wyr values in
AWGN channel and IEEE multipath channel [19] with 50ns RMS delay spread and >
-15dB frequency-selective fading is shown in Figure 3-27 and Figure 3-28
respectively. As shown in Figure 3-27, the SNR loss for 10% PER of ovmr =1, 2, and
4 is 0.07, 0.08 and 0.1dB compared with the perfect FWD design. And when oy is
increased to 8, the SNR loss for 10% PER will be increased to 0.5dB. And the PER of
omr = 16 is not efficient to achieve < 10%. As shown in Figure 3-28, the SNR loss for
10% PER of omr =1, 2, and 4 is 0.1, 0.2 and 0.24dB compared with the perfect FWD
design. And when oy is increased to 8, the SNR loss for 10% PER will be increased
to 1.6dB. And the PER of oup= 16 is not efficient to achieve < 10%. If the SNR loss

caused by MF should be kept in 1.0dB, oy = 4 can be chosen.
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Figure 3-27: 6Mb/s PER of the proposed low-complexity MF in AWGN channel
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Figure 3-28: 6Mb/s PER of the proposed low-complexity MF in IEEE multipath

channel with 50ns RMS delay spread

To achieve low MF complexity and high PER performance, we can use oy = 4.

In the 16-tap MF, the required multiplication can be reduced to 25% of a general
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64-tap MF for IEEE 802.11a WLAN system. And the added synchronization loss for
10% PER caused by FWD error can be limited in 0.03dB SNR for AWGN channel

and 0.8dB SNR for the multipath channel.

3-3-3 Performance of the Proposed DDCT and MMSE EQ

Since CE, CT and EQ methods all will influence the system performance under
multipath channel, we discuss the performance of both the proposed DDCT and
frequency domain-MMSE (FD-MMSE) EQ here. First the mean square error (MSE)
of existing LMMSE [49], ML [51], DDCT [52] and proposed DDCT is discussed.
From MSE of CE we can know the«CE-accuracy and tracking effect of time-variant
channel. The simulation condition of CE MSE.is 6Mb/s and each packet including
typical 1000 data bytes, that means the BPSK mapping is applied and each packet has
about 330 data OFDM symbols:vAnd the multipath channel is the IEEE Rayleigh
fading channel with 50ns RMS delay spread [19]. The window of moving-average of
proposed DDCT is set as 32, which can satisfy both the average effect and tracking
accuracy. The MSE of CE under time-invariant channel (Doppler frequency = OHz)
and time-variant channel with Doppler frequency = 50Hz are respectively shown in

Figure 3-29 and Figure 3-30.

In Figure 3-29 we can find the LMMSE and ML CE scheme can reduce about 6
and 10dB MSE when compared with the basic zero-forcing (ZF) CE. We can find that
the DDCT designs which use each data OFDM symbol for CT can achieve more
accurate CE than LMMSE and ML design which only use preamble for CE. And both

the existing DDCT design and the proposed design can reduce 8~13dB MSE when
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compared with ZF CE.

CE MSE [dB]

—-— ML CE
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—— ZF CE with Ref. DDCT ‘ ;
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SNR [dB]

Simulation Condition: BPSK, 330 OFDM Symbols per Packet
RMS Delay = 50ns, Doppler Frequency = OHz

Figure 3-29: Mean Square Error of CE and CT schemes with OHz Doppler frequency

They also reduce about 6.5dB MSE of the.LMMSE design in the high SNR
region. In the low SNR i.e. SNR ='0dB the.DDCT-has higher MSE because of the
larger noise injures the DDCT accuraey.—the.MSE of CE in the time-variant channel
with 50Hz Doppler frequency is drawn.in Figure 3-30. The simulation result presents
the importance of channel tracking in time-variant channel. Since ZF, ML, LMMSE
CE schemes only estimate channel in the initial preamble, the variation caused by
Doppler effect can not be acquired. Compared with the initial CE approaches the
DDCT [52] and the proposed DDCT can achieve reduce about 5~15dB MSE when
SNR is higher than 5dB. We can find the CE performance of proposed DDCT and the
referenced DDCT [52] are approximated to each other. But when CFO and SCO are
considered in simulation, the CE accuracy of referenced DDCT will be seriously

degraded. That consideration will be discussed in later PER simulations.
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Figure 3-30: Mean Square Error of CE and CT schemes with 50Hz Doppler frequency

After discussing the CE accuracy, we present the system PER simulation of the
proposed DDCT and FD-MMSE EQ._To, understand the performance degraded by
serious channel variation, the PER of diffeérent'CE and EQ approaches is simulated in
6Mb/s data rate, of that the packet length is‘longest, almost as 9x of packet length of
54MB/s. First the 6Mb/s PER%in IEEE-multipath channel with 50ns RMS delay
spread and OHz Doppler frequency is shownin Figure 3-31. In this simulation we can
find the performance of different CE and EQ approaches in the time-invariant channel.
In Figure 3-31 we can find the improvement of the FD-MMSE EQ design. First, the
employed FD-MMSE EQ can have lower 1.2dB SNR than the basic FD-MMSE EQ
for typical 10% PER. With the same ZF CE scheme the FD-MMSE EQ can achieve
lower 1.7dB SNR than the LS EQ design. When the proposed DDCT is also used, the
SNR can be furthermore reduced by 0.7dB. And hence the FD-MMSE EQ can

achieve the same SNR as the perfect LS EQ in 10% PER.
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Figure 3-31: PER of 6Mb/s in IEEE multipath channel with 0Hz Doppler frequency

Otherwise we can also find the ED-MMSE EQ can achieve lower SNR for 10%
PER than the accurate LMMSE/ML CE scheme: Although the SNR loss of improved
MMSE EQ is higher than that of conventional time-domain (TD) MMSE EQ, the
complex multiplications of FD-MMSE EQ is_only 1.17% of that of conventional
TD-MMSE EQ as listed in Table 3-1. So the FD-MMSE EQ can achieve a nice

trade-off between system performance and hardware complexity.

The 6Mb/s PER in IEEE multipath channel with 50ns RMS delay spread and
50Hz Doppler frequency is shown in Figure 3-32. First we can find if the referenced
DDCT [52] is directed used, the PER will be kept as 1. That is because the referenced
DDCT directly uses FFT outputs for tracking without the consideration of CFO and
SCO problems. We can find the proposed DDCT can save ~1.9dB SNR loss caused
by channel variations when compared with the ZF CE without tracking. If the
FD-MMSE EQ is used with the proposed DDCT, the proposed design can reduce

1.5dB SNR than the adjusted referenced DDCT design.
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Figure 3-32: PER of 6Mb/s in IEEE multipath channel with S0Hz Doppler frequency

The 54Mb/s PER in IEEE multipath channel with 50ns RMS delay spread and
50Hz Doppler frequency is shown in Figure 3-33. The proposed DDCT can achieve

better 0.9dB SNR than ZF CE without tracking schéme.
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Figure 3-33: PER of 54Mb/s in IEEE multipath channel with SOHz Doppler frequency

3-3-4 Performance of the Proposed WAPET

To understand the performance of the proposed non-linear WAPET with pilot
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pre-compensation, the 6Mb/s and 54Mb/s PER curves of the proposed WAPET in the
IEEE multipath channel is shown in Figure 3-34 and Figure 3-35. Note that the
DDCT and LS EQ are used in the simulation. As shown in Figure 3-34, compared
with the perfect PET, the SNR loss for 10% PER of the proposed WAPET design,
LLSE design [14], general direct detection, and WAPET without pilot
pre-compensation (pre-comp.) is 1.2dB, 2.5dB, 3.5dB, and > 12dB. Since the
proposed non-linear WAPET method can achieve higher PET accuracy, it achieves
better performance than the existing approaches. Since the packet length of 6Mb/s
comprise 336 OFDM symbols, the phase error of the large OFDM symbol number
will exceed +m which has been shown in Figure 3-20. Hence the PET without pilot
pre-compensation is not efficient to achieve <10% PER. Compared with the existing

scheme the proposed design can reduce 1.3 dB ~2.3dB SNR for 10% PER in 6Mb/s.

Packet Error Rate

ERSRL:

Perfect PET T et
Proposed WAPET with pilot pre-comp. [}~ -5
Referenced LLSE with pilot pre-comp.
Direct Detection with pilot pre-comp.
WAPET without pilot pre-comp.
Target: PER < 10%

4 6

10°

8
SNR [dB]
Channel Condition:
RMS=50ns, CFO=40ppm+phase noise, SCO=40ppm, Doppler=50Hz

Figure 3-34: 6Mb/s PER of the proposed WAPET
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Figure 3-35: 54Mb/s PER of the proposed WAPET

As shown in Figure 3-35 in 54Mb/s mode;the PER of different PET schemes are
more close to each other when*compared with:that in 6Mb/s. That is because each
packet of 54Mb/s only has 39:OFDM symbol. And the difference of PET error is
smaller with the small OFDM number. And sinee the packet has only 39 OFDM
symbol, the phase error will not exceed trn. Hence performance of the WAPET
without pilot pre-compensation is close to that of the proposed design. In 54Mb/s the
SNR loss for 10% PER of the proposed WAPET design, LLSE design [14], general
direct detection, and WAPET without pilot pre-compensation is 1.2, 1.9, 2.0, and
1.4dB. Compared with the existing scheme the proposed design can reduce 0.6dB ~

0.7dB SNR for 10% PER in 54Mb/s.

After the performance discussion of the proposed HPSU AC, HPCU MF, DDCT,

and WAPET, the SNR loss variation for 10% PER is listed in Table 3-2 as a summary.
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Table 3-2: Summary of SNR loss variation of the proposed design

Proposed Design SNR Loss Variation
1. Add 0.05 ~ 0.4dB SNR in 6Mb/s
AC
2.Add 0.07 ~0.1dB SNR in 54Mb/s
MF 1. Add 0.03 ~ 0.8dB SNR in 6Mb/s
1.Reduce 0.5~1.8dB SNR than LS EQ
MMSE EQ
2.The same performance as perfect LS EQ when using DDCT
Reduce 1.5dB SNR than design without DDCT in 6Mb/s
DDCT
simulation with 5S0Hz Doppler frequency
1. Reduce 1.3~2.3dB SNR in 6Mb/s (longer packet)
WAPET
2. Reduce 0.6~0.7dB'SNR in 54Mb/s

3-4 Floating-Point PER for OFDM-Based WLAN
System

After the detailed performance discussion of the proposed key designs, the
system floating-point PER curves of all data rates from 6Mb/s to 54Mb/s will be
shown. In the PER simulation, each transmitted packet contains 1000 data bytes for
the standard request. The main channel condition of this section also contains IEEE
multipath channel with 50ns RMS delay spread average 10.93 taps) [19], 40ppm CFO

with phase noise effect, 40ppm SCO, and 50Hz Doppler frequency.

The PER curves of the perfect synchronization (including perfect CE) and the
proposed design in AWGN channel are respectively shown in Figure 3-36 and Figure
3-37.
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Figure 3-36: PER of perfect synchronization in AWGN channel
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Figure 3-37: PER of the proposed design in AWGN channel

The perfect synchronization means that the estimated timing, CFO, and CFR are

the same as the true ones. Therefore no synchronization error exists in the
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compensated data, and the PER is just degraded by the channel AWGN. The SNR
values for 10% PER in AWGN channel are listed in Table 3-3. As listed in Table 3-3,
the system constraint is derived with 10dB RF noise figure [18, 25, 38]. Compared
with the perfect synchronization design, the proposed design has average 2.85dB SNR
loss. And it can achieve average 6.61dB gain for 10% PER compared with the

allowed SNR values of the system constraint.

Table 3-3: SNR for 10% PER of OFDM-based WLAN system in AWGN channel

Perfect Proposed System
Data Rate SNR Loss
Synchronization Design Constraint
(Mb/s) (dB)
(dB) (dB) (dB)

6 -0.3 23 9.7 2.6

9 2.5 4.0 10.7 1.5
12 2.8 5165 12.7 2.85
18 5.5 8.35 14.7 2.85
24 8.6 11.2 17.7 2.6
36 11.7 15.0 21.7 33
48 15.9 19.4 25.7 3.5
54 17.2 20.8 26.7 3.6
Avg. 7.99 10.84 17.45 2.85
Note A B (should < C) C B-A

The SNR values of the system constraint can be seen as the RF SNR calculated
with RF noise figure. Since the SNR for 10% PER of the proposed design is lower

than the system constraint, in the SNR region of the system constraint the PER of the
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proposed design is lower than 10% to satisfy the system requirement. The PER curves
of the perfect synchronization and the proposed design in the time-variant IEEE
multipath channel with 50ns RMS delay spread and > -15dB frequency-selective
fading are respectively shown in Figure 3-38 and Figure 3-39.And the SNR values for
10% PER in the time-variant multipath channel are listed in Table 3-4. As listed in
Table 3-4, the proposed design has average 2.4dB SNR loss compared with the
perfect synchronization. And compared with the system constraint the proposed
design has average 1.96dB gain for 10% PER. Under the serious 11-tap time-variant
multipath channel, the proposed design can still achieve the system performance

requirement.
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Figure 3-38: PER of perfect synchronization in multipath channel
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Figure 3-39: PER of the proposed design in multipath channel

As listed in Table 3-3 and Table 3-4, the proposed design has average 2.86dB and
2.39dB SNR loss in AWGN channeliand time-variant multipath channel respectively.
The SNR loss is mainly caused by synchronization error, CE error, and PET error. The
distribution of SNR loss of 6Mb/s and 54Mb/s in AWGN channel is shown in Figure
3-40. Only 3% SNR loss is added by the proposed low-complexity AC and MF. And
19% ~ 56% SNR loss can be reduced by the proposed DDCT. Since the SNR region
to achieve 10% PER of 6Mb/s is lower than that of 54Mb/s, the synchronization loss
caused by FER and CFO estimation error of 6Mb/s is higher than that of 54Mb/s.
Based on the proposed low-complexity synchronization and high-performance CE,
the design complexity and system performance can achieve a nice trade-off. The

design complexity will be discussed with the hardware architecture in Chapter 5.

111



Ch3. Low-Complexity Design for OFDM-Based WLAN System

Table 3-4: SNR for 10% PER of OFDM-based WLAN system in time-variant [IEEE

multipath channel

Perfect Proposed System
Data Rate SNR Loss
Synchronization Design Constraint
(Mb/s) (dB)
(dB) (dB) (dB)
6 4.4 7.2 9.7 2.8
9 8.6 10.1 10.7 1.5
12 7.3 9.6 12.7 1.7
18 11.6 13.4 14.7 1.8
24 12.6 15.1 17.7 2.5
36 17.2 19.8 21.7 2.6
48 20.4 £5.2 25.7 2.8
54 22.9 2515 26.7 2.6
Avg. 12.26 15.0 17.45 2.74
Note A B (should < C) C B-A

Added Loss by

proposed AC (2%) B,gsic Sync Loss (7%)

Added Loss by . .

proposed MF (1%)

Avg. Loss: 2.8dB

CE and EQ
Loss
(40%)

PET Loss
(50%)

Figure 3-40: SNR loss for 10% PER of OFDM-based WLAN system
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Chapter 4:
Low-Complexity Design for
OFDM-Based UWB System

In the UWB system with power constraint as listed in chapter 1, the power
reduction becomes the main design concern. In the OFDM system the synchronization
and channel equalizer which occupy 22% and 58% power respectively dominate the
power consumption of OFDM transceiver. Therefore in this chapter we propose
low-complexity timing synchronization, frequency synchronization, and channel
equalizer designs for low-power.sand low-atea UWB processor. Following the
methodology of high-power-signal-used-synchronization for OFDM-based WLAN
system, we also develop the sub-sampling-based synehronization for UWB system. In
the proposed synchronization not only the used signal amount is reduced but also the
used signal timing is averagely partitioned. With the data partition method, the
synchronizer computation can be reduced averagely therefore the parallel architecture
of a high-throughput UWB synchronizer can be simplified to a serial architecture.
And the area and power can be reduced. Besides, a dynamic-threshold design is also
proposed to enhance the accuracy of timing synchronization. It can make the timing
synchronization adapt to the channel condition and achieve the lower frame error rate
(FER) than the fixed-threshold design with a low overhead. In the existing channel
equalizer the complex divider and multipliers occupy 90% power. Therefore we
propose a divider-and-multiplier-free equalizer for 480Mb/s UWB system. In the
proposed equalizer the power, area, and the critical path delay can be simultaneously

reduced lower than the existing equalizer therefore the proposed equalizer can achieve
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low power and high throughput for UWB. After the algorithm description in section
4-1 and 4-2, the performance will be also discussed in section 4-3 and 4-4. The design
performance of synchronization: frame error rate (FER), CFO estimation
root-mean-square-error (RMSE), the design performance of equalizer: channel
estimation (CE) MSE, and the system performance of the main data rates for

LDPC-COFDM and MB-OFDM systems will be shown.

4-1 Low-Complexity Synchronization for OFDM-Based
UWB System

In UWB system the design.power,is tapidly increased for > 480Mb/s high data
rate and > 500MHz wide bandwidth. So the low-power design becomes the main
concern for the high-speed wircless -application. Hence in this section we propose a
data-partition-based auto-correlation”and ‘moving-average-free matched filter for
low-power UWB design. Similar to section 3.1, the used signal amount of
synchronization can be reduced based on the trade off between performance and
design complexity. Especially in CFO estimation, as discussed in chapter 1, the UWB
design is less sensitive to CFO than WLAN system. Therefore larger CFO estimation
error can be tolerant in UWB system and the design complexity reduction of CFO
estimation can be more efficient. Different from the proposed low-complexity design
for WLAN system, the proposed low-complexity UWB design not only reduce the
design complexity but also can simplify the design architecture. It can simplify the
conventional parallel architecture to a serial architecture to achieve > 528MS/s high

throughput with only 132MHz quarter clock speed. The design architecture will be
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discussed in chapter 5. And as shown in the performance discussion in section 3.3, the
synchronization loss is added by only 0.21 ~ 0.25dB SNR for 8% PER of UWB
system. Besides the low-complexity design, we also propose the dynamic-threshold
design to improve the system performance. The threshold to detect the preamble
timing can be dynamically and automatically tuned to adapt the channel environment.
And then it can achieve lower FER than the fixed-threshold designs. It can achieve
maximum 2.33dB SNR improvement for 8% PER compared with the fixed-threshold

designs.

4-1-1 Synchronization Block Diagram of OFDM-Based UWB System

The synchronization for OEDM-based UWB system includes not only PD, CFO
estimation, and FWD but also the band detection and preamble-timing detection (PTD)
to control the RF frequency and distinguish-the’ preamble timing for MB-OFDM
UWRB system. It is used to find the correct timing and frequency information of the
preamble structure defined in OFDM-based UWB system. The structure of PLCP
preamble defined in UWB specification [15] is shown in Figure 4-1. The preamble
comprises 21 packet sequence (PS), 3 frame sequence (FS), and 6 channel estimation

sequence (CES). The data flow of the UWB synchronization is shown in Figure 4-2.
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Figure 4-1: Preamble structure of OFDM-based UWB system

In the initial of the preamble, the synchronization should detect the packet initial
and then find the correct band ID for correct RF down-conversion. As discussed in
chapter 3, the auto-correlation can be used for PD and CFO estimation because the
preamble consists of repeated symbols in the OFDM-based WLAN system. In the
OFDM-based UWB system, the preamble also consists of 21 repeated PS in the initial
therefore the auto-correlation can be'used for.the timing detection. And then the CFO
can be also estimated with the auto-cotrelation.and the FFT-window can be detected
with the matched filter before the end.of PS:"And then the PTD should be used to
distinguish the FS from PS. The difference between FS and PS is that the FS is
sign-inversed of PS [15]. In the boundary between PS and FS, the sum of two
continuous auto-correlation results will be hurriedly decreased so the PTD can be also
done with auto-correlation. After the PTD, the initial position of CEP can be found.
Then the CEP, following header and data OFDM symbols will be sent to the FFT

design for channel estimation and correct data demodulation.
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Figure 4-2: Data flow of synchronization.for OFDM-based UWB system

The same as WLAN system, the PD and CFO estimation can be done with the
auto-correlation. And the power and phase of auto-correlation is respectively shown in
Figure 4-3 and Figure 4-4. When the valid packet comes, the power and phase can be
used to detect the packet and estimate the CFO. After PD, the band detection is
needed to make RF correctly down-convert the received signal. We can use the power
of LPF output signal to find the band ID. First we control the RF to use fixed band #1
for down-conversion. Through the down-conversion and RF LPF, the signal originally
transmitted in band #2 and band #3 will be suppressed by the LPF. The signal power

with fixed band #1 down-converter is shown in Figure 4-5.

117



Ch4. Low-Complexity Design for OFDM-Based UWB System

Received Signal Power Auto-correlation Power
5[ ; ; s : g ] 5 : '
: : ‘% o
_ ﬁ & -0t
g § o0l |
2 acket start |:> £ Packet start
E_" T (é_qo.. BV SOV ST
o5 H §-5{J-
= 60
100 200 oo 500 0 500 1000
Time [ns] Time [ns]

Figure 4-3: Auto-correlation power used for packer detection in UWB system
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Figure 4-4: Auto-correlation"phase used for. CFO estimation in UWB system

As shown in Figure 4-5, the power of signal originally transmitted in band #2
and band #3 will be suppressed to approach to zero. We can use the feature to find the
rough band boundary of band #1. And we also use the auto-correlation power to check
the band #1 signal belongs to the correct preamble. And then the FWD will find the
accurate band boundary and FFT window boundary. For PTD, the sum of two
continuous auto-correlation results can be used to distinguish the PS and FS which are

sign-inversed of each other. It can be derived as
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Figure 4-5: Received signal power used for band detection

‘AAC (m)+ A o (m— 1)‘2 < Appp X [pm + pm—l] ? (4-1)

Where Aac(m) is the auto-correlation result-of m-th and (m+1)-th OFDM symbol,
Aprp 1S a threshold value, and Py, is thesignal-power sum of the m-th OFDM symbol.
If m-th OFDM symbol belongs to PSand (m+1)-th OFDM symbol belongs to FS, the
sign-inversed characteristic will let Aac(m) be sign-inversed of Aac(m-1). Thus
|AAC(m)+AAC(m—1)\2 will become smaller than the product of threshold A and sum of
the signal power. An example of sum of two continuous auto-correlation results for
PTD is shown in Figure 4-6. When the received signal changes from PS to FS, the
auto-correlation will be the rapidly degraded and then the boundary between PS and
FS can be found. Based on the proposed synchronization methods the correct timing

and frequency for MB-OFDM demodulation can be synchronized in the preamble.

119



Ch4. Low-Complexity Design for OFDM-Based UWB System

Power of Auto-correlation Sum

-2 -1
OFDM Symbol Index (312.5ns)

Channel Condition: 3dB SNR

Figure 4-6: Sum of two continuous auto-correlation results for PTD of UWB system

4-1-2 The Proposed Data-Partition-Based Auto-Correlation

For PD, CFO estimation, and. PTD, the auto-correlation can be used in the
preamble-based OFDM system [10, 13, 24, 26, 27, 28, 29]. Similar to (3-1), the

algorithm used in the existing approaches can be derived as

N-1
AAC (m) = Z rme+n X ri’in+3)><N+n (4—2)

S

Where N is the sample amount of a repeated symbol, and 7.+, 1S the received
sample in the n-th cycle of the m-th repeated symbol. Different from (3-1), the
correlation distance is increased from N to 3N. That is because in the MB-OFDM
system with a default mode 1, the N-th and (N+3n)-th OFDM symbols are transmitted
in the same RF band. Therefore N-th OFDM symbol is only coherent to (N+3n)-th

OFDM symbols. So the correlation distance is increased to 3N. In the UWB system,
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the preamble comprises the repeated OFDM symbols and each of which has 165
samples [15]. So N is equal to 165 in the OFDM system with 128-point FFT symbol
and 37-sample guard-interval. And the 165 samples 7,.w+» Will be stored and
multiplied in (4-2). To reduce register access and design complexity, a

data-partition-based auto-correlation algorithm is proposed and derived as

LA

*
AAC(m) ~w Zrme+a)n X Font3)xN+an (4-3)
n=0
Where o is the reduction factor, 7.+en and Im+1)xN+on are the used samples. In the
proposed algorithm, input data are partitioned into ® groups, and only one group of
data is used. Thus the amount of register,accesses and multiplications can be reduced
to 1/w. The auto-correlation power can be/used to detect valid packet. The algorithm

of PD can be derived as

2
‘AAC(m)‘ 2 App X Pm+32 (4-4)

Where Aac(m) is the auto-correlation result of m-th and (m+1)-th repeated symbol,
App is a pre-defined threshold value, and P53 is the sum of signal power of (m+3)-th
OFDM symbol. An example of the proposed auto-correlation with different reduction
factor @ and different channel conditions is shown in Figure 4-7. The examples of
normalized auto-correlation power |Axc(m)[*/Puii”® is simulated in a high SNR
condition of an AWGN channel (better channel) and a low SNR condition of an
indoor multipath channel for UWB system (worse channel) [20]. The correct
preamble is set to begin in Ons. Before Ons only the noise comes. And the normalized
auto-correlation power of received noise may become higher as ® is increased. That

means the larger o value will cause the false-alarm of PD more easily. So it’s
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important to find a ® value to simultaneously keep synchronization performance and

reduce design complexity.
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Figure 4-7: Normalized auto-correlation power in (a) better channel and (b) worse

channel

In other words, the auto-correlation result can be also used for CFO estimation.

The same as (3-4), the CFO estimation for OFDM-based UWB system can be

derived as
é:; an”! w (4-5)
27 x3NT Re[A ,.(m)]

Where € is the estimated CFO, N is the sample amount of an OFDM symbol, T is the
sample period, and Aac(m) is the auto-correlation result. The CFO estimation range
with the use of PS can be +0.5/3N = £0.5/937.5ns = 537KHz equal to 53.7ppm of
10GHz RF frequency. So the CFO estimation can satisfy the £20ppm CFO range

(TX+RX= +40ppm < £53.7ppm). After CFO estimation, the phase rotation caused by
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CFO can be compensated as (3-5). And then the matched filter can be used for FWD

without CFO distortion.

4-1-3 Data-Partition-Based and Moving-Average-Free Matched Filter

In order to detect the correct FFT-window boundary, the matched filter can be
used [27, 29]. Similar to (3-9), the algorithm used in existing approaches can be

derived as

N-1
Ay (k)= "1, ¥ C, (4-6)
n=0

Where Nis the sample amount of a. FET symbol, k is: the FWD timing from 0 to N-1,
rr+n 18 the received sample after CFO compensation; and C, is the coefficient of the
matched filter. The conventional matehed filter in (4-6) needs to store the different
received samples 1o ~ rin-1 in the registers according to different FWD timing k. We
propose a moving-average-free matched filter which only stores ro~rn.; to reduce the
storing times and power consumption of the registers. Since the OFDM symbol is
repeated, the received samples have a period of N samples. And the received sample
Tiin, Where k+n>=N, can approximate to rgin.N. And then the received samples riiy ,
where n = 0 ~ N-1, can approximate to rp, where L = k~N-1 and O~k-1. After the data
rescheduling, the used received samples can be only ro~rn.; for different FWD timing

k. And the equation (4-6) can be approximated as
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N-1
AMF(k): Zrk+n X C:
n=0

N—k-1 N-1
* *
~ ZI/}Hn X Cn + Z’?ﬁn—N X Cn (4-7)
n=0 n=N-k
N-1

1 X Co il k) NN
0

~

Where the used received samples 1. are fixed as ro ~ rn.;, and the matched filter
coefficients Cp i+ (k-LynTxn are still Co~Cx.;. Since the proposed algorithm can only use
fixed N received samples to calculate all outputs of the matched filter, the
moving-average design can be removed. The computation of the proposed
moving-average-free matched filter can be also reduced by the data-partition method.

Thus the proposed matched filter algorithm can be derived as

[N/w -1
Ay (k ) ~ o Z Pt % Ca)é—k+|—(k—a)ﬁ)/N_|xN (4-8)
=0

Where the index o is the reduction factor as in (4-3). Similar to (4-3), the stored
sample amount and multiplications of (4-8) can be reduced to 1/®. And the number of
filter taps can be also reduced. The matched-filter output power can be used to detect
the correct FFT-window boundary. The timing with matched-filter peak power can be

derived as
2
erak = aig max{‘AMF (k)‘ } (4'9)

Where K,k is the timing with peak power and Amr(k) is the matched filter output.
The matched-filter power of the received preamble in the channel conditions which is

the same as in Figure 4-7 is shown in Figure 4-8. The correct FFT-window boundary
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of Figure 4-8 is set to Ons. As o is increased, the number of matched-filter power peak
will be increased. And the sub-optimal timing location algorithm can be used [27].
First the searched number of highest peaks is pre-defined according to the ® value.
Then the peaks will be found and the earliest peak can be identified as the
FFT-window boundary. For example the searched number of the highest peaks for o =
4 can be defined as 2. And as shown in Figure 4-8 with ® = 4, the earliest peak of the
highest 2 peaks can be exactly on the correct FFT-window boundary (Ons). This

sub-optimal timing location algorithm can efficiently recover the correct FFT window.

Matched Filter Power
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Figure 4-8: Matched-filter power in (a) better channel and (b) worse channel

4-1-4 The Proposed Dynamic-Threshold Design

After FWD, the synchronizer can start the PTD to find the boundary between PS
and FS of the preamble. As shown in (4-1) and Figure 4-6, we can use sum of two

continuous auto-correlation results to detect the timing. For accurate PTD, a
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dynamic-threshold design, which adapts A, value to the channel condition, is

proposed. The adapted threshold can be derived as

L M= D A -2
" [pnz—l+pnz—2] ?

P (4-10)

Where ¢ is a fixed ratio to shift the level of Aprp to perform accurate PTD, and the
threshold value Aprp can be updated according to auto-correlation result Axc(m) and
sum of signal power Py and Pp,. Simulation result of section 4-3 shows the
proposed dynamic threshold design can achieve the lower FER and PER than those

designs with fixed threshold values.

4-2 Low-Complexity:Channel Equalization for UWB

System

4-2-1 Basic Divider-Based Channel Equalization with WAPET

As discussed in chapter 3, the proposed channel equalizer consists of channel
estimation (CE), equalization, channel tracking (CT) to solve Doppler effect, and
weighted-average phase error tracking (WAPET) for WLAN system. In the UWB
system the longest packet length is only 102.4ps, equal to 1/10 of that of WLAN
system. As shown in Figure 3-13 in the short packet time of WLAN the channel
variance will be less than only 0.5dB in the condition of 50Hz Doppler frequency.
And we found when system migrates to higher-speed UWB, the SNR loss caused by
50Hz Doppler will not exceed 0.1dB. Hence the channel tracking is not required and

the channel equalizer for UWB system can only comprise CE, equalization, and
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WAPET. In conventional CE method, the channel frequency response (CFR) is
estimated with a complex divider. The same as (3-11), the CE algorithm can be

derived as

H.(k)=Y,(k)/ X, (k)=H(k)+Aw/ X, (k) (4-11)
Where Hg(k) is the estimated channel frequency response (CFR), Yir(k) is the
received frequency-domain preamble, Xj(k) is the defined frequency-domain
preamble, H(k) is the true CFR, and Aw is the AWGN within Y (k). This is also called
zero-forcing (ZF) algorithm [27]. Based on the ZF algorithm, the example of
estimated CFR and true CFR of UWB CM channel with RMS = 5ns and SNR = 10dB

is shown in Figure 4-9.

As shown in Figure 4-9, the difference between the true and estimated CFR is
the estimation error AW/X (K):caused by the noise.”After CE, the channel fading in
the received data can be equalized: The equalization can be derived as

X(ky=Y(k)/ Hy(k)=Y k) -[¥,(k)/ X, (k)] 4-12)

Where X(k) is the equalized data subcarrier and Y (k) is the received data subcarrier.
From (4-12) we can find that to solve the channel fading the complex division is

needed in either CE or equalization.
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Figure 4-9: Example of estimated CFRand true CFR with 5Sns RMS and 10dB SNR in

528MHz UWB system

After the equalization the data will be also compensated with the phase error

mainly caused by CFO and SCO. The same as (3-13) and (3-14) the direct detection

of the phase error can be derived as

1
4 _;;QK
> K6
— _K
= ZK2
K

L

(4-13)

Where v is the estimated mean phase error, Ok is the phase error of each pilot, K is
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the subcarrier index of pilots, P is the pilot number, L is the slope of the linear phase
error, and LK is the linear phase error linear to subcarrier index K. According to (4-13)
we can find the mean phase error and linear phase error can be detected from the pilot
phase error. An example of detected phase error is shown in Figure 4-10. As shown in
Figure 4-10, the phase error caused by only Ippm residual CFO and 40ppm SCO
ideally contains mean and phase error. However when the AWGN is joint, the phase
error will be distorted to result rapid transition. Because of the minimum-square-error
algorithm (4-13), the mean and linear phase error distorted by AWGN can be still
individually detected. And the total detected phase error can be approached to the true

value.
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Figure 4-10: Example of detected phase error in 528MHz UWB system

To avoid the performance of phase error detection to be degraded by a burst
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noise and the accumulated phase error > +n, the WAPET algorithm is also used. The

same as (3-24), the non-linear WAPET with pilot pre-compensation can be derived as

Ok v , as N=1
A0, =
Oxy -¥y_, — KLy _, ,otherwise
iZAHK,N , as N=1
P
Yy =

I :
w, 'F;AQK,N Hyy_, , otherwise

D K40,y
X as N=1
K? '
2
D K46y,

K
2K
K

w, - + Ly ;5 otherwise

(4-14)

Where ABkn is defined as the pilot phase after the pre-compensation with the
previous tracked phase error yn.1+KxLy.1, Ay can be seen as the difference of mean
phase error between the previous and the present OFDM symbol, ALy can be seen as
the difference of phase error slope between the previous and the present OFDM
symbol, and yy and Ly are the tracked mean and slope of phase error. The example of

tracked phase error during OFDM symbols is shown in Figure 4-11.
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Figure 4-11: Tracked phase error caused by (a) 1pm residual CFO and (b) 40ppm

SCO during OFDM symbols

As shown in Figure 4-11, the tracked phase error can be more close to the true

error compared with the directly detected one. The WAPET can suppress the PET
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inaccuracy caused by AWGN. After the tracing and compensation of PET, the data
can be sent to de-QPSK of UWB system. Based on the data flow from (4-11) to (4-15),
the block diagram of the general channel equalization with PET is show in Figure

4-12.

Channel Estimation Phase Error Tracking
Preamble Pilot [}
Table 1| Table [7| Phase error
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X, (K) SN Y | Arc-tan »{ and tracking
A 4 i
Sy +
Comp|ex eXp( J(\VN KLN)
divider UHL(K)
Y(K) Y (K)HL(K) To De-QPSK i

0 o
..................................................................................

Channel Equalization

Figure 4-12: Block diagram of the general channel equalizer

As shown in Figure 4-12, first the received preamble Y (K) is sent to the
complex divider and then the Hg(K) can be estimated with the defined preamble
X(K). To equalize the data with the complex multiplication not division, the inversed
of estimated CFR 1/Hg(K) is stored in the RAM. And then the data Y(K) is received
and then compensated with 1/Hg(K). In the PET, first the pilot is sent to arc-tangent
and then the pilot phase error is extracted. Through the phase error detection and
tracking, the phase error Oy+KLy is tracked and converted to the phasor. And then the

data is compensated with the phase error and then sent to the De-QPSK.
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4-2-2 The Proposed Divider-and-Multiplier-Free Channel Equalizer

In OFDM-based system only the QPSK is used for the constellation mapping.
The use of QPSK instead of QAM can reduce the peak-to-average power ratio (PAPR)
of the signal sent to the power amplifier of RF transmitter. The QPSK constellation of

received symbols and the probability of the symbol phases are shown in Figure 4-13.
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Figure 4-13: Example of (a) constellation and (b) phase probability of the received

QPSK symbols
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From the constellation we can find the de-QPSK can be done by the symbol
phases. And as shown in the probability of symbols phases, the phases of received
symbols are centralized to £n/4 and +371/4 according to the de-QPSK outputs. Without
amplitude (de)modulation, the de-QPSK can be done with the received symbol phases.
And the signal flow of the CE, equalization, PET can be simplified to only solve the
phase error and then sent the data phase to de-QPSK. Without the amplitude
processing, the dividers and multipliers can be eliminated in the proposed channel
equalizer. The proposed divider-and-multiplier-free channel equalizer with PET is

shown in Figure 4-14.
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..............................................................................................
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Figure 4-14: Block diagram of the proposed divider-and-multiplier-free channel

equalizer

In the proposed channel equalizer, first the all received symbols are sent to the
logarithm-based arc-tangent and then converted to symbol phases. And then the
received preamble phase Pyr(K) will be sent to channel phase estimation (CEP) to

estimate the channel phase Pyg(K) with the defined preamble phase Px;(K). And then
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the received data phases Py(K) will be equalized with the estimation channel phase in

the channel phase equalization (CPQ). The CPE and CPQ can be derived as
Pre(K)=Py1(K)-Px(K)
Px(K) = Py(K)-Pue(K)= Py(K)-[ Py.(K)-Pxi(K) | (4-15)

Where Pyg(K) is the estimated channel phase, Py (K) is the received preamble phase,
Px(K) is the defined preamble phase, Px(K) is the equalized data phase, and Py(K) is
the received data phase. When the equalized data phases are sent to PET, the PET can
be directly done without the use of arc-tangent. Hence the original arc-tangent of the
PER can be removed. And then the compensated data phase will be sent to de-QPSK.
Since the phase estimation and compensation can'be done with only the addition and
subtraction (4-15), the dividers-and multipliers are not needed. And the arc-tangent
block is just moved from the PET ofithe. general equalizer to the front of the proposed
equalizer. Therefore the arc-tangent is.not the additional design overhead. And the
design complexity including area and power consumption can be reduced with the

elimination of dividers and multipliers.

The general arc-tangent is realized based on a divider to result
Imaginary{Y(K)}/Real{Y(K)}. However the divider will also occupy large
percentage of design complexity. In the proposed equalizer the arc-tangent is realized

with the logarithm function. The logarithm-based arc-tangent can be derived as

W= (tan'l {log'l [logQQ‘)- log(m) ] }+ sign(l) x gj x (= 1)@ (4-16)

Where v is the output phase, I is the real part of input symbol, and Q is the imaginary
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part of input symbol. The output phase is generated based on the comparison of log{Q}
and log {I} instead of the division of Q and I. The function stage can be separated
from one stage of division to the two stages of logarithm look-up table (LUT) and
subtraction of log(|Q|) and log(] I |). Hence the pipeline design can be conveniently
applied with a little of overhead in the fetch. Hence both the clock speed and design
complexity can be reduced with the elimination of dividers. Since the critical path
delay is reduced, not the same as other OFDM blocks which need 4 data paths to
achieve 528MS/s throughput with only 132MHz clock speed, the proposed equalizer
can be implemented with only two data paths with 264MHz higher clock speed in
0.18um CMOS process. The performance discussion containing CE RMSE and
design PER with the proposed equalizer will be discussed in section 4-3. The design

architecture will be discussed in chapter 5.

4-3 Performance Analysis of Low-Complexity Designs

for OFDM-Based UWB System

In this section, the design performance of low-complexity synchronization and
channel equalization, and the system performance of the OFDM-based UWB systems:
LDPC-COFDM and MB-OFDM system are shown and discussed for the trade-off of
low design complexity and high performance. In the PER simulation, each transmitted
packet contains 1024 data bytes for the standard request. The simulation environment
mainly comprises AWGN, CFO effect, SCO effect, and the indoor multipath channel
[20, 32] for 528MHz UWB system. Since the frequency offset is expected as £20ppm

for each UWB design, the CFO and SCO between transmitter and receiver design are
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both set as 40ppm. And the phase noise model [35,36] is also added.

4-3-1 Performance of the Proposed Sub-sampling-Based

Auto-Correlation and Matched Filter

To discuss the reduction factor o and the required signal amount of the proposed
sub-sampling-based and moving-average-free auto-correlation and matched filter. The
system FER, CFO estimation RMSE, and PER of UWB system is simulated in the
multipath channel described above. The FER with different ® values of

auto-correlation and matched filter is shown in Figure 4-15.

Frame Error Rate

Sync with w =1
Sync with w =2
Sync withw=4
Sync withw =8
Sync withw =16
Target: FER < 8%

10

Channel condition: SNR [dB]
RMS=5ns, CFO=40ppm-+phase noise, SCO=40ppm

Figure 4-15: FER with different « values of the proposed auto-correlation and

matched filter

As shown in Figure 4-15, when the o is increased to 2 and 4, the SNR loss for
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8% FER will be 0.6~1.2dB. However when the ® value is increased to > 8, the SNR
loss will be increased to total 7.2dB. That means when ® is > 8 the FER degradation

becomes more serious.

The CFO RMSE with different o values is shown in Figure 4-16. When the ®
value becomes higher to reduce more design complexity, the CFO RMSE will become
also higher. So the value of reduction factor » should be decided based on a nice

trade-off between design complexity and system performance.

To decide the suitable ® value, the design PER of LDPC-COFDM system is
simulated with different ® values. The PER curves of 120Mb/s and 480Mb/s, which
are the lowest and highest rate of the proposed LDPC-COFDM system [1], are shown

in Figure 4-17 and Figure 4-18.

—=— Sync with w = 1 (General)
= I &= Syncwithw=2
ST B Syncwithw =4

I : —o— Sync withw =28
""""""" RS == Syncwithw =16

RMSE of CFO Estimation [ppm]

10
SNR [dB]
Channel condition: RMS=5ns, CFO=40ppm-+phase noise, SCO=40ppm

Figure 4-16: CFO RMSE with different o values of the proposed auto-correlation

138



Ch4. Low-Complexity Design for OFDM-Based UWB System

o —

—&— Perfect Sync

—7— Sync with w =1 (General)
—— Sync withw=2
—=
=
¢

Packet error rate of 120Mb/s

Sync with w = 4 (Proposed)
Sync withw =8

Sync withw = 16

Target: PER < 8%

0 1 2 3 4 5 6
SNR [dB]

Channel condition: RMS=5ns, CFO=40ppm+phase noise, SCO=40ppm

___________________________________

10”

Figure 4-17: PER of 120Mb/s;with different @ values of the proposed design
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Figure 4-18: PER of 480Mb/s with different  values of the proposed design

As shown in Figure 4-17, we can find when o is < 4, the SNR loss compared

with the perfect synchronization for 8% PER can be 0.05dB, 0.06dB, and 0.21dB.
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However when o is increased to 8, the SNR loss will be higher than 2dB. And the

PER with o = 16 is not efficient to be lower than typical 8%.

As shown in Figure 4-18, we can find when o is 1, 2, 4, and 8, the SNR loss
compared with the perfect synchronization is 0.09dB, 0.12dB, 0.24dB, and 0.90dB.
However when o is increased to 16, the SNR loss will be higher than 2.4dB. In the
case of ® = &, since the FER of 480Mb/s is lower than that of 120Mb/s, the SNR loss
of design with ® = 8 of 480Mb/s mode is far lower than that of 120Mb/s mode.
According to the PER of 120Mb/s and 480Mb/s, we can find ® = 4 is suitable for
low-complexity design with the increase of SNR loss from @ = 1 by 0.16dB and
0.15dB in 120Mb/s and 480Mb/s respectively. The algorithm with ® = 4 can simplify
the synchronizer architecture whichswill"be discussed in chapter 5. The RMSE and
range of CFO estimation with &'= 4 is shown in-Figure 4-19. With the proposed CFO
estimation with ® = 4 the CFO in the range -45ppm ~ 45ppm can be estimated. So the

proposed CFO estimation can satisfy the £20ppm CFO specification [15, 16].

4-3-2 FER and PER Analysis of the Proposed Dynamic-threshold design
for UWB System

To present the performance improvement of the PTD with the proposed
dynamic-threshold design, the FER and PER of UWB system is simulated in the Intel
multipath channel with 5ns RMS delay spread [32]. The FER of the proposed
dynamic-threshold design compared with fixed-threshold designs is shown in Figure

4-20.
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Figure 4-19: PER of 480Mb/s with different  values of the proposed design
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Figure 4-20: FER with different threshold of PTD in the multipath channel

We can find when SNR = 0dB, the design with threshold Aprp = 0.1 can achieve
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the lowest FER of the fixed-threshold designs. And when SNR = 2~6dB, the design
with fixed threshold = 0.04 can achieve the lowest FER of the fixed-threshold designs.
The designs with fixed threshold = 0.1 and 0.04 can respectively achieve the low FER
in different SNR regions. However they can’t achieve the lowest FER in all SNR
regions. As shown in Figure 4-20, the proposed dynamic-threshold design can achieve
the lowest FER. That is because the threshold can be automatically tuned to adapt the

channel environment.

To understand the PER improvement by the proposed dynamic threshold design, the
PER curves are simulated. Since the PER of low data rate is more sensitive to FER
which increases PER in the lower SNR. The PER of the proposed dynamic-threshold
design compared with fixed-threshold designs:in 120Mb/s data rate, which is the
lowest data rate of LDPC-COEDM system, is shown in Figure 4-21. Since the
proposed design can achieve the lowest FER, it can require lower SNR for 8% PER.
Compared with the design with: fixed threshold = 0.02 and 0.4, it can achieve
2.0dB~2.33dB large SNR improvement. So the performance of fixed-threshold design
is very sensitive to the threshold value. Compare with the fixed-threshold design with
threshold = 0.02 ~ 0.4, the proposed dynamic-threshold design can reduce

0.13dB~2.33dB SNR for 8% PER. It can enhance the system PER for UWB system.
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Figure 4-21: PER with different threshold of PTD in 120Mb/s data rate

4-3-3 CE MSE and PER Analysis:.of the-Proposed Divider-free Channel

Equalization

To understand the CE performance of the proposed divider-free channel
equalizer, the mean-square-error (MSE) of CE of the proposed design is shown in
Figure 4-22. As shown in Figure 4-22, the MSE of the estimated channel phase of the
general complex zero-forcing (ZF) CE and the proposed CE is very close. The
difference of the CE MSE between two designs is less then 0.1dB MSE. The PER
performance of 480Mb/s in the CM2 channel is shown in Figure 4-23. Without the
magnitude information, the soft-decision de-mapping accuracy will be a little
degraded. Hence the SNR loss for 8% PER of the proposed equalizer is larger than
that of the divider-based equalizer by 0.3dB. And the SNR loss caused by CE error is

1.7dB compared with the perfect CE design in the CM2 channel.
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—— Divider-and-multiplier-based ZF design
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Channel Condition: CM4 Channel (RMS=25ns)

Figure 4-22: CE MSE of the proposed channel equalizer
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Figure 4-23: PER of proposed channel equalizer in 480Mb/s for MB-OFDM

After the PER performance discussion of the proposed low-complexity
synchronization and channel equalizer, the additional SNR loss to achieve low design

complexity is listed in Table 4-1 as a summary.
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Table 4-1: Summary of SNR loss variation of the proposed design

Proposed Design SNR Loss Variation

Synchronization Add 0.15~0.16dB SNR loss

Dynamic-Threshold Design of PTD Reduce 0.13~2.33dB SNR in 120Mb/s

Divider-free equalizer Add 0.3dB SNR loss in 480Mb/s

4-4 System Performance of LDPC-COFDM-Based UWB

System and MB-OFDM-Based UWB System

In this section the PER curves of LDPC-COFDM-Based UWB system and
MB-OFDM-Based UWB system:are shewn..The synchronization loss which is the
difference of SNR for typical 8% PER between perfect and non-perfect
synchronization will be listed. The channel condition of LDPC-COFDM-Based UWB
system comprises AWGN, Intel multipath' channel model [32], 40ppm CFO, and
40ppm SCO. The channel condition of MB-OFDM-Based UWB system comprises

AWGN, CM1 ~ CM4 multipath channel model [20], 40ppm CFO, and 40ppm SCO.

4-4-1 PER of LDPC-COFDM-Based UWB System

In this section the PER of the data rates supported by LDPC system: 120Mb/s,
240Mb/s, and 480Mb/s will be shown in AWGN channel and Intel multipath channel
[1, 32]. The PER curves of the LDPC-COFDM-Based UWB system in AWGN
channel are shown in Figure 4-24. And the SNR for typical 8% PER requested by
USB system [15, 16] in the AWGN channel is listed in Table 4-2. As listed in Table

145



Ch4. Low-Complexity Design for OFDM-Based UWB System

4-2 the SNR loss for 8% PER of the proposed design is 1.5dB, 1.dB, and 2.1dB for
120Mb/s ~ 480Mb/s compared with the perfect synchronizations (Sync). The PER
curves of the LDPC-COFDM-Based UWB system in Intel multipath channel with 5ns
RMS delay spread are shown in Figure 4-25. And the SNR for 8% PER in the
multipath channel is listed in Table 4-3. As listed in Table 4-3, the SNR loss for 8%

PER is 1.9dB, 1,2dB, and 2.0dB of 120Mb/s, 240Mb/s, and 480Mb/s data rate.
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Figure 4-24: PER of LDPC-COFDM-Based UWB system in AWGN channel
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Table 4-2: SNR for 8% PER of LDPC-COFDM System in AWGN channel

Perfect Proposed System
Data Rate SNR Loss
Synchronization Design Constraint
(Mb/s) (dB)
(dB) (dB) (dB)
120 2.6 4.2 7.5 1.5
240 4.1 5.7 16.0 1.6
480 6.1 8.2 21.1 2.1
Average 4.27 6.0 14.87 1.73
Note A B (should < C) C B-A
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Figure 4-25: PER of LDPC-COFDM-Based UWB system in multipath channel
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Table 4-3: SNR for 8% PER of LDPC-COFDM System in multipath channel

Perfect Proposed System
Data Rate SNR Loss
Synchronization Design Constraint
(Mb/s) (dB)
(dB) (dB) (dB)

120 34 55 7.5 2.1
240 54 7.3 16.0 1.9
480 8.3 10.1 21.1 1.8
Average 5.7 7.67 14.87 1.97
Note A B (should < C) C B-A

As listed in Table 4-2 and Table 4-3;the SNRvalues for 8% PER are lower than
the system constraint. The SNR ‘constraint 1s calculated from the system required
transmission distances with 6dB RF moise figure [16]. Since the SNR for 8% PER of
the proposed design is lower than the'system constraint, in the SNR region of system
constraint the PER of the proposed design can be lower than 8% to satisfy the system
requirement. And the SNR loss distribution of 480Mb/s and 120Mb/s in AWGN
channel is plotted in Figure 4-26. As shown in Figure 4-26 the proposed
dynamic-threshold design (DTD) can reduce 8.7% SNR loss and 2% SNR loss of
120Mb/s and 480Mb/s data rate. And the proposed synchronization and divider-free
channel equalizer add 23% ~ 24% SNR loss, equal to only 0.36dB ~ 0.48dB SNR.
Similar to WLAN system, the SNR loss is still dominated by CE and PET loss in the
OFDM-based UWB system. And to develop the low-complexity synchronization can

achieve a nice trade-off between low design complexity and high performance.
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Figure 4-26: SNR loss for 8% PER of OFDM-based WLAN system in AWGN

channel

Besides the PER curves versus SNR values, the PER versus transmission
distances of the LDPC-COFDM system can be also simulated and then shown in
Figure 4-27. The transmission distances can be calculated from the SNR values with

standard 6dB noise figure in the RF design [16]. And the transmission distances for

149



Ch4. Low-Complexity Design for OFDM-Based UWB System

typical 8% PER are listed in Table 4-4. The transmission distance for 8% PER of the
proposed design can be longer than the system required distances also listed in Table

4-4 [16]. So the proposed design can satisfy transmission distance requirement of

UWRB system.
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D 1

480Mb/s in AWGN channel
240Mb/s in AWGN channel
120Mb/s in AWGN channel
480Mb/s with RMS=5ns
240Mb/s with RMS=5ns
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-3 : i . | =— Target: PER < 8%
6 8 10 12 14 16 18 20 22

Transmission Distance [meters]

Channel Condition:
AWGN or RMS = 5ns, CFO=40ppm+phase noise, SCO = 40ppm

Packet Error Rate
Du

Figure 4-27: PER vs. transmission distances of LDPC-COFDM system
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Table 4-4: Transmission distance for 8% PER of LDPC-COFDM System

Intel multipath channel System
Data Rate AWGN channel
with 5ns RMS delay Requirement [16]
(Mb/s) (meters)
(meters) (meters)
120 14.9 12.5 10
240 13.0 10.8 4
480 8.9 7.2 2
Note A (should > C) B (should > C) C

4-4-2 PER of MB-OFDM-Based UWB System

In this section the PER of the main data rates supported by MB-OFDM system:
110Mb/s, 200Mb/s, and 480Mb/s will be-shown in* AWGN channel and multipath
channel (CM1~CM4) [15, 16, 20]. The PER curves of the LDPC-COFDM system in
AWGN channel are shown in Figure 4-28. And the SNR for typical 8% PER is listed
in Table 4-5. As listed in Table 4-5, the SNR loss for typical 8% PER of the proposed
design is 1.9dB, 1.6dB, and 1.1dB compared with the perfect synchronization (sync).
And then for the multipath channel simulation, since 200Mb/s and 110Mb/s data rate
are suitable for 4~10 meter transmission and 480Mb/s data rate is suitable for 2 meter
transmission, the most complex multipath channels for 110Mb/s, 200Mb/s, and
480Mb/s are CM4, CM4, and CM2 channels [15, 16, 20]. And the PER curves of the
proposed design in the CM multipath channels are shown in Figure 4-29. The SNR

values for 8% PER in CM channels are listed in Table 4-6.
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Figure 4-28: PER of MB-OFDM-Based-UWB-system in AWGN channel

Table 4-5: SNR for 8% PER of MB-OFDM-=Based UWB system in AWGN channel

Perfect Proposed System
Data Rate SNR Loss
Synchronization Design Constraint
(Mb/s) (dB)
(dB) (dB) (dB)

110 -0.7 1.2 7.1 1.9
200 2.2 3.8 15.1 1.6

480 6.1 7.2 21.1 1.1
Average 2.53 4.07 17.45 1.53
Note A B (should < C) C B-A
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Figure 4-29: PER of MB-OFEDM-Based UWB system in CM multipath channel

Table 4-6: SNR for 8% PER of MB-OFDM-Based UWB system in CM channels

Data Rate Perfect Proposed System
SNR Loss
(Mb/s) and | Synchronization Design Constraint
(dB)
channel (dB) (dB) (dB)
110 CM4 3.0 5.8 7.1 2.8
200 CM4 11.4 14.2 15.1 2.8
480 CM2 16.8 18.5 21.1 1.7
Average 10.4 12.83 17.45 2.43
Note A B (should < C) C B-A

As listed in Table 4-6, the SNR loss for 8% PER of the proposed design is 2.8dB,
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2.8dB, and 1.7dB compared with the perfect synchronizations. As listed in Table 4-5
and Table 4-6, the SNR for 8% PER of the proposed can be lower than the SNR of the
system constraint to satisfy the system performance requirement. The PER curves
versus transmission distances in AWGN channel and CM channels are shown in
Figure 4-30. And the transmission distances for 8% PER are listed in Table 4-7. As
listed in Table 4-7, the proposed design can satisfy the transmission distance
requirement of MB-OFDM-based UWB system [15, 16]. With the proposed
low-complexity design the PER performance can still satisfy the system requirement.
The complexity and power consumption reduced by the proposed design will be

discussed in chapter 5.

Table 4-7: Transmission distance:(meters) for 8% PER of MB-OFDM System

Data Rate 110Mb/s 200Mb/s 480Mb/s Note
AWGN 19.3 141 10.0 A (should > F)
CM1 13.4 7.0 2.85 B (should > F)
CM2 13.1 6.8 2.8 C (should > F)
CM3 12.7 59 D (should > F)
CM4 11.8 4.55 E (should > F)
System
' 10 4 2 F
requirement
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Figure 4-30 (a): PER vs. transmission distance of 200Mb/s and 480Mb/s
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Chapter 5:
Hardware Architecture and Baseband

Chip Design

In this chapter the fixed-point simulations, hardware architectures, chip designs,
and complexity analysis of the proposed synchronizer, channel equalizer, and
complete OFDM baseband transceivers is introduced. For deciding the wordlength of
the fixed-point design, the system PER with different wordlengths are simulated. The
trade-off between high performance and low ADC wordlength resulting low ADC
power 1is discussed. And then sthe hardware architectures of the proposed
low-complexity and high-performance designs: for OFDM-based WLAN and UWB
systems are introduced. In the mtroduction of -hardware architecture, the signal flow
and the improvement parts differént from the existing approaches will be discussed.
And then in the complexity analysis, the reduced computations of the proposed
low-complexity designs will be analyzed. And the power-reduction efficiency of the
proposed schemes for high-throughput UWB system will be individually discussed.
They can reduce 57% synchronizer power and 51.6% equalizer power in the UWB
system. Finally, three silicon-proven baseband transceivers for OFDM-based WLAN
system, LDPC-COFDM-based UWB system, and MB-OFDM system will be
introduced. And the percentages of gate count and power belonging to the OFDM
transceiver will be shown. In the UWB system a multi-stage gated-clock control for
chip power saving will be also introduced. The percentages in gate count and power

of the baseband chips will be discussed to understand the efficiency of power saving.
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5-1 Hardware Design for OFDM-Based WLAN System

In this section the fixed-point simulation, hardware architectures, complexity
analysis, and baseband chip design of our implemented OFDM-based WLAN

baseband processor [3] will be introduced below.

5-1-1 Fixed-point Performance of WLAN system

Before the discussion of fixed-point simulation, note that in the published
WLAN design [3] the CE and EQ modules are designed combining ZF CE, DDCT,
and LS EQ. So the all fixed-point performance of the proposed WLAN chip is

simulated without MMSE EQ.

For converting the floating-point baseband design to the fixed-point design, the
DAC and ADC wordlengths néed to be decided first. In the existing baseband chip
design 9-bit ADC/DAC [18, 23, 37| .and-10-bit ADC/DAC [25, 44] are generally
proposed. For deciding the wordlength, two “issues including the quantization error
and the power consumption of DAC and ADC should be considered. To understand
the system performance degradation caused by the fixed-point quantization error, the
PER curves of 54Mb/s mode with different wordlengths are simulated. In the
fixed-point simulation the key modules comprising AGC, synchronizer, FFT/IFFT,
channel equalizer, shaping filters, and FEC designs are also converted to the
fixed-point design with the suitable wordlengths. The PER curves simulated in
AWGN channel and IEEE multipath channel [19] with 50ns RMS delay spread are
respectively shown in Figure 5-1 and Figure 5-2. And the SNR values for 10% PER
are listed in Table 5-1. As shown in Figure 5-1 and Table 5-1, we can find the

acceptable wordlength for WLAN system is > 9 bits since the SNR for 10% PER can
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satisfy the system constraint (26.7dB) in both AWGN and multipath channel. Another
concern for deciding the wordlength is the DAC and ADC power consumption. Since
the PER between 16-bit 10-bit fixed-point designs is very close, for low power we
just consider 9-bit and 10-bit to be the fixed-point wordlength. The normalized DAC

and ADC power with the same operation frequency is listed in Table 5-2.

10

—
O|

—&— Floating-Point, AWGN
—£— 16-bit Fixed-point, AWGN
—— 10-bit Fixed-point, AWGN
—&- 9-bit Fixed-point, AWGN
—+
—5—

Packet Error Rate

8-bit Fixed-point, AWGN |-+~~~ o e
7-bit Fixed-point, AWGN : :

10-2 Target: PER < 10% i ;
19 195 20 205 21 216 22 225 23

. SNR [dB]
Channel Condition:
AWGN, CFO = 40ppm+phase noise, SCO=40ppm, Doppler = 50Hz

Figure 5-1: 54Mb/s PER with different ADC/DAC wordlength in AWGN channel
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Floating-point, RMS=50ns
16-bit Fixed-point, RMS=50ns
10-bit Fixed-point, RMS = 50ns
9-bit Fixed-point, RMS = 50ns
8-bit Fixed-point, RMS = 50ns
7-bit Fixed-point, RMS = 50ns
10-2 Target: PER < 10% - ‘ -
21 22 23 24 25 26 27 28 29 30
SNR [dB]

Packet Error Rate

[$dayed

Channel Condition:
RMS=50ns, CFO = 40ppm+phase noise, SCO=40ppm, Doppler = 50Hz

Figure 5-2: 54Mb/s PER with different ADC/DAC wordlength in multipath channel

Table 5-1: SNR for 10% PER‘of 54Mb/s WEEAN with different wordlengths

Fixed-point Multipath Fixed-point
AWGN
SNR1oss channel'with SNR loss System
Design channel
AWGN 50ns RMS in multipath | constraint
(dB)
channel (dB) | delay (dB) | channel (dB)
Floating- 20.8 25.5
point (A1) (B1)
16-bit 21.25 0.45 25.6 0.1
10-bit 21.35 0.55 25.8 0.3 26.7
9-bit 21.4 0.6 26.5 1.0
8-bit 22.2 1.4 27.6 2.1
7-bit >23 >2.2 >30 >4.5
A B
Note A-Al B-BI C
(should < C) (should < C)
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Table 5-2: Power consumption of DAC and ADC for WLAN system

Wordlength I/Q DAC power in | I/Q ADC power in
State-of-the-art
DAC/ADC 40MS/s (mW) 40MHz (mW)
Ref. [18] 9/9 17 105.5
Ref. [23] 10/9 58 155
Ref. [25] 10/10 Not Listed 248

As listed in Table 5-2, the power is normalized in 40MS/s rate for basic 2x
transmitter filtering and 2x receivet interpolation for 20MHz OFDM-based WLAN
system. When we use 9-bit wordlength, the DAC and ADC power is respectively
saved by 41mW and 93~142.5mW ' [18, 23; 25]. That means the use of 9 bit
wordlength can save 241% of 9-bit DAC power and 60%~135% of 9-bit ADC power.
The saved ADC power is equivalent to 70% of Coded-OFDM baseband receiver
power [18]. In the trade-off between system performance and low power, we use 9-bit
DAC and ADC as the interface connecting to RF. Besides, the 7-bit DAC is added for
receiver AGC. The DAC and ADC power information of other state-of-the-art can be
found in references. After the wordlength decision, the fixed-point system block
diagram with main wordlength setting is shown in Figure 5-3. With the clipping
design of the transmitter, the peak-to-average-power ratio (PAPR) can be suppressed
to enhance the linearity of RF power amplifier. The PAPR of the fixed-point design is

listed in Table 5-3.
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1 bit 1 hit 12-bit I/Q | 12-bit 1/Q
X FEC ;. , | Pilot /
MAC Encoder 7—* QAM ’ Insertion | 7
9-bit 1/Q 12-bit 1/Q
TX 9-bit . , Shaping & | , IFET |
RF I/Q DACs ’ Clipping | 7
Receiver: ] ) ]
9-bit 1/Q 12-bit 1/Q 12-bit 1/Q
RX 9-bit , AGC & PR — ,
RF I/Q ADCs ’ Sync. ’ ’
1 bit 4 hits " 12-bit 1/Q . |
X FEC P , So P , Channe
MAC ~ decoder | 7 De-QPSK | 7 equalizer |

Figure 5-3: Block diagram of the proposed fixed-point WLAN baseband system

Table 5-3: PAPR of the proposed fixed-point design for WLAN system

Data Rate (Mb/s) PAPR (dB)
6 10.4
9 9.5
12 9.6
18 10.3
24 9.6
36 10.5
48 9.8
54 9.0

Average: 9.84

Based on the wordlength setting, the PER curves of the proposed fixed-point
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design can be simulated. The PER curves of the fixed-point design in (i) AWGN
channel and (i) IEEE multipath channel with 50ns RMS delay spread
(frequency-selective fading > -15dB) are respectively shown in Figure 5-4 and Figure
5-5. And the relative SNR values for 10% PER are listed in Table 5-4 and Table 5-5.
As listed in Table 5-4 and Table 5-5, the average SNR loss caused by the quantization
error is only 0.16 and 0.36dB in the simulation channels. For understanding the
performance difference from the state-of-the-art, the SNR values for 10% PER of the
proposed design are compared with the references [18, 25]. And the SNR comparison

is listed in Table 5-6.

a
on

54Mb/s
48Mb/s
36Mbfs

24Mbfs

18Mb/s

12Mb/s

9Mb/s

6Mb/s

Target: PER < 10%

0 5 10 15 20
SNR [dB]

B

RRSESSEL:

N
On

Channel Condition:
AWGN, CFO = 40ppm+phase noise, SCO=40ppm, Doppler = 50Hz

Figure 5-4: PER of fixed-point WLAN design in AWGN channel
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Table 5-4: SNR for 10% PER of fixed-point WLAN design in AWGN channel

Data Rate Floating-point Fixed-point System Fixed-point
(Mb/s) Design (dB) Design (dB) Constraint (dB) Loss (dB)
6 2.3 2.6 9.7 0.3
9 4.0 4.05 10.7 0.05
12 5.65 5.7 12.7 0.05
18 8.35 8.4 14.7 0.05
24 11.2 11.3 17.7 0.1
36 15.0 15.1 21.7 0.1
48 19.4 19.5 25.7 0.1
54 20.8 214 26.7 0.6
Avg. 10.84 11.00 17.45 0.16
Note A B (should <C) C B-A
10 (R e B S s
SR SOURRS . WU, VO S| N W . O S WO S
©
10" e e e e
S |
W o sambis
© —=— 48Mb/s
S | B 36Mbis
F | = 24Mbls
10| - 18Mb/s
—&— 12Mb/s
—&— 9Mb/s
—=— 6Mb/s :
—— Target: PER < 10% ; ; ;
0 5 0 5 30

15
SNR [dB]

Channel Condition:
RMS=50ns, CFO = 40ppm-+phase noise, SCO=40ppm, Doppler = 50Hz

Figure 5-5: PER of fixed-point WLAN design in multipath channel with RMS=50ns
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Table 5-5: SNR for 10% PER of fixed-point WLAN design with RMS=50ns

Data Rate Floating-point Fixed-point System Fixed-point
(Mb/s) Design (dB) Design (dB) Constraint (dB) Loss (dB)
6 7.2 7.5 9.7 0.3
9 10.05 10.1 10.7 0.05
12 9.6 9.65 12.7 0.05
18 13.4 13.8 14.7 0.4
24 15.1 15.45 17.7 0.35
36 19.8 20.15 21.7 0.35
48 23.2 23.6 25.7 0.4
54 25.5 26.5 26.7 1.0
Avg. 15.48 15.84 17.45 0.36
Note A B (should <C) C B-A
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Table 5-6: SNR for 10% PER of fixed-point WLAN processors in AWGN channel

Proposed Design SNR Design SNR System
Data Rate
Design SNR [18] [25] Requirement
(Mb/s)
(dB) (dB) (dB) (dB)
6 2.6 5.4 4.9 9.7
9 4.05 5.8 5.8 10.7
12 5.7 7.0 8.6 12.7
18 8.4 9.5 9.9 14.7
24 11.3 11.3 12.4 17.7
36 15.1 14.9 15.9 21.7
48 19.5 18.6 20.3 25.7
54 21.4 20.6 21.7 26.7
Avg. 11.00 11.68 12.44 17.45

The difference between the proposed design and references [18, 25] is the use of
low-complexity synchronizer, high-performance decision-directed channel tracking
(DDCT), and high-performance weighted-average phase error tracking (WAPET). As
listed in Table 5-6, the proposed design requires lower SNR compared with the
reference [18, 25] especially in low data rates. In the low data rate, the packet length
is longer and the OFDM symbol number of one packet is larger. Therefore the channel
variance and phase error caused by CFO and SCO will become rapid. And the phase
error will exceed +m which is the range of normal phase detection. In this
low-data-rate condition, the proposed DDCT and WAPET can be efficient to suppress

the estimation error of channel frequency response (CFR) and the phase error even
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exceeding tm. Therefore the proposed design requires lower SNR for 10% PER. And
in the average SNR for 10% PER, the proposed design can have 0.68dB, 1.44dB, and

6.45dB gain when compared with reference [18, 25] and the system constraint.

5-1-2 Hardware Architecture of the Proposed Designs for WLAN System

In this section the hardware architecture of the proposed high-power-signal-used
(HPSU) auto-correlator for packet detection (PD), high-power-coefficient-used
(HPCU) matched filter for FFT-window detection (FWD), DDCT for channel
frequency response (CFR) tracking, and WAPET for phase error tracking is
introduced. And the signal flow insthese architectures will be also discussed. The
architecture of general auto-correlator| ‘and  ‘the proposed low-complexity
auto-correlator is drawn in Figure 5-6.-As shown'in Figure 5-6 (a), the general
auto-correlator stores 16 and 64 Samples and then multiplies them with the conjugate
input samples in short and long symbols [24, 28]. In this architecture 16 times of
FIFO read/write and complex multiplications are needed in each short symbol, and
total 80 times of FIFO writing and complex multiplications are needed in the long
symbols. As description in chapter 3, the HPSU auto-correlation (3-3) with wac =2 is
proposed. And the proposed auto-correlator architecture is shown in Figure 5-6 (b).
For using only 1/®w = 50% high-power preamble signal, the high-power signal selector
is used to sieve out the high-power signal from all of preamble signal. And then the
high-power signal will be sent through the “gate” and then go for correlation. The
overhead circuits of the proposed auto-correlator: “High-power signal selector” and

“gate” is shown in Figure 5-7. This simple overhead only needs 110 gates.

166



Preamble

|

Ch5. Hardware Architecture and Baseband Chip

Short symbol: 16 samples are stored
Long symbol: 64 samples are stored

___________ e el e e e e e — -
4 /,
.
//

7

\4

64-Sample FIFO —>®—> > » Output

(a) General Auto-correlator

Signal power
from AGC

High-
Power

—» Signal
Selector

Short symbol: 8 samples are stored (50%) |
Long symbol: 32 samples are stored (50%)

A4

32—Sa'mp|e

A

Preamble—bl_Gi‘ > FIFO — > P Output

> O*

(b) Proposed Auto-correlator

Design

Figure 5-6: Architecture of the atito-corrugators for OFDM-based WLAN system

16 (1+Q) |
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Figure 5-7 Design of high-power signal selector and gate

After the signal control of the high-power signal selector and the gate, the FIFO

writing and complex multiplication amount can be reduced. The signal behavior of

the general and the proposed auto-correlator is drawn in Figure 5-8.
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Clock Signal: I L[ L[ L _J L[ L[ 1
Received preamble: <_BO >\< B1 B2 B3 B4 B5
FIFO writing: t BO B1 B2 B3 B4
FIFO Reading: <_AO0 >< Al A2 A3 A4 A5
Complex multiplication result: 4<A0|30*\ A1B1*XA2B2* X A3B3* X A4B4*
Auto-correlator output: t Cco C1 Cc2 C3

(Ci=AixBi*)

(a) General Auto-correlator

Clock Signal: I L LI L LI LI I
Received preamble: { Bo X B1 B2 B3 B4 B5

FIFO wriing: - X780 - (B2

FIFO Reading: AO A2 Al
Complex multiplication result: \< AOBO* A2B2* A4BA*
Auto-correlator output: \< co < 2
(Ci=AixBi¥)

(b) Proposed Auto-correlator (assumed even signal is used)

Figure 5-8: Signal behavior of the auto-correlators

In Figure 5-8 (a), the received preamble comes with 20MHz clock rate (1x of the
signal bandwidth). And then the circuit speed of FIFO read, FIFO write, complex
multiplier, and the accumulator resulting auto-correlator outputs also follows the
preamble transition rate. In the proposed auto-correlator, since the high-power signal
selector and gate sieves the preamble, the circuit speed of the auto-correlator with wac
=2 can be reduced to half. Therefore the required computation and power

consumption can be also reduced.

The architecture of the general matched filter and the proposed HPCU matched
filter is drawn in Figure 5-9. In Figure 5-9 (a), 64 complex multipliers and 64-sample
FIFO are used to realize the general matched filter (3-8). And these high number of

parallel complex multiplications will consume high power. In Figure 5-9 (b), the
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proposed matched filter only uses 16 complex multipliers for the 16-tap matched
filtering. Hence the multiplier power can be reduced by 75%. The index of
high-power coefficient of a long symbol used by the proposed matched filter is listed
in Table 5-7. Since the first index is 0 and the last index is 53, the 54-sample FIFO is
used to continuously generate the outputs of the proposed matched filter. The
proposed matched filter can save the hardware cost and power consumption of the

multipliers and FIFO.

64-sample FIFO

Preamble — RO R1 R2 R3 ---- » R63

C*(0) C*(l) c*(2) c*(3) C*(63)

Total 64
complex multipliers
------ Output

(a) General matched filter

54-sample FIFO (Max. distance of the high-power coefficients is 54)

Preamble —»| RO [----- » R11 p----------- » R53
C*(0) C*(11) C*(53)
Total 16

complex multipliers | s »P— output

(b) Proposed matched filter

Figure 5-9: Architecture of the matched filters for OFDM-based WLAN system
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Table 5-7: Coefficient index of the matched filter for OFDM-based WLAN system

General Matched | 0,1,2,3,4,5,6,7,8,9,10, 11, 12, .... .... ,060, 61, 62, 63, 64

Filter (Total 64 coefficients)

Proposed matched 0, 11, 14, 19, 24, 26, 29, 30, 32, 34, 35, 38, 40, 45, 50, 53

filter (Total 16 coefficients)

For solving the CFR variance caused by Doppler effect and the phase error
caused by CFO and SCO, the channel equalizer combining FD-MMSE EQ as (3-24) ~
(3-25), DDCT as (3-28) ~ (3-29) and WAPET as (3-33) is proposed in chapter 3. The

proposed EQ is shown in Figure 5-10.
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(w/2: Noise power estimated in time-domain preamble)

Figure 5-10: Architecture of the proposed channel equalizer

In Figure 5-10 we can find the proposed CE and EQ comprise three parts: ZF CE,

the FD-MMSE EQ, and DDCT. In ZF CE the CFR is estimated by dividing the
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transmitted preamble X (K). Since X(K) is a constant-magnitude value the division
can be replaced by a low-complexity sign conversion. In the FD-MMSE EQ the
compensating value : HE(K)*/[|HE(K)]2+GE2] can be estimated from the estimated
CFR and noise power. The FD-MMSE EQ consists of a complex multiplier, a pair of
real dividers, and a square calculator, and therefore the cost is the same as a complex
divider used by LS EQ. For a complete FD-MMSE EQ, one more square circuit is
needed for time-domain noise power estimation. In the DDCT part, there are two
complex multipliers are used for Xp(K)xXp(K)' and H(K) = Hp(K)xRn(K).
Furthermore for low-power consideration, the channel updating: Hc(K) = H-
e(K)xRn(K) may not work every OFDM symbol. And this consideration should be

operated with performance loss analysis.

The proposed architecture of the WAPET 1s:shown in Figure 5-11.
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Figure 5-11: Architecture of the proposed WAPET
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As shown in Figure 5-11, the proposed WAPET comprises pilot
pre-compensation, weighted-average (WA) part, and the general PET with phase error
detection (PED) and data compensation. For reducing the complex multipliers, the
pilot pre-compensation and data compensation share one complex multiplier. And the
architecture is realized with one complex multiplier and 2 constant multipliers
equivalent to just the bit shifting. In the WAPET, first the pilot signal is sent for the
pre-compensation with the old phasor exp{-jOx,n.1}and then the residual phase error
will be detected with the PED and WA part. And then through the phase combination
and look-up table (LUT)-based phasor generator, the data will be compensated with

the updated phasor exp{-jOk,x} and then sent to DDCT.

In the proposed channel equalizer architecture: as shown in Figure 5-10, two
memory blocks are used. Memoty (I)-is used-to store the CFR as in general equalizers.
And memory (II) is used to store A(K,N) for the proposed DDCT. Total memory size
is 512 Bytes, equivalent to 35% of the total memory size of an OFDM transceiver [3].
The main combinational circuits of the proposed channel equalizer with DDCT and
WAPET comprise one complex divider and 4 complex multipliers. The complex
divider is used to compensate the received data with CFR. Three complex multipliers
are used for data and pilot compensation of equalizer and WAPET. And one complex
multiplier is used for error extraction [Xg(K)xXp(K)'] and channel correction
[He(K)=Hg(K)x  A(K,N)] for DDCT. Other multiplications such as
N-A(K,N)x1/N=A(K,N) and weighted averaging can be realized by the real
multipliers. The known 1/N can be approximated as X2™ and generated by the

low-complexity look-up table (LUT). For low-power concern, the DDCT can be
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stopped in a slow-fading channel with low Doppler frequency. And following the stop
of DDCT, the power of memory (II), memory (III), complex divider, and 2 complex
multipliers used for DDCT can be also saved. In the hardware cost, the gate-count of
the proposed channel equalizer with DDCT and WAPET only is 161K. The design
gate-count is only 60% of a matrix-based channel tracking design in 0.18um CMOS

process [24, 43].

5-1-3 Complexity Analysis of the Proposed Designs for WLAN System

The design complexity of the whole OFDM baseband receiver comprising AGC,
synchronizer, FFT, FFT I/O ordering, and channel equalizer is listed in Table 5-8. In
the OFDM receiver, first the AGC uses complex multipliers to estimate signal power
IY(n)]* = Y(K)Y(K)* of 80 samples: And then symichronizer detects the symbol timing
and CFO. In the synchronizer seven'times of-auto-correlations is used for PD, coarse
CFO estimation, and the detection of shoit.symbol/long symbol boundary. And then it
used matched filter to find the FFT window-during 64 possible timing. Hence the
general synchronizer with a 100%-signal-used auto-correlator and a 64-tap matched
filter uses 16x7+64x1+64x64 = 4272 complex multiplications and memory read
times. And the proposed synchronizer with a 50%-signal-used auto-correlation and
16-tap matched filter uses (16x7+64x1)/2+16x64 = 1112 complex multiplications and
memory read times for auto-correlation and matched filtering. After synchronization
there are 64xM complex multiplications needed for CFO compensation. And then for
compensating the FFT input signal with the estimated CFO, each FFT input signal
needs to be buffered. Hence the FFT-input buffer needs 64xM memory read/write for
each OFDM symbol. And then in a radix-2* 64-point pipelined FFT design,
64x3/4x(logs64-1) = 96 complex multiplications and 64-1 = 63 memory read/write

are needed in each OFDM symbol [24].
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Table 5-8: Design complexity of the baseband receiver in each packet for

OFDM-based WLAN system

Memory Memory
Complex Complex
Design Write Read
multiplication division
(Samples) (Samples)
AGC (A) 80 0 0 0
General Synchronizer
4272 0 240 4272
(BI)
Proposed Synchronizer
1112 0 174 1112
(B2)
CFO compensation (C) 64xM
FFT-input buffer (D) 0 0 64xM 64xM
FFT (E) 96xM 0 63xM 63xM
FFT-output ordering
0 0 52xM 52xM
(F)
Proposed EQ (G) 208xM 52xM 104xM 104xM
General OFDM RX 4352+ 240+ 4272+
52xM
(A+B1+C+D+E+F+G) 368xM 283xM 283xM
Proposed OFDM RX 1192+ 174+ 1112+
52xM
(A+B2+C+D+E+F+G) 368xM 283xM 283xM
Reduced 3160 0 66 3160
Note: M is OFDM symbol number of one packet

Since the FFT design is generally designed with Decimation in Frequency (DIF)
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type, the output needs to be reordered to the nature order. And the pilots need to be
sent before the data for correct PET. Hence the FFT output ordering needs 2x52 (No.
of used subcarriers) = 104 times of memory read/write to reorder and buffer the FFT
output signals in each OFDM symbol duration. And then in the channel EQ, as
introduced in section 5.1.2, the proposed EQ with PET has 4 complex multipliers and
2 memory blocks. And in PET the working times of the complex multipliers is only 4
for pilot pre-compensation and 48 for data compensation. In other parts of the EQ,
each complex multiplier and memory block works for 52 used subcarriers. Hence the
proposed EQ uses 4+48+52x3=208 complex multiplications and 52x2 memory
read/write for each OFDM symbol. As shown in Table 5-8, total 3160 complex
multiplications and memory read times can be reduced with the proposed
synchronizer. In 54Mb/s mode, the number of OFDM symbol per packet is 41 for
transmitting typical 1000 data-bytes. In'this case-the proposed synchronizer can
reduce 3160/4272 = 74% complex imultiplications-of a general synchronizer. The
proposed synchronizer can reduce .. .3160/(4272+368x41) = 16.3% complex

multiplications of the whole OFDM baseband receiver.

After the analysis of our whole OFDM baseband processor, the complexity of
existing CE schemes is discussed. The hardware costs of the existing LMMSE, SVD,
ML CE, ZF CE, and referenced DDCT are compared with our proposed DDCT with
the improved MMSE EQ in Table 5-9. We can find that CE approaches [49]-[51] paid
large number of complex multipliers for accurate CE. However from the simulation
result as shown in section 3-3-3, if the LS EQ is applied, the performance
improvement by these CE schemes is restricted. Compared with referenced DDCT,
our proposed design needs one more square circuit for noise-power estimation. And

the cost of square circuit consists of two real multipliers and one real adder can be
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seen as 1/2 complex multipliers. Based on the comparison of performance and
hardware cost, the proposed design can achieve efficient performance improvement

with low hardware cost.

Table 5-9: Hardware cost of CE and EQ designs

Design Complex Multiplier Complex Divider*
LS EQ with ZF CE 1 1
LS EQ with LMMSE CE [49] 64 1
LS EQ with SVD CE [50] 32 1
LS EQ with ML CE [51] 32 1
LS EQ with DDCT [52] 3 1
Proposed DDCT with
312 1
FD-MMSE EQ

* A complex divider includes a .complex multiplier, a pair of real divider, and a

square circuit for power calculation.

5-1-4 Proposed Baseband Chip for OFDM-Based WLAN System

With the general synchronizer, the proposed DDCT, and the proposed WAPET, a
baseband processor for IEEE 802.11a system is designed. The system architecture of
the proposed design is shown in Figure 5-12. As shown in Figure 5-12, for low-area
concern, the FFT/IFFT is shared by the transmitter (lower part) and the receiver
(upper part). In this half-duplex baseband processor, not only the FFT block but also
the some of FEC blocks which are scrambler/descrambler and
interleaver/de-interleaver are also shared by transmitter and receiver part. And the
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18% of baseband memory (3.3Kbytes) can be saved. The proposed baseband
processor is designed in standard 0.18um CMOS process. The chip microphoto and

chip summary are shown in Figure 5-13 and Table 5-10.
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Figure 5-12: System architecturé of the pfdi)osed IEEE 802.11a baseband processor
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Figure 5-13: Chip microphoto of OFDM-based WLAN baseband processor

Integrating OFDM transceiver and FEC codec, the proposed baseband processor
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achieves 54Mb/s data rate with 123mW receiver power. The percentages of gate count
and receiver power of baseband processor core are listed in Table 5-11. The OFDM
transceiver occupies 317K gate count (86%), 1.5K memory (46%), and 68mW
receiver power consumption (55%). For understanding the distribution of sub-blocks,
the percentage of hardware complexity in the OFDM transceiver is shown in Figure
5-14. Note that the gate count of EQ+DDCT+PET = 161.7K, equal to 60% of gate

count of a WLAN equalizer design [43].

Table 5-10: Chip summary of OFDM-based WLAN baseband processor

Technology

0.18um CMOS, 1P 6M

Transistor Count

2.1M (Include I/O)

Package 144 CQFP

Core Size 3.8x3.8 mm’
System Clock 80MHz
Supply Voltage 1.8V Core, 3.3V I/O

Core power at 54Mbits/s (Tx/Rx)

52.4mW/123.5mW

I/0 Power

61mW

Table 5-11: Hardware complexity of OFDM-based WLAN baseband processor

Block Gate Count Memory Size (Bytes) Power (mW)
OFDM transceiver 317K 1.5K 68
FEC codec 53K 1.8K 37
Clock Trees <10K 0 18.5
Total 380K 3.3K 123.5
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Figure 5-14: Percentages of hardware complexity of OFDM transceiver for WLAN

system

179



Ch5. Hardware Architecture and Baseband Chip Design

As shown in Figure 5-14 (c), the synchronizer and the channel equalizer totally
occupy 80% of receiver power consumption. Hence the low-power design of these
two blocks can efficiently reduce the whole OFDM transceiver power. For
understanding the difference between the state-of-the-art in hardware complexity, the
baseband power values of the proposed design and references [18, 23, 24, 39] are
listed in Table 5-12. Compared with the existing designs, the proposed baseband

design published in [3] needs only 22% ~ 62% low power.

Table 5-12: Comparison of baseband power consumption for OFDM-based WLAN

system
Proposed
ISSCC 02> [ASSCC 01” | JSSCC 01” | ISCAS 05”
(VLSI 04”)
[18] [23] [24] [39]
[3]
0.18um 0.25pm 0.25um 0.18um 0.25um
Process
CMOS CMOS CMOS CMOS CMOS
FEC+OFDM
123.5mW 203mW 540mW
RX power
FEC+OFDM
52.4mW 210mW 290mW
TX power
OFDM RX
68 212mW 109mW
power
OFDM TX
31 199mW Not Listed
power
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5-2 Hardware Design for OFDM-Based UWB System

In this section the fixed-point performance, hardware architecture, and baseband
chip design of LDPC-COFDM-based and MB-OFDM-based UWB system are
introduced. The design complexity and power reduction efforts of the proposed

low-complexity synchronizer and channel equalizer are also discussed.

5-2-1 Fixed-point Performance of OFDM-Based UWB Systems

In UWB system, 5-bit I/Q DAC and ADC are suggested for maximum 480Mb/s
transmission rate [15, 16]. For understanding the performance degradation caused by
the quantization error, the PER"of 480Mb/s:with different wordlength setting in
AWGN channel is simulated. The'PER curves of 480Mb/s with several wordlength
setting for LDPC-COFDM system and: MB-OFDM - system are shown in Figure 5-15
and Figure 5-16. As shown in Figure 5-15" and Figure 5-16, the PER curves of
wordlength > 5 bits are close to each other. And when the wordlength is < 4 bits, the
SNR for 8% PER is obviously increased. The SNR values for 8% PER of Figure 5-15
and Figure 5-16 are listed in Table 5-13. When the 5-bit wordlength is set, the
fixed-point SNR loss for 8% PER is 0.38dB and 0.75dB for LDPC-COFDM and
MB-OFDM system. And when the wordlength is reduced to 4 bits, the SNR loss for
8% PER is increased as 1.15dB and 1.35dB. For reducing ADC power we also
simulate the fixed-point design with 5-bit DAC and 4-bit ADC. In LDPC system, the
fixed-point SNR loss for 8% PER with 5-bit DAC and 4-bit ADC is 0.95dB, larger
than 2x of that with 5-bit DAC and ADC in 480Mb/s rate. For keeping the fixed-point

SNR loss with low ADC wordlength, the ADC and DAC wordlengths are chosen as 5
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Figure 5-16: 480Mb/s PER with different wordlength setting for MB-OFDM system
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Table 5-13: SNR for 8% PER of 480Mb/s UWB with different wordlengths

LDPC-COFDM System MB-OFDM System
Design SNR Fixed-point Design SNR Fixed-point
(dB) SNR loss (dB) (dB) SNR loss (dB)
Floating-point 8.2 7.2
design (A1) (BI)
8-bit 8.37 0.17 7.74 0.54
7-bit 8.43 0.23 7.76 0.56
6-bit 8.44 0.24 7.80 0.6
5-bit 8.58 0.38 7.95 0.75
4-bit 9.35 1.15 8.5 1.35
3-bit >10 >1.8 >10 >2.8
Note A A-Al B B-B1

After the wordlength decision, the baseband block diagram with key wordlength
setting is shown in Figure 5-17. With the fixed-point wordlength setting, the
fixed-point PER curves of OFDM-based UWB systems are simulated in Intel
multipath channel, CM channel, and AWGN channel [20, 32]. The most complex CM
channel: CM2 for 480Mb/s, CM4 for 200Mb/s, and CM4 for 110Mb/s are used in the
MB-OFDM system PER simulation [15, 16, 20]. These PER curves are shown in
Figure 5-18 for LDPC-COFDM system and Figure 5-19 for MB-OFDM system. And
the SNR values for 8% PER are listed in Table 5-14 for LDPC-COFDM system and

Table 5-15 for MB-OFDM system.
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Figure 5-17: Block diagram of the fixed-point baseband design for UWB system
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Table 5-14: SNR for 8%PER of fixed-point LDPC-COFDM-based UWB system

120Mb/s | 240Mb/s | 480Mb/s Note

Floating-point SNR in AWGN (dB) 4.1 5.7 8.2 A

. . . B (should
Fixed-point SNR in AWGN (dB) 4.4 6.0 8.6 <E)
Fixed-point SNR loss in AWGN (dB) 0.3 0.3 0.4 B-A
Floating-point SNR in multipath
55 7.3 10.1 C
(dB)

] ] ) ) D (should
Fixed-point SNR in multipath (dB) 6.2 7.7 10.5 <E)
Fixed-point SNR loss in multipath

0.7 0.4 0.4 D-C
(dB)
System Constraint (dB) 75 16.0 21.1 E
10']

—
D|

Packet Error Rate

—
O.
)

—L—

—8&- 200Mb/s Fixed-point design in AWGN
—— 110Mb/s Fixed-point design in AWGN
—&- 480Mb/s Fixed-point design in CM2
—#— 200Mb/s Fixed-point design in CM4
—&— 110Mb/s Fixed-point design in CM4
—— Target: PER < 8%

0 5

Channel Condition:

10

SNR [dB]

CM channel and AWGN, 40ppm CFO + phase noise, 40ppm SCO

Figure 5-19: PER of fixed-point MB-OFDM-based UWB system

185




Ch5. Hardware Architecture and Baseband Chip Design

Table 5-15: SNR for 8% PER of fixed-point MB-OFDM-based UWB system

110Mb/s 200Mb/s 480Mb/s Note
Floating-point SNR in
1.2 3.8 7.2 A
AWGN (dB)
Fixed-point SNR in
1.6 4.4 8.2 B (should < E)
AWGN (dB)
Fixed-point SNR loss in
0.4 0.6 1.0 B-A
AWGN (dB)
Floating-point SNR in 5.8 14.2 18.5
C
CM channel (dB) (CM4) (CM4) (CM2)
Fixed-point SNR in CM 6.4 14.8 19.8
D (should <E)
channel (dB) (EM4) (CM4) (CM2)
Fixed-point SNR loss in 0.6 0.6 1.3
D-C
CM channel (dB) (CM4) (CM4) (CM2)
System Constraint (dB) 7.1 15.1 21.1 E

In LDPC-COFDM system, as listed in Table 5-14, the fixed-point SNR loss is
average 0.42dB. Compared with the SNR of system constraint, the SNR for 8% PER
of the proposed fixed-point LDPC-COFDM system can be lower than the system
constraint by 3.1dB~12.5dB in AWGN channel and by 1.7dB ~ 10.6dB in the

multipath channel.

IN MB-OFDM system, as listed in Table 5-15, the fixed-point SNR loss is

average 0.75dB. Compared with the SNR of system constraint, the SNR for 8% PER
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of the proposed fixed-point MB-OFDM system can be lower than the system

constraint by 5.5dB~12.9dB in AWGN channel and by 0.3dB~1.9dB in the multipath

CM channel.

The PER versus transmission distances calculated with 6dB noise figure [15, 16]

are shown in Figure 5-20 and Figure 5-21. And the transmission distance for 8% PER

are listed in Table 5-16 and Table 5-17. Comprising the proposed low-complexity

synchronizer and channel equalizer, the UWB baseband system can still achieve the

SNR constraints and required transmission distances for 8% PER.

Packet Error Rate

430Mb/s Fixed-point design in AWGN
240Mb/s Fixed-point design in AWGN
120Mb/s Fixed-point design in AWGN
480Mb/s Fixed-point design in RMS=5ns
240Mb/s Fixed-point design in RMS=5ns
120Mb/s Fixed-point design in RMS=5ns
Target: PER < 8%

10, _ 15
Transmission Distance [Meters]

Channel Condition: Intel multipath channel
and AWGN, 40ppm CFO + phase noise, 40ppm SCO

Figure 5-20: PER vs. transmission distances of fixed-point LDPC-COFDM-based

UWRB system
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Table 5-16: Transmission distances for 8% PER of fixed-point LDPC-COFDM-based

UWRB system
Multipath channel
Data Rate AWGN channel System requirement
with RMS=5ns
(Mb/s) (meters) (meters)
(meters)
120 14.5 11.8 10
240 12.5 10.8 4
480 8.5 6.8 2
Note A (should > C) B (should > C) C

10

L

.

e 10

o

LE ! ] 1

3 ! 480Mb/s Fixed-point design in AWGN
% 2 . | == 200Mb/s Fixed-point design in AWGN
o 10 pummnmzini e 110Mb/s Fixed-point design in AWGN

480Mb/s Fixed-point design in CM2
200Mb/s Fixed-point cdesign in CVi4
110Mb/s Fixed-point design in CiM4
Target: PER < 8%

10 15 20 25

Transmission Distance [meters]
Channel Condition:

CM channel and AWGN, 40ppm CFO + phase noise, 40ppm SCO

Figure 5-21: PER vs. transmission distances of fixed-point MB-OFDM-based UWB

system
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Table 5-17: Transmission distances for 8% PER of fixed-point MB-OFDM-based

UWRB system
Data Rate AWGN channel CM channel System requirement
(Mb/s) (meters) (meters) (meters)
110 19.1 11.0 (CM4) 10
200 13.8 4.2 (CM4) 4
480 9.0 2.4 (CM2) 2
Note A (should > C) B (should > C) C

According to reference [42], the  PAPR for OFDM-based UWB system are
suggested as < 9dB. The measured pedkito=average-power ratio of the fixed-point

simulation is listed in Table 5-18. The PAPR satisfies the system suggestion.

Table 5-18: PAPR/of OFDM=based UWB systems

Data Rate, system PAPR (dB)
120Mb/s of LDPC-COFDM system 6.8
240 Mb/s of LDPC-COFDM system 8.8
480Mb/s of LDPC-COFDM system 8.8
110Mb/s of MB-OFDM system 8.4
200Mb/s of MB-OFDM system 8.4
480Mb/s of MB-OFDM system 8.5
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5-2-2 Hardware Architecture of the Proposed Designs for OFDM-Based
UWB Systems

As discussed in chapter 4, the proposed data-partition-based and
moving-average-free auto-correlation and matched filter with reduction factor » = 4
can reduce the complex multiplications and register size of synchronizer by 75% with
additional 0.15dB ~ 0.16dB SNR loss for OFDM-based UWB system. For achieving
UWB high-throughput requirement, parallel architecture is generally used [30, 41].
For 528Msamples/s throughput for 480Mb/s UWB system, the synchronizer is
designed with 4-parallelism architecture and 132MHz working frequency. The
architecture of the general auto-correlator [24, 28] with 4 parallelisms and the
proposed auto-correlation algorithm of equation (4-3) are drawn in Figure 5-22. As
shown in Figure 5-22 (a), the géneral 4=parallelism auto-correlator is realized with
parallel FIFO registers and complex multipliers. In the parallel architecture the power
and hardware area are linear to- parallelism.“For low-power concern, the proposed
auto-correlator with ® = 4 can be realized with one FIFO and one complex multiplier.
Since the used correlated samples can be partitioned into 1/4 of the original number,
only one of four input paths is used by the auto-correlator. And the FIFO size and
complex multiplier number of the proposed design can be only 1/4 of the general

auto-correlator design.

The architecture of general matched filter [57], the general tap-reduction
matched filter [41], and the proposed matched filter with ® = 4 in equation (4-8) [2] is
shown in Figure 5-23. Since the MF coefficients are real values with constant
magnitude and variable phase, the coefficient can be one-bit wordlength [57].
According the derivation of (5-1), the proposed MF can be realized with adders and

subtractions.

190



Ch5. Hardware Architecture and Baseband Chip Design

41x4 4 Complex

Samples  Multipliers FE]«

< 4AY <
FIFO (25% & »

MSB 4 bits
\ CFO
From \ Packet Band Estlmatlo MatChed
ADC \ Detect Detect filter
X Compensatlon & FFT
5
(a) General parallel-4 auto-correlator
41 1 Complex
Samples  Multipliers L D I+
—>_FIF0 @5%) XD
MSB 4 bits

CFO
From Signal Packet Band stlmatlon MatChed
ADC select Detect Detect filter
Compensatlon & FFT
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Figure 5-22: Architecture of auto-correlators for 528MS/s OFDM-based UWB

systems

As shown in Figure 5-23 (a), in the general 4-parallelism matched filer design,
there are 128 complex multipliers in each matched filter. And the number of complex
multipliers is linear to parallelism, resulting 4x128 = 512 complex multipliers in the
whole matched filter design. To store the used samples for the matched filter,
128-sample FIFO is needed in the 128-tap matched filter. In the general tap-reduction
matched filter [41], the complex multiplier number can be reduced to 4x32=128 since
the tap number is reduced. However the tap-reduction method can not reduce the

FIFO size. In the proposed matched filter, the moving-average-free design and
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tap-reduction design are combined as equation (4-8). Hence both the number of
complex multipliers and FIFO size can be reduced in the proposed matched filter
architecture. For more clearly understanding the difference between the three matched
filters, the equations of these matched filters are shown again in equation (5-1), (5-2),
and (5-3). And the flows of received samples and coefficients of the matched filter are

shown in Figure 5-24.

N-1 N-1 ‘ N-1
Ay (k)=> 1, xC, = Zr xK(=1)"" =K ., - (-1 5

n=0 n=0

|[N/ow -1 ‘
Ayr (k): oK ;ra)éﬂc '(_l)f(wg) (5-2)
Ve ol—k+[ (k—-at)/ N
—k+| (k= N |xN
Ayp (k) = oK ;ra)é ’(_l)f( Za ) (5-3)

Where o is the reduction factor, Nis the sample amount of a FFT symbol, k is the
FFT-window detection timing from O to N-1, 7 is the received sample after CFO
compensation, and C, is the coefficient of the matched filter, K is the magnitude of
coefficients, and f is the function of coefficient sign values. In Figure 5-23 all
received signal “r” are sign-conversed with “f” and then sent to adders. In (5-1)
coefficient can be written as K(-1)' that is because the preamble has constant
magnitude and variable phase in [15]. In this case the complex multiplications can be

reduced as addition or subtractions. Between (5-1) and (5-2) the difference is only that

the used sample amount of (5-2) is only 1/ of that of (5-1).
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Figure 5-23: Architecture of matched filters for 528MS/s OFDM-based UWB systems
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Figure 5-24: Example of signal in the three kinds of the matched filter

But the coefficient indexes of (5-1) and (5-2) are fixed and not depended on
timing k. Therefore in Figure 5-24 (a) and (b), when the tap number is reduced from
as (a) to as (b), the used coefficients of Figure 5-24 (b) are still fixed. And the used
samples of Figure 5-24 (b) are changed according to timing k. Therefore all samples
need to be stored [41] and the 128-samples FIFO is still needed in the 32-tap
tap-reduction matched filter. And between (5-1) and (5-3) the differences are not only
the reduction of multiplications, but also that only the coefficient indexes of (5-3) are
tuned according to timing k. As shown in Figure 5-24 (¢), since the coefficients can be

tuned according to different timing k, the used samples can be fixed for different
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timing k. And the FIFO needs to store only 32 samples in the proposed 32-tap
matched filter. Since the coefficient indexes are pre-defined and the samples are
unknown, the hardware complexity of dynamic coefficients will be lower than that of
dynamic samples. For example, we can store the coefficients in a ROM and use
address control to select out the used coefficients. And the power of FIFO can be

reduced with the proposed matched filter scheme.

The architectures of the divider-and-multiplier-based channel equalizer [18, 24,
25] and the proposed channel equalizer [2] are shown in Figure 5-25. In the UWB
system the transmission distances are 0 ~ 20 meters. Different from WLAN system,
the Doppler effect is more weak in the short-distance UWB system. So the DDCT is
not needed and the zero-forcing CE scheme-is suitable for UWB system. As shown in
Figure 5-25 (a) the general zero=forcing channel equalizer is realized with a complex
divider, 1 complex multiplier, and a memory storing:2x6x112x3 bits = 504 Bytes of
channel frequency response (CER) (Wordlength-'of I and Q = 8§, NO. of used
subcarrier = 100, NO. of used band = 3). In Figure 5-25 (a), the WAPET of the
general channel equalizer comprises arc-tangent, phase error detection (PED), phase
error tracking (PET), phase combining, phasor generator, and 1 complex multiplier

for pilot pre-compensation and data compensation.

As shown in Figure 5-25 (b), the proposed divider-and-multiplier-free channel
equalizer uses phase addition/subtraction instead of complex multiplication/division.
In the front of the proposed channel equalizer, the pilot and data subcarriers from FFT
are converted from real/imaginary parts to symbol phases with the arc-tangent design.

And the wordlength of each subcarrier can be reduced from 6x2 (I+Q) to 6 (phase).
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Figure 5-25: Architectures of the channel equalizers for UWB system

Then in channel phase estimation the channel phase Hg(K) can be estimated by
the subtraction with preamble phases. And the estimated channel phases of three
multi-bands with 112 used subcarriers in each are stored in the 6x112x3 bits = 252

bytes memory.
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In the proposed channel equalizer, when the data subcarriers come, the data
phases can be compensated in the real subtraction with the channel phases. And then
in the WAPET, since the subcarriers have been converted to symbol phase, the
arc-tangent is not needed in the WAPET. Different from the WAPET design of a
general channel equalizer, the WAPET of the divider-and-multiplier-free channel
equalizer does not need the arc-tangent and phasor generator design. And all the

complex multipliers of WAPET in Figure 5-25 (a) can be replaced with adders.

For removing the divider design, the arc-tangent design is also improved. The
architecture of the used logarithm-based arc-tangent design is shown in Figure 5-26.
In the arc-tangent design the subtraction of log values is used to replace the division
of imaginary part and real part. And:-then the symbol phase can be resulted with the
look-up table and sign information. For low: complexity the LUT only finds the phase
values within 0~n/2 according to logarithm results. And the all phase range from -r to
+1 can be found from the sign information of real part and imaginary part of input
symbols. With the logarithm-based arc-tangent, the whole channel equalizer can be
designed without the use of any divider. Without the use of any divider and multiplier,
the critical path delay is just dominated by the additions and look-up table (LUT) of
arc-tangent. And the working frequency can be enhanced to 264MHz in 0.18um

CMOS process.
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Figure 5-26: Architecture of the logarithm-based arc-tangent design

5-2-3 Complexity and Power Analysis of the Proposed Designs for
OFDM-Based UWB Systems

The design complexity of the divider-and-multiplier-based approaches [18, 24,
25, 28] and the proposed design are listed m Table 5-19. With the proposed
low-complexity designs, the complex multiplications, complex division, memory
read/write can be reduced. In the OFDM-based UWB system, one FFT symbols
consists of 128 of 528MS/s samples and one OFDM symbol consists of 165 of
528MS/s samples. And the number of used subcarriers including pilots is 100 for each

OFDM symbol.

In the AGC, signal power of 5 OFDM symbols are estimated, needing
5x128/2=320 complex multiplications. In UWB system, the FFT size (128) is doubled
of that (64) of WLAN system, so the needed results of the matched filter are increased.
In synchronizer, 5 times of auto-correlation and 165 times of matched filter
computations are needed to detect the correct symbol timing. In general synchronizer,
128 complex multiplications and memory reading are needed for each

auto-correlation result and matched filter result. And total 128x (5+165) = 21760
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complex multiplications and memory reading are needed in the general synchronizer.
128x5+128+165 = 933 memory writing is also needed in the general synchronizer. In
the proposed synchronizer with o = 4, 128/4 = 32 complex multiplications and
memory reading is needed for each auto-correlation result and matched filter result.
And total 32x(5+165) = 5440 complex multiplications and memory reading are
needed in the proposed synchronizer. 32x5+32 = 192 memory writing is also needed

in the proposed synchronizer.

After synchronization there are 128xM complex multiplications needed for CFO
compensation. In the FFT-input buffering, 128 memory read/write is needed for
cyclic-prefix addition. And in the 528MS/s 128-point mixed-radix 4-parallelism FFT
design, 176 complex multiplications-and 124 memory read/write are needed for each
FFT symbol [5]. In the FFT-output buffering, 2xI12 = 224 memory read/write is

needed to reorder the FFT output signal.

In the channel equalizer, 112x2%3'="672 memory write and 112x3 = 336
memory read is needed to estimate the CFR of 3 multi-bands and 2 OFDM symbols in
each bands. In the general channel equalizer with complex divider and complex
multipliers, 336 times of complex division is needed to estimate the inversed CFR of
3 bands. And in each OFDM symbol, 2x112 = 224 complex multiplications are
needed to compensate the subcarriers with inversed CFR and phasor error caused by

CFO and SCO.
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Table 5-19: Design complexity of a baseband receiver in each packet for

OFDM-based UWB system

Memory | Memory
Complex Complex
Design Write Read
multiplication | division
(Samples) | (Samples)
AGC (A) 320 0 0 0
General Synchronizer (B1) 21760 0 933 21760
Proposed Synchronizer (B2) 5440 0 192 5440
CFO compensation (C) 128xM 0 0 0
FFT-input buffer (D) 0 0 128xM 128xM
FFT [5] (E) 1.76xM 0 124xM 124xM
FFT-output ordering (F) 0 0 224xM 224xM
336+
General EQ (G1) 224xM 336 672
112xM
336+
Proposed EQ (G2) 0 0 672
112xM
General OFDM RX 22080 1605 22096
336
(A+B1+C+D+E+F+G1) +528xM +476M +588xM
Proposed OFDM RX 864 5776
5760+304xM 0
(A+B2+C+D+E+F+G2) +476M +588xM
16320
Reduced 336 741 16320
+224xM
Reduced in 480Mb/s
32448 336 741 16320
M =172)
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Note: M is OFDM symbol number

Compared with the general synchronizer, the proposed synchronizer can reduce
(21760-5440)/21760 = 75% multiplication and memory reading. In the proposed
channel equalizer, the channel estimation and data compensation is done with
additions and subtractions. Therefore the times of complex division and complex
multiplications can be reduced to zero. Compared with the general OFDM receiver
[18, 24, 25, 28], the proposed design can reduce 32448 complex multiplications, 336
complex division, 741 memory writing and 16320 memory reading. The reduced
complex multiplications, complex division, and memory reading are 54%, 100%, and

25% of those of the general OFDM algorithms in 480Mb/s mode.

For understanding the hardware complexity of the proposed synchronizer, the
power of the proposed synchronizer and the.general synchronizer [24, 28] are
estimated in the post-layout simulation in-0.18um CMOS process. Both synchronizers
work for 528MS/s throughput with.132MHz clock." Hence 4-parallelism scheme is the
basic architecture. The gate-count and simulated power values are listed in Table 5-20.
With the data-partition-based auto-correlation and moving-average-free matched filter,
the proposed synchronizer only needs 37.6% gate count and 43.3% power of a general
approach. In an OFDM transceiver consuming 162mW [1], the proposed synchronizer

reduces equivalent 27.0% of OFDM transceiver power.

For understanding the hardware complexity of the proposed channel equalizer,
the power of the proposed equalizer and the divider-and-multiplier-based equalizer
[18, 24, 25] are estimated in the post-layout simulation in 0.18um CMOS process.
Both equalizers work for 528MS/s throughput with 132MHz clock. The gate-count

and simulated power values are listed in Table 5-21.
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Table 5-20: Hardware complexity of the proposed synchronizer and general

4-parallelism synchronizer

The proposed design 4-parallelism architecture
Gate-count Power (mw) Gate-count Power (mw)

Auto-correlator 4K 3.2 13K 12.8

Matched filter 33K 6.7 106K 15.4

Register 7.2K 8.5 28.8K 34.0

CFO

. 14K 13.1 14K 13.1
compensation

FSM and Others 42K 1.9 4.2K 1.9

Total 62.4K 334 166K 77.2

As listed in Table 5-21, in the general divider-and-multiplier-based zero-forcing
channel equalizer, 300 complex divisions are needed for each packet and 200 complex
multiplications are needed for each OFDM symbol. They consume 27.8+37.4 =
62.5mW power. With the divider-and-multiplier-free equalization scheme, the power
dissipation of the complex divider and multipliers can be saved. And the proposed
equalizer only needs 48.6% gate count and 40.4% power of a
divider-and-multiplier-based approach. In an OFDM transceiver consuming 162mW
[1], the proposed equalizer reduces equivalent 38% of OFDM transceiver power. And
the proposed equalizer can achieve 528MS/s throughput at 264MHz clock. And the
maximum working frequency can arrive at 270MHz (3.7ns) in the post-layout
simulation. That means the design can be realized with the 2-parallelism architecture.

In this case the equalizer gate-count can be reduced to 41K.
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Table 5-21: Hardware complexity of the proposed divider-and-multiplier-free channel

equalizer and the general divider-based channel equalizer with 4-parallelism

The proposed design General divider-based design
Gate-count Power (mw) Gate-count Power (mw)
Complex divider 0 0 24K 27.8
Complex
0 0 16K 34.7
multipliers
Add/Sub for CE
3K 7.6 0 0
or compensation
WAPET
31K 25.1 31K 25.1
+arc-tangent
Memory/Reg. 18K 93 36K 16.2
Total 52K 42 107K 103.8

The complexity of the proposed design, magnitude-and-phase-based design
(polar coordinates-based), and divider-and-multiplier-based design are listed in Table
5-21-2. We can find the divider-and-multiplier-based design uses one complex
multiplier and divider for channel estimation and equalization. The memory size of
112x3x2x6 = 504 Bytes are needed to store the CFR of the three bands with 6-bit I
and Q. And there are 3 adders to calculate the traced phase error and to achieve the
computation of log(Q)-log(I) in logarithm-based arc-tangent design. And one 12-bit
in/6-bit out look-up table is needed to generate the pilot phase in phase error tracking

(PET) design.
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When we use the magnitude-and-phase-based design, both magnitude and phase
parts need 2 adders for CE and EQ. Hence the number of adders is added by 4. And
one look-up table is added to convert the I and Q signal to magnitude value. When we
use the proposed design, the number of adder can be less than
magnitude-and-phase-based design since the magnitude part is not needed. And the
number of look-up table can be kept as 1. In both the magnitude-and-phase-based and

the proposed design, the divider and multiplier can be completely removed.

Table 5-21-2: Complexity of the proposed design, magnitude-and-phase-based design,

and divider-and-multiplier-based design

divider-and-
magnitude-and-
Proposed design multiplier-based
phase-based design
design
Adder 5 7 3
Complex Divider 0 0 1
Complex Multiplier 0 0 1
Memory Size 252 Bytes 504 Bytes 504 Bytes
Look-up Table
1 2 1
(32-bit in/6-bit out)

5-2-4 Proposed Baseband Chip for LDPC-COFDM-Based UWB System

Comprising the proposed low-complexity synchronizer and channel equalizer, a
LDPC-COFDM-based UWB baseband processor are designed in 0.18um CMOS

process and 0.13um CMOS process respectively. The system architecture of the
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half-duplex baseband processor is shown in Figure 5-27. The baseband processor
links RF with 5-bit I/Q DAC and 5-bit I/Q ADC. And the 7-bit DAC is used for
digital AGC. For satisfying the power spectrum mask the shaping filter with 11 taps is
used and the DAC sampling rate is increased to 1.056GHz (2x of passband
bandwidth). The same as the proposed WLAN baseband processor, the FFT design is
shared by the transmitter part and the receiver part of the UWB baseband processor.
Different from the WLAN baseband processor, the proposed UWB baseband
processor comprises four parallel paths and 132MHz working clock to achieve
528MHz throughput rate. Hence the parallel to serial (P/S) and serial to parallel (S/P)

1s needed to link the DAC and ADC.

|
Scrambler 1
15 Preamble
bata : and inserter COCnltc:gllTin :
From MAC : FEC e*ncoder <
|
|
| QPSK L Shaping I [5b
I and and [H{P/S 1IQ (>
! Spreading[™] | Clipping 1 |DAC
: Shared 1 RF
I FFT/IFFT :
1 .. AGC 5-b
—free[*] < I
! Dé‘gﬂglri;r;e and | s/Ple 10 |«
| Sync. I JADC
| |
| |
1 FEC decoder De-Spreading J :
To MAC 1 | De-Scrambler De-QPSK 1 |DAC
__________________________ |

Figure 5-27: System architecture of the proposed baseband processor for

OFDM-based UWB systems

The chip microphoto of the LDPC-COFDM-based UWB baseband processor

designed in 0.18um CMOS process is shown in Figure 5-28. And the chip testing
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summary is listed in Table 5-22. As shown in Figure 5-28, the LDPC decoder, FFT,
Synchronizer, and channel equalizer occupy 50%, 10%, 8%, and 6% chip area. The
core power is 523mW and 575mW for transmitter and receiver part. The gate count

and power of OFDM transceiver, FEC codec, and block buffers are listed in Table

5-23.

Figure 5-28: Chip microphoto of the proposed LDPC-COFDM-based UWB baseband

processor
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Table 5-22: Chip summary of the proposed LDPC-COFDM-based UWB baseband

processor
Technology 0.18um CMOS 1P6M
Package 208 CQFP
Die Size 6.5mmx6.5mm
Gate Count (Including I/O) 1.056M
Maximum data rate (b/s) 480M
Maximum signal bandwidth (Hz) 528M
Supply voltage 1.8V Core, 3.3V I/O
Core power at 480Mb/s (TX/RX) 523mW /575mW

Table 5-23: Hardware complexity-of the LDPC-COFDM baseband chip

Block Gate Count RX Power (mW)
OFDM transceiver 350K 162
FEC codec 567K 211
Clock Trees <10K 202
Total 918K (Not Including 1/0O) 575

As shown in Table 5-23, the OFDM transceiver occupies 38% gate count and
29.6% power of the baseband core. And the clock buffers which occupy 35% of
baseband receiver power dissipate the power consumption. For understanding the
hardware complexity of the sub-blocks of OFDM transceiver, the percentages of the
gate count and the receiver power in OFDM transceiver is shown in Figure 5-29. With
the proposed low-complexity schemes and low-power architecture designs, the

synchronizer and equalizer totally occupy only 32% of OFDM transceiver gate-count
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and 49% of OFDM receiver power consumption. Compared with those in WLAN
design (Figure 5-16), the percentages of gate-count and receiver power are reduced by
43% and 31%. As listed in Table 5-20 and Table 5-21, the proposed schemes of
synchronizer and channel equalizer totally reduce 158.6K gates and 105.6mW power.
They can reduce 45.3% (158.6/350) gates and 65.1% (105.6/162) power of the

proposed UWB OFDM transceiver.

5-2-5 Proposed Baseband Chip for MB-OFDM-Based UWB System

Comprising the proposed low-complexity synchronizer and channel equalizer,
the MB-OFDM-based UWB baseband processor is designed in 0.13um CMOS
process. And the high clock-buffer power: problem of the LDPC-COFDM chip is also
solved. The clock-buffer powet.of LDPC-COFDM chip is so high because the clock

buffers of OFDM transceiver are still tuned on when the partial circuits are sleep.
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(a) Gate Count Percentage of OFDM transceiver
Others (5%)

EQ & PET
(26%)

FFT
(48%)

(b) RX power Percentage of OFDM transceiver

Figure 5-29: Percentage of gate-count and receiver power of the OFDM transceiver

for LDPC-COFDM-based UWB

For solving this problem, a multi-stage gated-clock control is developed. For
saving the clock buffer power, we separate the gated clock buffers into 5 stages

according to the FSM of overall OFDM transceiver. The stages of clock buffers in the

OFDM transceiver are shown in Figure 5-30.
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Figure 5-30: Stages of clock buffers of OFDM transceiver

As shown in Figure 5-30, the receiver.comprises stage 1, state 2, and stage 3 of
clock buffers. And the transmittér comprises stage.4, stage 2, and stage 5 of clock
buffers. The FSM to turn on of turn off the stages of clock buffers is listed in Table

5-24.

Table 5-24: Finite stage machine of the proposed multi-stage gated-clock control

State Stage 1 Stage 2 Stage 3 Stage 4 Stage 5
RX: Initial On Off Off Off Off
RX:
On On On Off Off
PD is OK
TX: Initial Off Off Off On Off
TX: End of Preamble
Off On Off On On
transmission

In receiving mode, the stage 4 and stage 5 of clock buffers belonging to
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transmitter part should be turned off. In the initial of signal receiving mode, the
symbol timing of valid packet is unknown. Hence only AGC and synchronizer need to
work for packet and timing detection. And only stage 1 of clock buffers needs to be
turned on. When the packet detection (PD) is successful, the other receiver block
mainly comprising FFT, channel equalizer, and De-QPSK need to work for data
demodulation. And the stage 2 and stage 3 of clock buffers are also turned on. In the
transmission mode, the stage 1 and stage 3 of clock buffers belonging to receiver part
should be turned off. In the initial of signal transmission, a PLCP preamble needs to
be transmitted during typical 9.375us. During the preamble transmission, the (I)FFT
and other transmitter part do not need to work and stage 2 and stage 5 of clock buffers
can be turned off. After the end of preamble transmission, stage 2 and stage 5 of clock
buffers can be turned on for data*modulation. This multi-stage gated-clock control
only turns on the clock buffers when the driven eircuits need to work. And the

baseband power can be saved efficiently:

The microphoto of the MB-OFDM transceiver comprising the proposed
synchronizer, channel equalizer, and multi-stage gated-clock control is shown in
Figure 5-31. And the chip testing summary is listed in Table 5-25. With the
multi-stage gated-clock control, the core power at 480Mb/s is only 15.8 and 31.2mW
for transmission mode and receiving mode. For understanding the power reduction by
the multi-stage gated-clock control, the power consumption with and without the
power control is drawn in Figure 5-32. As shown in Figure 5-32, the proposed clock

control can save 17% of OFDM receiver power and 28% of OFDM transmitter power.
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Channel
Equalizer

Transmitter Part

Figure 5-31: Chip microphoto of MB-OFDM OFDM transceiver

Table 5-25: Chip Summary of i\/IB-OFDM OFDM transceiver

Technology ‘f?ni:; '—i— Y (5' 13um CMOS 1P6M
Package et 208 CQFP
Die Size 3.975mmx3.98mm
Gate Count (Not Including 1/0O) 344K
Maximum data rate (b/s) 480M
Maximum signal bandwidth (Hz) 528M
Supply voltage 1.2V Core, 3.3V 1/O
Core power at 480Mb/s (TX/RX) 15.8mW /31.2mW
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Figure 5-32: Power percentage of MB-OFDM UWB baseband transceiver
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Chapter 6:

Conclusions and Future Work

The proposed HPSU or sub-sampling-based auto-correlator designs lead to low
complexity for packet detection and CFO estimation. The proposed HPCU or
moving-average-free matched filter schemes lead to low complexity for FFT-window
detection. The proposed DDCT or divider-and-multiplier-free channel equalizer lead
to low complexity for channel tracking and equalization. Based on the proposed
low-complexity synchronizer and channel equalizer schemes, the OFDM baseband
processor can achieve low power and keep high performance. In the WLAN system,
the proposed synchronizer can reduce 74% multiplications of a general synchronizer
equivalent to 16.3% multiplicdtions of whole OFDM transceiver in 54Mb/s mode.
And the SNR loss for 10% PERZadded by thepropesed synchronizer can be limited in
0.1dB (54Mb/s) ~ 1.3dB (6Mb/s). In the proposed channel equalizer for WLAN, the
CE MSE can be reduced by 6~27dB and SNR for 10% PER can be reduced by
0.7~1.9dB when compared with the conventional zero-forcing scheme. When
compared with the existing WLAN equalizer [24, 43], the proposed design can
achieve better 3~24dB CE MSE and less 16 complex multipliers. The gate-count of
the proposed equalizer is only 60% of [24, 43]. With the proposed schemes, the SNR
for 10% fixed-point PER can be less than the existing chips by 0.68~6.45dB. And the

power consumption is only 22% ~ 62% of the existing designs.

In the UWB system, the proposed synchronizer and channel equalizer totally
reduce 45.3% gate count and 65.1% power of an UWB OFDM transceiver. The

proposed synchronizer can reduce 75% multiplications of a general synchronizer. The
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amount of the reduced multiplications is equivalent to 54% of that of whole OFDM
transceiver in 480Mb/s mode. It only needs 37.6% gate count and 43.3% power of a
general synchronizer approach. And equivalent 27% power of OFDM transceiver is
also reduced by proposed synchronizer. The SNR loss for 8% PER added by the
proposed synchronizer can be limited in 0.2dB. The proposed channel equalizer can
eliminate all complex divisions and multiplications of a general channel equalizer. In
the 480Mb/s case it eliminates 300 complex division (100% of division in OFDM
transceiver) and 14400 complex multiplications (29% of multiplications in OFDM
transceiver). The proposed equalizer only needs 48.6% gate count and 40.4% power
of a divider-and-multiplier-based equalizer. And equivalent 38% power of OFDM
transceiver is also reduced by proposed equalizer. And the SNR loss for 8% PER
added by the proposed equalizer is'only 0.3dB."Compared with the system constraint,
the proposed fixed-point LDPC-COEDM system can-reduce the SNR requirement for
8% PER by 1.7dB ~ 12.5dB. And the propesed fixed-point MB-OFDM system can
reduce the SNR requirement for 8% PER by 0.3dB ~ 12.9dB. With the proposed
low-complexity designs, the OFDM-based baseband transceivers can achieve
480Mb/s data rate with lower power consumption. The proposed MB-OFDM
transceiver in 0.13um CMOS process only consumes 31.2mW power. The complexity
reduction and the changing of SNR loss for 10% PER of WLAN and 8% PER of
UWRB by the proposed synchronizer (Sync.) and channel equalizer (EQ) are listed in
Table 6-1. And the chip performance, OFDM gate count, and power consumption are

listed in Table 6-2 as the proposed low-power design summary.

In the future, the following work is to the integration of the digital baseband and
analog RF front-end. In out research process, we find there are still several

bottlenecks in the baseband/RF integration. Such as RF filtering distortion, 1/Q
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mismatch, AGC controlling, and interface problems. However these non-ideal impacts
have been modeled and simulated in our research works, the mismatch between RF
behavior model and RF silicon-proven circuit still exists. And a programmable
RF-effect calibration is needed in the baseband chip. For example the most important
work of baseband receiver is to find the valid packet and correct symbol boundary
with the synchronizer. However when the filter response of RF circuit is different
from that in RF behavior model, the synchronizer may not find the distorted packets.
Therefore a “training machine” should be added in the synchronizer to adapt to the RF
circuit effects. In the training mode we can send the signal from RF circuits to the
baseband and inform baseband design the coming signal is a valid packet. And then
baseband chip can automatically tune the parameters of the synchronizer and adapt to
the real RF circuit effects. With the integration of.RF, baseband, and even MAC, the
low-power design can be improved from« the system level and the complete

low-power wireless products can be realized:
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Table 6-1: Complexity reduction and SNR loss changing of the proposed design

Design Complexity reduction SNR-loss changing
Reduce 3160 complex
Proposed WLAN Sync. o Loss 0.1~1.3dB SNR
multiplications (CM)
Employed WLAN Complexity is close to ZF CE and Gain 1.8dB SNR than LS
FD-MMSE EQ more lower than existing CE designs | EQ designs
L 1. Gain 8~15dB CE MSE
1. Less 16 complex multipliers than
Proposed WLAN 4] than ZF CE
DDCT 2. Gain 1.5dB SNR than

2. Only 60% gate-count of [24, 43]

ZF CE

Proposed UWB Sync.

1. Reduce 16320 CM

2. Reduce 103.6K gate-count

3. Reduce 43.8mW power (27% of
0.18um CMOS OFDM)

Loss 0.2dB SNR

Proposed UWB EQ

1. Eliminate all CM,and divisions

2. Reduce 55K gate-count

3. Reduce 61.8mW power (38%. of
0.18(m CMOS OFDM)

Loss 0.3dB SNR

Table 6-2: Chip performance and OFDM hardware complexity

SNR for 8% or 10% PER RX Core
Proposed Baseband OFDM
compared with system Power
Chips Gate count
constraint in AWGN (mW)
OFDM WLAN in
Avg. better 6.45dB 317K 68
0.18(m CMOS [3]
LDPC-COFDM in
Avg. better 8.6dB 350K 162
0.18(m CMOS [1]
MB-OFDM in 0.13(m
Avg. better 9.7dB 344K 31.2
CMOS [53]
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Appendix A: Supplementary of
OFDM-Based System SPEC

In Appendix A, the system specification (SPEC) of OFDM-based system will be
supplemented. The derivation of main system parameters and system requirement will

be discussed below.

A-1: System Parameter Derivation

In OFDM system, all the parameters can be derived from the few key parameters.
And in the standard institution, the key parameters lead the system data rate and
system  performance. The key parameters: of OFDM-based WLAN,
LDPC-COFDM-based UWB, and MB-OFDM-based UWB systems are listed in Table
A-1 ~ Table A-3. The number of pilot subcartiers leads to the receiver synchronization
performance with pilots. And other parameters decide the data rate values. Different
from Table A-1, new parameters: spreading factor is added in Table A-2 and Table A-3.
That is because in OFDM-based UWB system the spreading method is added to
overcome channel noise and large interference. In OFDM-based system, the
transmitted data packet consists of OFDM symbols. The OFDM symbol consists of
FFT symbol and guard-interval. The FFT symbol duration (Trrr) and OFDM symbol

duration (Torpwm) are derived as
TFFT = N/BW (A-])

Torpym = Trrr+Tar (4-2)
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Where N is FFT size, BW is signal bandwidth, and Tg; is the guard-interval duration

listed in Table A-1, Table A-2, and Table A-3. In IEEE 802.11a system, the 8 kinds of

data rate are provided. The data rate can be derived as

Table A-1: Dominated parameters of OFDM-based WLAN system

Guard- NO. of NO. of Coded
Band- FFT FEC
Data interval | used data | used pilot | bits per
width size coding
Rate length | subcarrier | subcarrier | subcarrier
(BW) (N) rate (R)
(Tan) (Nsp) (Nsp) (Ncaec)
6Mb/s 1 1/2
9 Mb/s 1 3/4
12 Mb/s 2 1/2
18 Mb/s 2 3/4
20 64 0.8us 48 4
24 Mb/s 4 1/2
36 Mb/s 4 3/4
48 Mb/s 6 2/3
54 Mb/s 6 3/4
Data rate :NCBPC xR /SXNSD/TOFDM (A-3)

Where R is FEC coding rate and S is spreading factor. In WLAN system the spreading

factor can be seen as 1. According to (A-3) we can find the transmitted bit number of

each OFDM symbol duration: Npgps can be derived as

Npgps = Ncppe X R x Nsp
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Table A-2: Key parameters of LDPC-COFDM-based UWB system

Data Rate 120Mb/s 240Mb/s 480Mb/s
Bandwidth 528MHz
FFT size (N) 128
Guard-interval length (Tg;) 70.1ns
NO. of used data subcarriers (Nsp) 100
NO. of used pilot subcarriers (Ngp) 12
Coded bits per subcarrier (Ncgpc) 2
Coding rate (R) 3/4
Spreading factor (S) 4 2 1

Table A-3: Key parameters of MB-OFDM-based UWB system

Data Rate 110Mb/s 200Mb/s 480Mb/s

Bandwidth (BW) 528MHz

FFT size (N) 128
Guard-interval length (Tg;) 70.1ns

NO. of used data subcarriers (Nsp) 100

NO. of used pilot subcarriers (Nsp) 12 or 22

Coded bits per subcarrier (Ncgpc) 2
Coding rate (R) 11/32 5/8 3/4
Spreading factor (S) 2 2 1

Where the Ncgpc means the contained coded bits of each constellation symbols and R
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is equivalent to the average data-bit number in each coded bit. Therefore NcgpcxR is
equal to the contained data bit number of each constellation symbols. In each OFDM
symbol there are Ngp of data constellation symbols are transmitted. Therefore the
transmitted bit number of each OFDM symbol duration is NcgpcxRxNgp. Combining

(A-1) and (A-3), we can find the data rate can be also derived as
Data rate = Ncgpe x R/S x Nsp/( N/ BW+Tgp) (4-5)

So the data rate can be increased with Negpe (QAM constellation), coding rate,
Nsp, bandwidth. And when spreading factor is increased, or FFT size or

guard-interval duration is increased, the data rate will be decreased.

A-2: Power Spectrum Density Requirement

In WLAN system, besides the “PER.,:'CFO, and SCO requirement, another
important specification is power spectrum mask (PSM). That means the power
spectrum density (PSD) of transmitted signal should be limited in the PSM constraint.
The power spectrum mask (PSM) is shown in Figure A-1. For satisfy the PSM
constraint, we use the 15-tap (total length = 350ns for WLAN) and 21-tap (total
length = 19.8ns for UWB) finite-length raise-cosine shaping filters for WLAN and
UWB baseband design. With 2x up-sampling, the transmitted baseband signal can

satisfy the PSM within 2x signal bandwidth.
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Power Spectral Density (dB) |
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Figure A-1: Power spectrum mask of IEEE 802.11a WLAN system
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Figure A-2: Power spectrum mask of OFDM-based UWB system

A-3 RF Band Allocation, Spreading Scheme, and

Overcoming Jamming Technique of MB-OFDM System

The band groups are listed in Table A-4. There are 5 band groups to choose of
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UWRB transmission. The allocated band groups are also shown in Figure A-3.

Table A-4: Band location of IEEE 802.15.3a OFDM-based UWB system

Band Lower Center Upper
BAND ID
Group frequency frequency frequency
1 3168 MHz 3432 MHz 3696 MHz
1 2 3696 MHz 3960 MHz 4224 MHz
3 4224 MHz 4488 MHz 4752 MHz
4 4752 MHz 5016 MHz 5280 MHz
2 5 5280 MHz 5544 MHz 5808 MHz
6 5808 MHz 6072 MHz 6336 MHz
7 6336;MHz 6600 MHz 6864 MHz
3 8 6864 MHz 7128 MHz 7392 MHz
9 7392 MHz 7656 MHz 7920 MHz
10 7920 MHz 8184 MHz 8448 MHz
4 11 8448 MHz 8712 MHz 8976 MHz
12 8976 MHz 9240 MHz 9504 MHz
13 9504 MHz 9768 MHz 10032 MHz
i 14 10032 MHz 10296 MHz 10560 MHz
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v

Figure A-3: Band location of IEEE 802.15.3a OFDM-based UWB system

As shown in Figure A-3, there are 2~3 carriers used for hopping in each band
group. For example, if the system chooses band group 1 (ModBaiB«de@r[QU p7]#1
the signal will be hopping in band ID = 1~3 (3432MHz, 3960MHz, and 4488MHz).
An example of signal hopping is shown in Figure A—Bél.algglgure A—?, %Q tcr:!msmitteP and

#1 #2 #3

OFDM symbols are carried in band ID = 1~3 by turns. The neighbor OFDM symbols
will be transmitted in the different’'RF bands so'the ISI between OFDM symbols can
become weaker. This hopping operation is'done by time-frequency interleaving of RF

and controlled by the baseband design:

QA0 20A/N
Band ID (frequency domain) 4488
MHz
3 Signal Signal Signal
2 Signal Signal Signal
1 Signal Signal Signal
| | | | | | | | |
x x x x x x x x x >
1 2 3 4 5 6 7 8 9

OFDM symbol (time domain)

Figure A-4: An example of MB hopping of MB-OFDM-based UWB system

For solving the large jamming problem, the UWB baseband system uses
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spreading methods to provide several modes of data rate. The spreading method
comprises frequency-domain spreading and time-domain spreading. The
frequency-domain spreading is used when data rate < 80Mb/s [16]. In this mode only
half the data subcarriers in the negative frequency range are used to transmit the
mapped data symbols. The other half the data subcarriers in the positive frequency
range are the complex conjugate values of the first half data subcarriers. Therefore the
IFFT outputs can become the real numbers. That means the imaginary parts of I[FFT
outputs are zero and the relative circuit includes the DAC and RF circuit of imaginary
part can be turned off to save the power consumption. The time-domain spreading is
to duplicate the time-domain OFDM symbols. The symbol duplication can solve the
jamming problem with MB technique. Figure A-5 is an example of UWB signal in
frequency domain with a jamming. The jamming happens in band #2. When the
time-domain spreading is used;-the. OFDM symbols-will be transmitted as shown in
Figure A-6. The OFDM symbol#A, #B;and-#C,will'be transmitted in two bands. And
when the band #2 is hurt by jamming;.the recéiver can ignore the OFDM symbol in
band #2 and the OFDM symbol #A and #C can be still received in band #1 and #3. So
combining the time-domain and frequency-domain spreading method, the baseband
can reduce the power consumption and solve the jamming degradation in UWB

system.

Jamming

| ‘

! Band #1 Band #2 Band #3 frec;uency

Figure A-5: An example of jamming happening in UWB bands
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With Jamming With Jamming
A B B C
(band #1) (band #3) | (band #1) (band #3)

»

time

Figure A-6: An example of received OFDM symbols with jamming

A-4: Conversion Scheme from Zero-Pad to Cyclic-Prefix

in OFDM-Based UWB Systems

Different from the guard interyal whichis equal to the cyclic prefix of the FFT
symbol, the zero pad consists of zeros, ;T;hje advanfage of zero pad is to reduce the
transmitted signal power. Therefore to ﬁnish thé cyclic convolution effect of
multipath channel and received gignal, the cyéﬁc prefix of FFT symbol is added to the

front of FFT symbol in the receiver. The example of the transmitted OFDM symbols

with cyclic prefix and zero pad are shown in Figure A-7 and Figure A-8.

FFT

FFT Input ¢

A IFFT (FFT symbol) A -<—p>§ymbol)
Output !

With _[ ¥

Cyclic + +

Prefix cr A G 1 Same

(CP) R ' N

Figure A-7: The transmitted OFDM signal with cyclic prefix
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IFF FFT Input (FFT

T
A Output (FFT symbol) A i €—>kymbol)

With _ B / P
Zero + i ;/Copy
Pad ZP _%—._

(zP) l .

OFDM Signal o, >
g time time

Figure A-8: The transmitted OFDM signal with zero pad

In OFDM-based WLAN system such as IEEE 802.11a system, the cyclic prefix
equivalent to the guard interval is added in the front of the FFT symbol in the
transmitter. And then through the channel, the linear convolution of the channel and
the FFT symbol with the cyclic prefix will be equal to the circular convolution of the
channel and the FFT symbol. Therefore initheteceiver, each used subcarrier after FFT
will be equal to the multiplication result”of each-transmitted subcarrier and the
channel subcarrier. And the oné-tap:channel-equalization can be used instead of the
time-domain channel equalizers to reduce the ‘design complexity. In the UWB system
with zero pad, the baseband also needs to use one-tap channel equalization for low
complexity and low power. Although the cyclic prefix is not added in the transmitter,
it can still be added in the receiver. AS shown in Figure A-8, the cyclic prefix is added
to the received FFT symbol. This operation makes the received FFT symbols the same

as that in Figure A-7.
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