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雙攝影機追蹤系統 
研究生 : 楊新華       指導教授 ：張文鐘 

 

國立交通大學 

電信工程學系碩士班 

 

摘要 

為了能追蹤移動物體並且紀錄特寫鏡頭做為備查，我們實作一個雙攝影機

追蹤系統。這個系統可以分成兩個階段。第一階段，目標追蹤子系統從視訊攝

影機讀取視訊資料，然後擷取前景，偵測及追蹤物體。我們使用背景學習、變

化偵測、變化分類和前景分割的方法來擷取前景。我們使用輪廓和物體追蹤技

術來偵測及追蹤物體。第二階段，座標轉換子系統使用 planar homography 

mapping 的方法轉換物體在視訊攝影機的座標到 PTZ 的座標。為了讓 PTZ 能追

蹤移動物體並且給予特寫鏡頭，座標轉換子系統根據物體的座標及大小，自動

地調整 PTZ 的參數。 
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Dual Camera Tracking System 
Student : Sing-Wang Yeong    Advisor : Wen-Thong Chang 

 

Department of Communication Engineering 

National Chiao Tung University 

 

Abstract 
In order to capture a high resolution view of interested target region, we 

implement a dual camera tracking system that has two stages. In the first stage, the 

input to a target tracking subsystem is video streams from a single web camera. The 

subsystem analyzes the video content by extracting the foreground from the 

background, detecting and tracking the objects. The foreground is separated from the 

background by using background learning, change detection, change classification 

and foreground object segmentation methods. The objects are detected and tracked 

by using contouring and blobs tracking techniques. In the second stage, coordinate 

transformation subsystem transforms the coordinate of object on webcam coordinate 

system to PTZ coordinate system by using planar homography mapping method. In 
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order to capture a high resolution view of interested target region from PTZ, the 

coordinate transformation subsystem adjusts automatically the PTZ parameters 

based on the coordinate and size of the object on PTZ coordinate system. 
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1. Introduction 

1.1. Motivation  

Traditional video surveillance system is labor intensive, low picture resolution 

and usually not effective. [Ref- 1] and [Ref- 2] provide good review of latest 

techniques of video surveillance system. We can classify those techniques roughly 

into: 

Background Modeling. Running average is an easy background modeling method. 

Kalman-based background updating method [Ref- 1] is more advanced and provides 

better quality. Collins proposed a multilayered background model [ 

Ref- 3]. Stauffer and Grimson [Ref- 4] modeled the recent history of each pixel as a 

mixture of k Gaussian distributions. 

Change Detection [Ref- 1]. The simple difference method computes for each time 

instant t the absolute difference between the pixel intensities of the input image and 

background image. The simple difference method is the simplest and fastest, but it is 

very sensitive to noise and illumination changes. In order to overcome the problem of 

noise sensitivity, the derivative model method considers n x n pixel regions in the two 

input images and computes a likelihood ratio Lij by using the means and the variances 

of the two regions. The output binary image is obtained as  



 

otherwise
LLif

yxB Thij <

⎩
⎨
⎧

=
1
0

),(   

Blob Tracking. The blob tracking technique provides frame-by-frame tracking of the 

blob position and size. The connected-component tracker provides reliable and fast 

tracking results when there is no overlap of two blobs. A Kalman filter [Ref- 5] is used 

to predict the position of the blob in the next frame, thus implying that overlap will 

occur in the next frame. If overlap is to occur, the particle filter-based tracker [Ref- 6] 

is used. 

We propose a system that captures a high resolution view of interested target 

region. The proposed system consists of target tracking system, followed by a 

coordinate transformation system. Target tracking system includes background 

learning, change detection, change classification, foreground object segmentation, 

contouring and blobs tracking techniques. Coordinate transformation system includes 

homography and automatic adjustment of camera parameters techniques. We propose 

three novel techniques which are foreground object detection, blob tracking and 

automatic adjustment of camera parameters. Other techniques are referred from books 

[Ref- 7, Ref- 8, Ref- 9] and papers.    
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1.2. System Overview  

 

Target 

Tracking  

Coordinate 

Transforma- 

tion 

Fig 1-1 System overview 

 Fig 1-1 describes an overview of the proposed system that consists of (1) target 

tracking system and (2) coordinate transformation system. The input that will be 

processed by target tracking system to our main system is video streams from the 

webcam. The target tracking system analyzes the video content by separating the 

foreground from the background, detecting and tracking the objects, and sending the 

coordinate and size of each object to coordinate transformation system. The 

coordinate transformation system will give a close-up of each object based on size and 

coordinate of the rectangle, and PTZ lookup table. 
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1.3. Thesis Outline 

This thesis is organized as follows. We explain the theory of dual camera tracking 

system in chapter 2. Results from our method are shown in chapter 3. We conclude 

with a summary of our findings and future research opportunities in chapter 4. 
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2. Theory of Dual Camera 

Tracking System 

In this chapter, we introduce the dual camera tracking system including target 

tracking system and coordinate transformation system. Section 2.1 describes the 

system that analyzes the video content by separating the foreground from the 

background, detecting and tracking the objects, and generating the coordinate of each 

object. The coordinate transformation system which will give a close-up of each blob 

based on size and coordinate of the rectangle, and PTZ lookup table is introduced in 

section 2.2. The techniques used in section 2.1and 2.2 are Digital Image Processing 

and Computer Vision respectively. 

2.1. Target Tracking System 

 

The block diagram of the proposed algorithm for target tracking system is shown 

in Fig 2-1. Block-based or Pixel-based Foreground/background Segmentation and 

Simple Foreground/background Segmentation are described elaborately in section 

2.1.1 and 2.1.2 respectively. Section 2.1.3 shows the blocks tracking method. Fig 2-2 

shows the comparison of simple, block-based and pixel-based foreground/background 



 

segmentation method for quality, speed and complexity. 

 

Target Tracking System 

Fig 2-1 Function block of Target Tracking System 

 

Fig 2-2 Comparison of Foreground/background Segmentation methods 
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2.1.1. Block-based or Pixel-based 

Foreground/background Segmentation 

 

Fig 2-3 Function block of Block-based Foreground/background Segmentation 

It consists of four parts: change detection, change classification, foreground 

object segmentation, and background learning and maintenance. The input and output 

to foreground/background segmentation are image and binary foreground image 

respectively. The block diagram of the proposed algorithm is shown in Fig 2-3.  The 

light blocks from left to right correspond to the first three steps, and the gray blocks 

for the adaptive background learning. In the first step, the current image and 

background image are the inputs of the simple background difference method. This 

method will assign whether the block (pixel) of the current image is stationary object 

or moving object. The inputs to the simple temporal difference method are current and 

previous images. This method will assign whether the block (pixel) of the current 

image is moving object or stationary object. In the second step, the blocks (pixels) 
7 



 

associated with stationary or moving objects are classified as foreground or 

background based on the learned statistics by using the Bayes decision rule. 

Foreground objects are segmented by using morphological operation in the third step. 

In the fourth step, a reference background image is maintained to make the 

background difference accurate and adaptive to the changing background. Meanwhile, 

features statistics are updated in both gradual and “once-off” condition.  

Bayes Classification of Background and Foreground 

The background can consist of both stationary and moving objects. Meanwhile, 

the background might be undergoing two types of change over the time. There are 

gradual changes and sudden “once-off” changes.  

The current image and background image are the inputs of the simple 

background difference method. The inputs of the simple temporal difference method 

are current and previous images. Both methods will decide whether the block (pixel) 

of the current image is moving or stationary object.  

Let   be a discrete value feature vector extracted from an image sequence at 

the block (pixel) s and time instant .  

tv

t

In the case of time difference, we consider the situation of the moving 

background object, if the color difference between a block (pixel) from current and 

previous image in the same place, 1−− tt vv is large. In the same time, the color 

difference between a block (pixel) from next and current image in the same 

place, tt vv −+1  is quite similar with 1−− tt vv .  
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Fig 2-4 Characteristic of the moving background  

 Fig 2-4 shows the characteristic of the moving background. The feature vector 

V1 is not the same as V2. But V1 and V2 appear alternatively in the moving 

background. So, the joint simultaneous appearance of V1 and V2 can be used to 

identify whether there is a moving background or not. For this the co-occurrence 

feature vector V3 is formed by combining the adjacent-time feature vector V2 and V1. 

The co-occurrence feature vector indicates the information of two adjacent feature 

vectors. As shown in Fig 2-4, the co-occurrence feature vector V3 repeat at time 1, 3, 

5 and 7.   

Based on above observation, the feature vectors, i.e.,  is replaced by 

. The above feature vector is defined as color 

co-occurrences of the inter-frame feature vector.  

tv

[ T
ttttttt bgrbgrcc 111 −−−= ]

To classify a block (pixel) as background or foreground, we design three feature 

distributions as below:  

(1) The frequency of block (pixel) that is labeled as background or foreground. This 

probability can be seen as the a priori probabilities of a block (pixel) s to belong to 

background ( )sbP |  and foreground ( )sfP |  respectively. 
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) )

(2) The frequency of the feature vector of a block (pixel).  This probability 

indicate the possibility that a particular feature appeare.  

( )svP t |  

(3) When the block (pixel) is background or foreground, the frequency of each feature 

vector of the block (pixel) can be modeled as the conditional probability 

 and  respectively. ( sbvP t ,| ( sfvP t ,|

By observing features vectors of the block (pixel), if the probability of 

background is larger than the probability of foreground then the block (pixel) is 

background. In other words, the posterior probability ( )svbP t ,|  is larger than the 

posterior probability  then the block (pixel) is background. The posterior 

probability can be calculated through above three probabilities. Now, we show the 

relationship between above three probabilities and posterior probability.  

( svfP t ,| )

)

)

Using Bayes rule,  is a probability of event C, given the occurrence 

of matched features vectors. It follows that the posterior probability of   from the 

background  or foreground  is  

( svCP t ,|

tv

b f

( ) ( ) (
( )svP

sCPsCvPsvCP
t

t
t |

|,|,| =          Eq. 2.1.1-1 

where  or . bC = f

Using the Bayes decision rule, the block (pixel) is classified as background if the 

feature vector satisfies 

( ) ( svfPsvbP tt ,|,| > )

)

           Eq. 2.1.1-2 

Substituting Eq. 2.1.1-1 into Eq. 2.1.1-2 

( ) ( ) ( ) ( sfPsfvPsbPsbvP tt |,||,| >        Eq. 2.1.1-2a 



 

The feature vectors associated the block (pixel) s are either from background or from 

foreground objects, it follows 

( ) ( ) ( ) ( ) ( )sfPsfvPsbPsbvPsvP ttt |.,||.,|| +=       Eq. 2.1.1-3 

Rearrange Eq. 2.1.1-3 

( ) ( ) ( ) ( ) ( )sbPsbvPsvPsfPsfvP ttt |.,|||.,| −=         Eq. 2.1.1-3a 

Substituting Eq. 2.1.1-3a into Eq. 2.1.1-2a 

( ) ( ) ( ) ( ) ( )sbPsbvPsvPsbPsbvP ttt |.,|||,| −>  

( ) ( ) ( svPsbPsbvP tt ||,|2 > )           Eq. 2.1.1-4 

This shows that by learning the conditional probability ( )sbvP t ,| , a prior probability 

 and the probability  in advance, we may classify a feature   as 

either associated with foreground or with background. 

( sbP | ) )( svP t | tv

The above case discusses the situation when time difference is large. When the 

time difference is small, there are two possible situations. If the color difference 

between a block (pixel) from current and background image in the same place is large, 

while the color difference between a block (pixel) from current and previous image in 

the same place is small, this block is needed to be inspected. If both the time 

difference and the background difference are small the block is surely classified as 

background.  

If the color difference between a block (pixel) from current and background 

image in the same place is large, while the color difference between a block (pixel) 

from current and previous image in the same place is small, each feature vector is the 

same. No adjacent time feature vector is needed. Based on above observation, the 

11 



 

stationary feature vectors, i.e.,  is replaced by tv [ ]Ttttt bgrc = . The stationary 

feature vector is defined as color feature vector. The classification method for 

stationary object is similar as classification for moving object.  

 The  and  could be represented by the histograms of features 

vectors over the entire feature space because they are unknown in a general cases. For 

n dimensional feature vector with L quantization levels, the histogram for 

and  contains  bins. If L or n is large, a good approximation is 

desirable to make the computation and storage efficiency. 

( svP t | ) )

)

( sbvP t ,|

( )svP t |  

( sbvP t ,| nL

 If the selected features are effective to represent background, at a block (pixel) s, 

the feature vectors from foreground object would distribute widely in the feature 

space, while the features vectors from the background would concentrate in a very 

small subspace of the feature histogram.  

 Let ( )sbvP i
t ,| ,  be the first N bins from the histogram sorted 

according to the descendent order of 

Ni ,...,1=

( )sbvP t ,| , i.e., ( ) ( )sbvPsbvP i
t

i
t ,|,| 1+≥ . For 

giving percentage values  and , i.e., . 1M 2M 21 MM >

( ) 1
1

1

,| MsbvP
N

i

i
t >∑

=

  and       Eq. 2.1.1-5 ( ) 2
1

1

,| MsfvP
N

i

i
t <∑

=

There exists a small integer  such that the above conditions are satisfied if 

selected features are effective to represent background, at a block (pixel) s. 

1N

 For each type of feature vectors, a table of feature statistics, denoted as , 

, is maintained at block (pixel) s and time t to record the statistics 

for N

its
vt

S ,,

)(,...,1 122 NNNi >=

2 most significant values. Each element in the table consists of three components, 

12 



 

i.e., 

( )
(

[ ]Ti
n

ii
t

i
t

it
vb

i
t

it
v

its
v

aav
sbvPp

svPp
S

t

,...,
,|

|
{

1

,

,

,,

=
=
=

= )           Eq. 2.1.1-6 

The elements in the list are sorted according to the descendent order of . The 

probabilities in Eq. 2.1.1-6 are initially set to zero. The vectors in Eq. 2.1.1-6 are also 

set as zero vectors initially.   

it
vp ,

 To make the computation and storage efficiency, L =64 quantization levels in 

each color component are used for color vector. Meanwhile, N1=30 and N2=50 are 

selected. Obviously, 2563  bins >> 643  bins >>N2 bins > N1bins. For the feature 

vectors of color co-occurrences, L=32 with N1=50 and N2 =80 are chosen. Similarly, 

2566 bins >> 326 bins >> N2 bins > N1 bins. 

Algorithm Description 

In the first step, change detection, simple background and temporal differencing 

filter out blocks (pixels) of insignificant chances. Let  )},({),( tpixelItpixelI c=  be 

the input color image and )},({),( tpixelBtpixelB c=  be the reference background 

image maintained by the system at time t, and },,{ bgrc∈  represents a color 

component. A simple picture differencing is done for each color component with 

adaptive thresholding, using the method described in [Ref- 10]. Let the absolute 

picture difference of each color component at time t as . The histogram of 

the absolute picture difference of each color component with gray levels in the range 

[0,255] is a discrete function 

),( tpixelDc

tckkc ntrHis ,,),( = , where  is the kth gray level and 

 is the number of pixels in the image difference of each color component having 

kr

tckn ,,
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gray level  at time t. The normalized histogram of each color component is given 

by , where n is the total number pixels in the difference image. The 

relative variance of each color component  is the ratio of the sample variance to 

the sample mean of the normalized histogram of each color component. The kth gray 

level of relative variance of each color component  is calculated by using 

normalized histogram of each color component in the range[ ,255]. The threshold of 

each color component is obtain as 

kr

nntrP tckkc /),( ,,=

crV ,

)(, kcr rV

kr

⎭⎬
⎫

⎩⎨
⎧=

≤≤
)(max| ,2540, kcrrktc rVrThres

k

 

For pixel level,  

the background difference of each color component is obtain as 

⎩
⎨
⎧ >−

=
otherwise

ThrestpixelItpixelB
tpixelF tcbdcc

cbd ,0
),(),(,1

),( ,,
,  

Background difference  is generated by combining the three 

components as below 

),( tpixelFbd

),(),(),(),( ,,, tpixelFORtpixelFORtpixelFtpixelF bbdgbdrbdbd =  

If  is detected, the pixel is classified as a station pixel.  0),( =tpixelFbd

The temporal difference of each color component is obtain as 

⎩
⎨
⎧ >−−

=
otherwise

ThrestpixelItpixelI
tpixelF tctdcc

ctd ,0
),()1,(,1

),( ,,
,  

Temporal difference  is generated by combining the three components as 

below 

),( tpixelFtd
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),(),(),(),( ,,, tpixelFORtpixelFORtpixelFtpixelF btdgtdrtdtd =  

If  is detected, the pixel is classified as a motion pixel. Otherwise, it 

is a station pixel. 

1),( =tpixelFtd

For block level,  

the block-based temporal difference is obtain as 

⎩
⎨
⎧ >

=
otherwise

BSNp
tblockFtd ,0

2/,1
),(  

where  is the number of motion pixel of temporal difference for each block and 

 is block size. 

Np

BS

If  is detected, the block is classified as a motion block. Otherwise, it 

is a station block. 

1),( =tblockFtd

The block-based background difference is obtain as 

⎩
⎨
⎧ >

=
otherwise

BSNp
tblockFbd ,0

2/,1
),(  

where  is the number of motion pixel of background difference for each block 

and  is block size. 

Np

BS

If  is detected, the block is classified as a station block. 0),( =tblockFbd

In the second step, change classification, the motion and station block (pixel) 

are further classified as foreground or background separately. Fig 2-5 shows the flow 

chart of the change classification.  

If  and 0),( =tsFbd 0),( =tsFtd , it assigns s as background. If  and 1),( =tsFtd

15 



 

moving tables (color co-occurrence statistics) have been trained, it uses Eq. 2.1.1-7 

and Eq. 2.1.1-4 to determine whether s is foreground or background. If  

and moving tables (color co-occurrence statistics) have not been trained, it assigns s 

as foreground. If , 

1),( =tsFtd

1),( =tsFbd 0),( =tsFtd  and stationary tables (color statistics) 

have been trained, it uses Eq. 2.1.1-7 and Eq. 2.1.1-4 to determine whether s is 

foreground or background. If 1),( =tsFbd , 0),( =tsFtd  and stationary tables (color 

statistics) have not been trained, it assigns s as background. 
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Fig 2-5 Flow chart of Change Classification  

The probabilities from Eq. 2.1.1-4 are obtained as  

( )
( )
( )⎪

⎪
⎩

⎪⎪
⎨

⎧

=

=
=

∑
∑

∈

∈

)(
,,

)(
,,

,

|
,|

|

t

t

vMj
jts

vt

vMj
jts

vbt

ts
b

psvP
psbvP

psbP
          Eq.2.1.1- 7 

where the matched feature set in  is defined as  its
vt

S ,,

{ }δ≤−∈∀= ||},,...,1{:)( k
mmt aanmkvM        Eq. 2.1.1-8 

where  
L

dis*256
=δ  , L is quantization level and dis is maximum distance between 

each component of two matched feature vectors. 

If no element in the table  matches , both its
vt

S ,,
tv ( )svP t |  and ( )sbvP t ,|  are set 0. 

For block-based method, the feature vector,  of the block is calculated as mean of 

pixels’ feature vector in the block for each component. Substituting the Eq. 2.1.1-7 

into Eq. 2.1.1-4. If the inequality of Eq. 2.1.1.4 is true, then the block (pixel) is 

classified as foreground, otherwise as background. 

tv

In the stage of foreground object segmentation, a morphological operation (a 

pair of dilation and erosion) is applied to remove the scattered error points and 

connect the foreground points.  

Let . Use of erosion is for eliminating 

outer object noise from a binary image. Outer object noise free binary image is 

obtained as   

),,(),( tyxForegroundtpixelForeground =

),','(min),,( ))','(( tyyxxForegroundtyxEr elementinyx ++=   
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where element can be rectangular, cross and ellipse shape structuring element, and 

 is outer object noise free binary image. ),,( tyxEr

 The inner object noise can be cancelled by using dilation process. Noise free 

binary image is computed as 

),','(max),,( ))','(( tyyxxErtyxDi elementinyx ++=   

where  is the segmented foreground objects and .  ),,( tyxDi ),,(),( tyxDitpixelO =

Finally, the background maintenance includes two parts, updating the tables of 

feature statistics and a reference background image. Two tables of color and color 

co-occurrence statistics are maintained at each block (pixel). If , then it 

updates color co-occurrence statistics (motion tables). Otherwise, it updates color 

statistics (stationary tables). Two different updating strategies are proposed to adapt 

them to both gradual and “once-off” background changes. 

1),( =tsFtd

For updating table to gradual background changes, the statistics table is 

gradually updated by 
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       Eq. 2.1.1-9 

where  and 2,...,1 Ni = 2α  is the learning rate which controls the speed of feature 

learning. The Boolean values for matching labels are generated as follows.  

when of  in Eq. 2.1.1-6 matches  best and  for the others. The 

probability for the matched feature  is increased due to best matching features 

vectors ( ). The probability for the un-matched features  is slightly 

1,, =its
vM

i
tv its

vt
S ,,

tv 0,, =its
vM

its
vp ,1, +

1,, =its
vM its

vp ,1, +
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decreased due to not best matching features vectors ( ).  when s is 

labeled as the background at time t, otherwise, . The probability  is 

increased due to s is a background ( ) and decreased due to s is a foreground 

( ). Similarly,  is increased due to s is a background ( ) and 

best matching features vectors ( ).  is decreased due to other conditions. 

If the s is labeled as a foreground at time t, and  are slightly decreased 

with . However, for the matched element in ,  is increased. 

0,, =its
vM 1, =ts

bM

0, =ts
bM 1, +ts

bp

1, =ts
bM

0, =ts
bM its

vbp ,1, + 1, =ts
bM

1,, =its
vM its

vbp ,1, +

1, +ts
bp its

vbp ,1, +

0, =ts
bM its

vt
S ,1, + its

vp ,1, +

 If there is no match between  and the elements in the table , the th 

element in the table is substituted by a new feature vector  

tv its
vt

S ,,
2N

t
N
t

Nts
vb

Nts
v vvpp === ++ 222 ,, 2

,1,
2

,1, αα        Eq. 2.1.1-10 

 The updated elements in the table  are re-sorted on a descendent order for 

. 

its
vt

S ,1, +

its
vp ,1, +

From Eq. 2.1.1-5 and Eq. 2.1.1-3, “once-off background changes” at block 

(pixel) s is detected if  

( ) ( ) TsfvPsfP
N

i

i
t >∑

=

1

1
,||          Eq. 2.1.1-11 

where T is a percentage value which determines when the new features can be 

recognized as new background appearance.  

From Eq. 2.1.1-3, Eq. 2.1.1-11 becomes  
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From Eq. 2.1.1-6, Eq. 2.1.1-11a becomes 

Tppp
N

i

N

i

its
vb

ts
b

its
v >−∑ ∑

= =

1 1

1 1

,,,,,          Eq. 2.1.1-12 

 If Eq.2.1.1-12 is true, then the statistics table is adjusted as follows 
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       Eq. 2.1.1-13 

In order make the background difference accurate, a reference background 

image is also maintained at each time step. 

If  or 1),( =tsFtd 1),( =tsFbd  and 0),( =tpixelO , it represents a background 

change is detected. The reference background image is updated as 

),()1,( tpixelItpixelB cc =+ , for bgrc ,,=       Eq. 2.1.1-14 

 If  and 0),( =tsFtd 0),( =tsFbd  and 0),( =tpixelO , it represents an 

insignificant change. The reference background image is updated as 

),()1(),()1,( 11 tpixelBtpixelItpixelB ccc αα −+=+     Eq. 2.1.1-15 

where 1α  is update rate which controls the speed of background updating. 
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2.1.2. Simple Foreground/background 

Segmentation  

 

Fig 2-6 Function block of Simple Foreground/background Segmentation.  

It consists of three parts: background modeling, change detection and connected 

component analysis. The input and output to foreground/background segmentation are 

image and binary foreground image respectively. The block diagram of the proposed 

algorithm is shown in Fig 2-6. 

The background modeling method we apply in our system is running average 

method. The output of running average is obtained as  

),,()1,,()1(),,( tyxItyxBgtyxBg ×+−×−= αα      Eq. 2.1.2-1  

where is current input image, and),,( tyxI ),,( tyxBg )1,,( −tyxBg  are current and 

previous background image respectively, and α  regulates update speed (how fast 

accumulator forgets about previous frames).  
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 The change detection of foreground/background segmentation is simple 

difference method which is the simplest and fastest, but it is very sensitive to noise 

and illumination changes. The difference is computed as  

),,(),,(),,( tyxBgtyxItyxD −=         Eq. 2.1.2-2  

where  is absolute difference between pixel intensities of the input and 

background images. 

),,( tyxD

 Thresholding is used to segment an image. It sets all pixels whose absolute 

difference intensity values between background and input image are above a threshold 

to a foreground value (1) and all the remaining pixels to a background value (0). The 

binary image is obtained as 

⎩
⎨
⎧ >

=
otherwise

ThresholdtyxDif
tyxB

0
),,(1

),,(       Eq. 2.1.2-3 

where  is binary image which pixel 1 represents foreground and pixel 0 

represents background. 

),,( tyxB

 The foreground we get from the thresholding process is noisy foreground. Noise 

can be classified as inner object noise and outer object noise. Inner object noise causes 

that an object is broken into multiple fractional object, in the meantime, outer object 

noise causes that a non-object is recognized as object by the system.  

In order to reduce that noise, morphological operations (dilation and erosion) 

are used. Use of erosion is for eliminating outer object noise from a binary image. 

Outer object noise free binary image is obtained as 

),','(min),,( ))','(( tyyxxBtyxEr elementinyx ++=      Eq. 2.1.2-4 
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where element can be rectangular, cross and ellipse shape structuring element, and 

 is outer object noise free binary image. ),,( tyxEr

 The inner object noise can be cancelled by using dilation process. Noise free 

binary image is computed as 

),','(max),,( ))','(( tyyxxErtyxDi elementinyx ++=      Eq. 2.1.2-5  

where  is noise free binary image.  ),,( tyxDi

 In order to get noiseless objects from binary image, the considerations of size 

and shape of structuring element, and iteration of erosion and dilation are important. 

2.1.3. Blobs Tracking  

The blobs tracking system consists of contouring, blob generation and blob 

update processes. This system processes binary foreground image, produces blobs and 

keeps update the latest blobs information. 

 

Fig 2-7 Input, intermediate and output to the contour process.  

Contouring process consists of boundary representation and bounding rectangle 

method. The chain codes are used to represent a boundary of the object by vertices of 
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polygon. This representation is based on 8- connectivity of the segments. Black pixels 

represent foreground and white pixels represent background as shown in Fig 2-7(a). 

Fig 2-7 (b) shows the result of the chain codes process where black pixels represent 

vertices coordinate. Bounding rectangle procedure returns height and width, and 

bottom-left coordinate (black pixel) of object as shown in Fig 2-7 (c). 

 

Fig 2-8 Structure of blob 

Blob generation process is used to assign each object as a blob. The structure of blob 

is shown in Fig 2-8. Each new blob which is assigned as candidate blob has unique ID. 

Rect variable represents the offset and size of a blob rectangle. Freq variable is set by 

a predetermined value (CANDIDATE_FREQ). CANDIDATE_FREQ is larger than 

zero and smaller than ACTIVE_FREQ. The purpose of the freq variable is changing 

the blob status. Freq variable will be changed in the Blob update process. When the 

freq variable is larger than ACTIVE_FREQ, the blob is assigned as an active blob. 

The blob will be deleted when the freq variable is smaller than zero. The blob is 

assigned as candidate blob in other situations. 
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Fig 2-9 Relationship between status and frequency 

Blob update process is used to assign each object whether as a new blob or merged 

blob. The object will be merged with memory blob in two situations as follows: 

#the object most near the memory blob  

#the object overlaps with the memory blob 

The object which does not satisfy above situations will be assigned as a new blob. The 

frequency of merged memory blob will be increased. The frequency of unmerged 

memory blob will be decreased. The detailed blob tracking algorithm is described as 

follows: 

Blob Tracking Algorithm 

Input: Binary Foreground image 

Output: list of blob structure 

Procedure 

Contouring Process 

1. for each object, represent boundary by chain codes 

2. calculate height, width and bottom-left coordinate from each object 

boundary 

3. If first-time blob generation, go to step 4. Otherwise go to step 5. 

Blob Generation and Update 

4. Blob Generation 

a、 For each object, create new blob 

i. Set unique Id.  

ii. Set height, width and bottom-left coordinate in Rect variable. 

iii. Set CANDIDATE_FREQ in Freq variable. 
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iv. Set CANDIDATE in Status variable. 

v. If last object, return output. Otherwise go to step 4-a 

5. Blob Update 

a、 Decrease the Freq variable by 1 for each blob. 

b、 For each current frame object, 

i. If nearest distance of the memory blob < MAXDISTANCE, 

go to step 5-b-iii.Otherwise go to step 5-b-ii 

ii. If overlap with the blob, go to step 5-b-iii. Otherwise go to 

step 5-b-iv 

iii. Match the memory blob 

I. Increase the Freq variable by 2 

II. Modify the Rect variable depend on height, width and 

bottom-left coordinate of the object. 

III. If last object, go to step 5-c. Otherwise go to step 5-b. 

iv. Create new memory blob 

I. Set unique Id.  

II. Set height, width and bottom-left coordinate in Rect 

variable. 

III. Set CANDIDATE_FREQ in Freq variable. 

IV. Set CANDIDATE in Status variable. 

V. If last object, go to step 5-c. Otherwise go to step 5-b. 

c、 For each memory blob, 

i. If Freq < 0, delete blob 

ii. If Freq>ACTIVE_FREQ, set ACTIVE in Status variable. 

iii. If 0<Freq<ACTIVE_FREQ, set CANDIDATE in Status 

variable. 

d、 Return output. 



 

2.2. Coordinate Transformation 

System  

We introduce knowledge about the Computer Vision as below 

 Coordinate System Changes and Rigid Transformations described in section 

2.2.1 tell about elementary notions of analytical Euclidean geometry. 

 Intrinsic camera parameters described in section 2.2.2 that relate the camera 

coordinate system to the idealized coordinate system. 

 Homography matrix describe in section 2.2.3 and 2.2.4 that defines a planar 

mapping between two overlapping camera views. 

Then, we build the pan, tilt and zoom tables in section 2.2.5. The execution of 

coordinate transformation system which will give a close-up of each blob based on 

size and coordinate of the rectangle, and PTZ and homography lookup table is 

introduced in section 2.2.6. 

2.2.1. Coordinate System Changes and Rigid 

Transformations  

When several different coordinate systems are considered at the same time, it is 

convenient to denote  

WWWW
W zkyjxiPOP ++==           Eq. 2.2.1-1 
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where PW  is the coordinate vector of point  in the frame W .  P

Let us consider two coordinate systems: ),,,()( WWWW kjiOW =  

and are world and camera 1 coordinate systems respectively.  ),,,()1( 1111 CCCC kjiOC =

 

Fig 2-10 Pure translation 

Fig 2-10 shows pure translation that basis vectors of both coordinate systems are 

parallel to each other, but the origin and are different. We 

have

WO 1CO

POOOPO WWCC += 11 , thus .      Eq. 2.2.1-2 W
CWC OPP 11 +=
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Fig 2-11 Pure rotation 

When the origins of the two coordinate systems coincide, then the frames are 

separated by a pure rotation shown in Fig 2-11. Let us define the rotation matrix as 

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

⋅⋅⋅
⋅⋅⋅
⋅⋅⋅

=

111

111

111
1

CWCWCW

CWCWCW

CWCWCW
C
W

kkkjki
jkjjji
ikijii

R  ,then we have  

PRP WC
W

C 11 =               Eq. 2.2.1-3 

 

Fig 2-12 Rigid Transformation 

The frames are separated by a rigid transformation (translation + rotation) when the 

origins and basis vectors of the two coordinate systems are different. We have  

W
CWC

W
C OPRP 111 +=            Eq. 2.2.1-4 
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2.2.2. Intrinsic camera parameters  

 

Fig 2-13 Perspective projection model 

Fig 2-13 shows that a camera 1 coordinate system ),,,()1( 1111 CCCC kjiOC =  attached 

to a pinhole camera, whose origin  coincides with the pinhole, and vector and 

 form a basis for a vector plane parallel to the image plane 

1CO 1Ci

1Cj 'Π , which is located 

at a positive distance f’ from the pinhole along the vector . The line perpendicular 

to  and passing through the pinhole is called the optical axis, and the point C’ 

where it pierces '  is called the image center. 

1Ck

'Π

Π

 Let  denote a scene point with the coordinates (x, y, z) and  denote 

its images with coordinates (x’, y’, z’). We have z’=f’ because  lies in the image 

plane. We have 

PC1 '1PC

'1PC

POPO WW λ='  for some number λ , because the three 

points , and  are collinear. So,  '1PC
1CO PC1
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and therefore 
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z
yfy
z
xfx

''

''
              Eq. 2.2.2-2 

Eq. 2.2.2-2 is valid when all distances are measured in the camera’s reference 

frame, and image coordinates have their origin at the principal point where the axis of 

symmetry of the camera pierces its retina.  

 

Fig 2-14 Physical and normalized image coordinate systems. 

Now, we make an assumption that camera 1 coordinate system  

 is same as world coordinate system ),,,()1( 1111 CCCC kjiOC = ),,,()( WWWW kjiOW =  

as shown in Fig 2-14. Normalized image plane is located at a unit distance from the 

pinhole and parallel to its physical retina. Eq. 2.2.2-2 can be rewritten in this 

normalized coordinate system as 
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              Eq.2.2.2-3 

 Fig 2-14 shows that physical retina of the camera is located at a distance  

from the pinhole. The image coordinates (u, v) of the images point p are expressed in 

pixel units where pixels are rectangular, so the camera has two additional scale 

parameters k and l. Eq.2.2.2-2 can be rewritten as  

1≠f

⎪
⎩

⎪
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⎧

=

=

z
ylfv
z
xkfu

             Eq.2.2.2-4 

where k and l are expressed in pixel/meter.  

 Fig 2-14 also shows that the center of CCD matrix does not coincide with the 

principal point C0, so Eq.2.2.2-4 can be rewritten as 

⎪
⎩

⎪
⎨

⎧

+=

+=

0

0

v
z
ylfv

u
z
xkfu

            Eq.2.2.2-5 

where u0 and v0 that define the position of C0 in the retinal coordinate system are 

expressed in pixel units. 

 The angle θ between the two image axes is not exactly equal to 90 degree due 

to some manufacturing error, so Eq.2.2.2-5 transforms into 
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         Eq.2.2.2-6 

Eq.2.2.2-6 can be rewritten into compact form as 

PM
z

p CC 1
1

1 1
=            Eq.2.2.2-7a 

where  = ( u, v, 1)pC1 T, = ( x, y, z, 1)PC1 T and  
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  where 0 = (0, 0, 0)T

Matrix K1 is an intrinsic parameter related matrix of camera 1 where k and l are 

related to size of pixels, u0 and v0 are related to position of the principal point, f is 

related to focal length of the lens, and θ is related to manufacturing skew error. 

 The depth z in Eq. 16a is not independent of  and ,then we rewrite 

Eq.2.2.2-7a as   
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33 



 

where  denote the three rows of . We rewrite again Eq.2.2.2-7a as TTT mmm 321 ,, 1M

PMp CC 1
1

1

1 1
λ

=            Eq.2.2.2-7c 

where  Pm CT 1
31 •=λ

 

2.2.3. Homography Derivation  

 

Fig 2-15 The homography matrix, H induced by a plane Π 

The homography matrix being derived here is a matrix which maps pixels in camera 1 

to pixels in camera 2. We can use rigid body motion to map points from the world 

coordinate system to camera 1 coordinate system like Eq. 2.2.1-4 ,  (translation W
C O1
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vector) is in the same reference coordinate system as . We modify Eq. 2.2.1-4 to 

be  

PC1

)( 1
11

C
WWC

W
C OPRP −=            Eq. 2.2.3-1 

where  ( translation vector) is in the same reference coordinate system as 1C
WO

PW . 

Similarly for camera 2: 

)( 2
22

C
WWC

W
C OPRP −=            Eq. 2.2.3-2 

We rearrange Eq. 2.2.3-1 as 

1
11

C
WCTC

W
W OPRP +=            Eq. 2.2.3-3 

Inserting Eq. 2.2.3-3 into Eq. 2.2.3-2, we obtain 

)( 21
1122

C
W

C
WCTC

W
C
W

C OOPRRP −+=         Eq. 2.2.3-4 

 

Fig 2-16 PlaneΠ with normal orthogonal vector NP0  

000 PNPONONP WW
WW −=−=  
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Let  be unit normal orthogonal vector of the planeΠ with respect to 

the camera 1 coordinate system, the inner product of any point  that lie on 

planeΠ with  equals to zero. We can write as 

)( 0
1 PNR WWC

W −

PC1

)( 0
1 PNR WWC

W −

0)())(( 0
11

0
1 =−•− PPPNR CCWWC

W          Eq. 2.2.3-5 

Since  and , ),,()( 0000
11 zzyyxxPP CC −−−=− ),,()( 0

1 cbaPNR WWC
W =−

Eq. 2.2.3-5 can be written as 

000

000 0)()()(
czbyaxczbyax

zzcyybxxa
++=++

=−+−+−
 

dczbyax =++             Eq. 2.2.3-6 

where  000 czbyaxd ++=

We write Eq. 2.2.3-5 as 

dPPNR CWWC
W =•− 1

0
1 ))((  

1))((1 1
0

1 =− PPNR
d

CTWWC
W           Eq. 2.2.3-7 

Inserting Eq. 2.2.3-7 into Eq. 2.2.3-4 we obtain 
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W
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C
W

C −−+=   Eq. 2.2.3-8 

Factoring  out, we have PC1
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122 )))((1)(( −−+=    Eq. 2.2.3-9 

Refer Eq.2.2.2-7c , we can write 

PMp CC 2
2

2

2 1
λ

=            Eq.2.2.3-10 

Rearrange Eq.2.2.2-7c and Eq.2.2.3-10, and substituting into Eq.2.2.3-9, we obtain 
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Eq.2.2.3-11 

Rearrange Eq.2.2.3-11 to 

pHp CC 12 =λ             Eq.2.2.3-12  

where 
1

10
1
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2 )))((1)(( −−−+= MPNR
d

OORRMH TWWC
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W
C

WTC
W

C
W  and 

1

2

λ
λλ =  

The homography matrix maps pixels on web camera plane (C1) to PTZ camera 

plane (C2). Target tracking system sends the size and coordinate of each object on 

web camera to coordinate transformation system. Coordinate transformation system 

maps the coordinate on web camera to PTZ camera by using homography matrix. 

2.2.4. Homography Calculation 

The Eq.2.2.3-12 may be expressed in terms of the vector cross product as 
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where  denote the three rows of TTT hhh 321 ,, H  and ( )TCCCC zyxp 2222 = . 

The Eq.2.2.4-1 may be written in the form 
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Although Eq.2.2.4-2 contains three equations, only two of them are linearly 

independent. Thus the set of equations can be written as 
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       Eq.2.2.4-3 

Given n points, Eq.2.2.4-3 can be written in matrix equation as  

0=Lh  

where  and  is a 2n × 9 matrix. As  is defined up to a 

scale factor, the solution is unit singular vector of  associated with the smallest 

singular value( or equivalently, the eigenvector of  associated with the smallest 

eigenvalue). 

[ TTTT hhhh 321= ] L h

L

LLT

38 



 

Proof of  0=Lh

Find the  that minimizes h Lh  subject to 1=h . The singular value 

decomposition is a factorization of as , where U and are 

orthogonal matrices, and  is a diagonal matrix with non-negative entries in 

descending order. The problem requires us to minimize 

L TUDVL = V

D

hUDVT
.  

However,  
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and similarly, hVh T= .   

Thus, we need to minimize hDVT
 subject to the condition 1=hV T . We write 

, and the problem is: minimize hVy T= Dy  subject to 1=y . It follow that the 

solution to this problem is ( )Ty 1,0,...,0,0=  having one non-zero entry. Finally, 

 is simply the last column of V. Vyh =

Algorithm 

Input: n>= 4  2D to 2D point correspondences  i
C

i
C pp 12 ↔

Output: 2D homography matrix H 

Procedure 

39 



 

1. For each correspondence  compute . i
C

i
C pp 12 ↔ iL

2. Assemble n 2×9 matrices  into a single 2n×9 matrix . iL L

3. Obtain SVD of  as  with  diagonal with positive 

diagonal entries, arranged in descending order down the diagonal, then 

 is last column ofV . 

L TUDV D

h

4. Determine H  from . h

 

2.2.5. Generation of Pan, Tilt and Zoom Tables 

 Coordinate transformation system adjusts the panning and tilting parameters 

based on coordinate information in order to frame the object. After movement of PTZ, 

the new coordinate of object is at center of the PTZ frame. For instance, if the object 

is at the bottom of the PTZ frame, we control the tilt parameter of the camera and 

move the frame upwards. Similarly, if the object is at the left of the PTZ frame, we 

pan the frame leftward.  

 

Fig 2-17 Table of Pan/Tilt degree correspondent to coordinate of the frame. 

 Now, we build the pan and tilt tables based on some control 
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points(TL,T,TR,L,C,R,BL,B,BR). We assume TL pixel coordinate as a center of the 

object, then we manually adjust PTZ until the new TL pixel coordinate is at the center 

frame. We record the pan and tilt degree in the pan and tilt tables respectively. We find 

the others control points using similar method.  

 After getting pan and tilt degree at each control points, we generate dense pan 

and tilt tables for all pixels by using interpolation and extrapolation method. The pan 

and tilt degree at gray pixels in Fig 2-17 are generated by using interpolation method. 

Extrapolation method is used to generate pan and tilt degree at other pixels in Fig 

2-17.  

 After we centrally frame the target object by doing panning and tilting operations, 

we give a close-up of target object with appropriate zoom ratio. Appropriate zoom 

ratio means that PTZ give a close-up of whole target object with large zoom ratio. 

 We build the zoom table for each zoom level. We assume that (a) the shape of the 

object is square and (b) the object is at the center of the frame. We set the zoom 

parameter as nine, then, we find maxima length of square (20) that PTZ can give a 

close-up of whole target object. Similarly, we set the zoom parameter as eight, then, 

we find maxima length of square (26). If the length of square is 27, we can’t give a 

close-up of whole object with zoom ratio eight.    

Pixels 240 152 89 69 55 36 30 26 20 

Zoom 1 2 3 4 5 6 7 8 9 

Fig 2-18 Table of Zoom degree correspondent to pixels of the object. 

 If the shape of the object is rectangle, we find the maxima value of height and 

width. For example, if the value is greater than 152, then set the zoom ratio as one. 



 

Fig 2-19 shows a lookup table of zoom ratio.  

 

Fig 2-19 Lookup Table of Zoom Ratio 

 

2.2.6. Execution of Coordinate Transformation 

System 

The Coordinate Transformation System Stage gives a close-up of each blob 

based on size and coordinate of the blob, and PTZ and homography lookup table as 

shown in Fig 2-20.  
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Fig 2-20 Function block of Coordinate Transformation System 

The homography function maps coordinate of blob on web camera to PTZ 

camera by using homography matrix. The pan and tilt lookup-table function takes 

coordinate of blob on PTZ camera to generate pan and tilt parameters by using pan 

and tilt tables. We find the maxima value of height and width of the blob, then, the 

zoom lookup-table function takes maxima value to generate zoom parameter by using 

zoom table.
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3.  Experimental Results 

In this chapter we present the test environment and the experimental results of our 

algorithms. 

3.1. Test application and system  

The test application is implemented using Microsoft Visual C++ with DirectShow 

and OpenCv library. All of the tests in next sections are performed by using test 

application on Microsoft Windows XP operating system on a computer with an Intel 

Pentium® 4 CPU 2.40GHz and 760MB RAM. Upmost MTV video capture card send 

the video signal from PTZ camera (Sony EVI-D70) to our computer. Web camera 

(Logitech QuickCam IM) send the video signal to computer through USB port. We 

can control the PTZ camera through RS 232. Fig 3-1 shows the two camera set-up. 

 

Fig 3-1 Camera Set-up 

Fig 3-2 shows the software and hardware system architecture block diagram. The 
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webcam and PTZ camera appear as two different video input source filter in 

DirectShow. The DirectShow passes the video sources to the OpenCV for image 

processing. Serial communication API controls the PTZ through RS232. 

 

 

Fig 3-2 Software and hardware system architecture block diagram 
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3.2. Result of Target Tracking 

System  

 

Fig 3-3 Foreground and background segmentation (part I- moving object enters the scene)  

Fig 3-3, Fig 3-4 and Fig 3-5 show the results of foreground and background 

segmentation. Row (a) shows the input of the video. Foreground and background 
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images of the simple foreground/background segmentation method are shown in row 

(b) and row (c) respectively.  Row (d) and row (e) show the results of foreground and 

background images of pixel based foreground/background segmentation method. The 

images shown in row (f) and row (g) are foreground and background images of the 

block-based foreground/background segmentation method respectively. 

 

Fig 3-4 Foreground and background segmentation (part II- moving object stays temporary) in the 

scene) 
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Fig 3-5 Foreground and background segmentation (part III- moving object leaves the scene) 

The scenario which moving object enters the scene is shown in Fig 3-3. The 

result of pixel-based method was more accurate than the two methods. Simple method 

shows the poor quality of the detection. 

Fig 3-4 shows that moving object moves slowly (or stays temporary) in the scene. 

The simple method shows unstable result that missed foreground object temporary. 

On the other hand, pixel-based and block-based methods show promising results. 
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Pixel-based method can more accurate to detect the foreground pixels than the 

block-based method.  

The scenario which moving object leaves the scene is shown in Fig 3-5. All 

method wouldn’t misclassify the background points as the foreground when there are 

stationary foregrounds leave the scene.    

As shown in Fig 3-6, the target tracking system automatically tracks two moving 

objects. Each object has unique ID.  

 

Fig 3-6 Tracking the moving objects  

3.3. Module of Homography 

Fig 3-7 shows that eight pairs of point are selected manually. These points are used as 

input of homography calculation algorithm described in section 2.2.4. The output of 

this algorithm is a homography matrix which maps coordinate of rectangle on source 

frame to destination frame as shown in Fig 3-8.  
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Fig 3-7 Eight pairs of point selected manually 

 

Fig 3-8 Homography projected results 

3.4. Result of Whole System 

The whole system tracks the single moving object and gives a close-up as shown in 

Fig 3-9. The result shows that this system can smoothly track the moving object and 

give a close-up of whole moving object. 
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Fig 3-9 Single object tracking with close-up 

The whole system can also tracks the multiple moving objects and gives each close-up 
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as shown in Fig 3-10. The result shows that this system assigns time slices to each 

moving object in equal portions for tracking and giving a close-up of whole moving 

object. 

 

 

Fig 3-10 Multiple objects tracking with close-up 
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4. Conclusion and Future Works 

In this thesis we presented a set of methods for moving object tracking system based 

on dual cameras (webcam and PTZ camera). 

 The block based foreground segmentation method gives the promising results in 

terms of detection quality and computational complexity to be used in a real-time 

surveillance system.  

 The proposed blob tracking algorithm successfully tracks objects in consecutive 

frames. Nearest neighbor matching scheme used in our application gives promising 

results. It is not complicated methods for whole-body tracking of objects. 

Improvement in handling object occlusions must be done in the future because our 

system fails in distinguishing occluding objects. 

 The homography matrix which maps pixels in webcam to pixels in PTZ camera 

gives good correspondent relationship between two cameras. The homography matrix 

is suitable for planar scenes. The homography matrix gives an acceptable 

correspondent relationship result for the scenes with depth variation in our experiment 

environment.   

 Finally, we propose a novel technique which can adjust automatically camera 

parameters based on size and coordinate of the object.  
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6.  Appendix of Programming 

In this chapter, we show two different applications that capture video inputs from a 

Logitech webcam, process the image sequence and render it. The first application 

process the image sequence by using ISampleGrabber filter created by Microsoft. 

Meanwhile, the second application process the image sequence by using proxy 

transform filter created by OpenCv. So, the second application can process the image 

sequence by using OpenCV library. Finally, we show a simple PTZ application that 

controls PTZ camera through RS232 serial port. 

6.1. Simple Capturing Video from A 

Webcam  

 

Fig 6-1 The block diagram of video capturing from webcam by using DirectShow  
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This application captures video inputs from a Logitech webcam, processes the image 

sequence, and renders it. 

1. Create a dialog-based application  

This application can easily be created using the MFC application wizard. The name of 

the application is DX_CV2. VC++ should create a simple OK/Cancel Dialog for you. 

The class with a name ending by Dlg will contain the member functions that control 

the widget of the dialog. 

2. Include header files 

Add the following header file to the DX_CV2Dlg.cpp file 

 

3. Declare global variables and class 

Declare the following global variables and class in the DX_CV2Dlg.cpp file 
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4. Declare Function Prototype 

Declare the following function prototypes in the DX_CV2Dlg.cpp file 

 

5. Examining webcamCap function 
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Before COM can be used within a DirectShow application, the COM facilities 

must be initialized.  

Now, we create the filter graph manager. The filter graph manager implements an 

interface that enables an application to build a filter graph.  

Get the media control object by using QueryInterface on the graph builder. This 

media control interface enables the graph to be run, paused and stopped. 

Create the video input filter from the webcam by using GetVideoInputFilter 

function and add it to the filter graph. 
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This function creates the system device enumerator and obtains a class enumerator for the video input 

category. It enumerates all the monikers and binds each moniker to each object. It retrieves the filter’s 

friendly name from the each object and does a comparison with friendly filter’s name assigned by user. 

If found it, then send it back to the caller. Otherwise, it returns error message. 

 After adding video input filter to the filter graph, we add ISampleGrabber filter 

to the filter graph. ISampleGrabber filter would call a function as a callback on every 

frame. The ISampleGrabber interface is queried from ISampleGrabber filter. We 
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specify video RGB24 media type and set working mode as continuous with no buffer 

through ISampleGrabber interface. The SampleCB callback function is set through 

ISampleGrabber interface. 

 

This function converts color image to grayscale image and sends it back to caller.  

 After adding video input filter and ISampleGrabber filter, we connect both filters 

by using ConnectFilters function. 
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This function finds a first output pin on the source filter and a first input pin on the downstream filter 

by using GetUnconnectedPin function. Finally, we connect two filters by connect method of filter 

graph manager. 

  

This function finds a first unconnected input/output pin on the filter depended on PinDir’s parameter. 

After connecting video input filter and ISampleGrabber filter, we find an output 

pin on the ISampleGrabber filter and render it. 
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Finally, we send the video to the main window and run the graph. 

6. Examining releaseWebcamCap function 

 

 This function releases all the things and cleans up.  

7. Examining OnOK and OnCancel functions 

 

 The OnOK function calls the webcamCap function to implement the webcam 

capture operation. The OnCancel function calls the releaseWebcamCap function to 

release all global variables and exit the main program. 
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6.2. Simple Capturing Video from A 

Webcam with OpenCV 

 

Fig 6-2 The block diagram of video capturing from webcam by using DirectShow and OpenCV 

This application captures video inputs from a Logitech webcam, processes the image 

sequence by using OpenCV, and renders it. 

1. Create a dialog-based application  

This application can easily be created using the MFC application wizard. The name of 

the application is DX_CV2. VC++ should create a simple OK/Cancel Dialog for you. 

The class with a name ending by Dlg will contain the member functions that control 

the widget of the dialog. 

2. Include header files 

Add the following header file to the DX_CV2Dlg.cpp file 
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3. Declare global variables 

Declare the following global variables in the DX_CV2Dlg.cpp file 

 

4. Declare Function Prototype 

Declare the following function prototypes in the DX_CV2Dlg.cpp file 

 

5. Examining webcamCap function 
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Before COM can be used within a DirectShow application, the COM facilities 

must be initialized.  

Now, we create the filter graph manager. The filter graph manager implements an 

interface that enables an application to build a filter graph.  

Get the media control object by using QueryInterface on the graph builder. This 

media control interface enables the graph to be run, paused and stopped. 

Create the video input filter from the webcam by using GetVideoInputFilter 

function and add it to the filter graph. 

 After adding video input filter to the filter graph, we add proxy transform filter 

created by OpenCV group to the filter graph. Proxy transform filter would call a 

function as a callback on every frame. The IProxyTransform interface is queried from 

proxy transform filter. The process callback function is set through IProxyTransform 

interface. 

 

This function changes non-IplImage into IplImage data type. IplImage data type is an image data type 

supported by OpenCV group. Finally, it erodes image and sends it back to caller.  

 After adding video input filter and proxy transform filter, we connect both filters 

by using ConnectFilters function. 
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After connecting video input filter and proxy transform filter, we find an output 

pin on the proxy transform filter and render it. 

Finally, we send the video to the main window and run the graph. 

6. Examining releaseWebcamCap function 

 

 This function releases all the things and cleans up.  

7. Examining OnOK and OnCancel functions 

 

 The OnOK function calls the webcamCap function to implement the webcam 

capture operation. The OnCancel function calls the releaseWebcamCap function to 

release all global variables and exit the main program. 
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6.3. Simple Controlling PTZ Camera 

through RS232 

This application controls Sony EVI D-70 PTZ camera through RS 232 by using 

VISCA protocol that developed by Sony. 

1. Create a win32 console application  

This application can easily be created using the Win32 Console application wizard. 

The name of the application is RS232_PTZ. VC++ should create a simple “Hello 

World” console application for you.. 

2. Include header files 

Add the following header file to the RS232_PTZ.cpp file 

 

3. Declare Function Prototype 

Declare the following function prototypes in the RS232_PTZ.cpp file 

 

4. Examining main function 
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 First, we open COM1 serial port with read and write access. The access to the 

object cannot be shared by other applications. If the port was opened successfully the 

function returns the handle comPort descriptor to work with further on. Otherwise, 

returns INVALID_HANDLE_VALUE. 

Next, we set the size of the receiving and transmitting buffers. The maximum 

transmit packet size is 16 bytes and the maximum receive packet size is unknown. We 
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assume that maximum receive packet size is 38 bytes. In order to guarantee the 

communication between two devices, the buffer size is larger than packet size. 

After setting the buffer size of the com port, we set the baud rate as 9600 bps and 

the number of bits in the bytes transmitted and received as 8. No parity scheme to be 

used. The application terminates all read and write operation when error occurs. The 

number of stop bits to be used is one. 

We clear the command buffer of the camera using IF_CLEAR function 

 

This function sends the {0x88, 0x01, 0x00, 0x01, 0xFF} command to sendCommand function. 

  

This function sends the {0x88, 0x01, 0x00, 0x01, 0xFF} command to the PTZ by using WriteFile 

function. Then the transmit buffer will be flushed. Finally, the function waits ACK message and 

completion message from the PTZ through getAckAck function. 

 

This function reads a byte of data from camera through getCom function. This function leaves until get 

the ACK message, completion message, or fail to read data from the camera. 
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This function reads a byte of data from camera through ReadFile function. If the ReadFile function 

successfully read a byte of data it returns value. Otherwise, returns -1.  

 

 If the ADDRESS_SET, CameraOn, Home and CameraOff functions are 

compared with IF_CLEAR function, the difference is the command only.  

 The ADDRESS_SET function finds the address of the camera for the first time 

connection by using broadcast method.   

 The PTZ camera can be turned on by using CameraOn function. The Home 

function sets the PTZ camera in home position. 

Finally, the PTZ camera can be turned off by using CameraOff function and the 

port is closed by using CloseHandle function. 
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