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Abstract

Incremental redundancy (IR) or Chase-combining (CC) based hybrid ARQ
(HARQ) protocols are very efficient errorsconitrol schemes for packet-switching wireless
networks. With proper design, they outperform other ARQ protocols in both latency
and throughput.

In this thesis we analyze the throughput and delay performance of several variations
of these protocols with adaptive modulatien:: The coding and modulation schemes used
in our system are primarily based on the IEEE 802.16e standard, i.e., convolutional
turbo code (CTC), QPSK, 16QAM, and 64QAM, respectively. Both AWGN and flat
Rayleigh fading environments are considered. Our analysis calls for the evaluation of the
multi-dimensional generating function that characterizes the transform domain behavior
of the underlying hidden Markov process. Numerical examples are provided for assessing
the two classes of protocols. It is shown that, as far as performance is concerned, IR is

a better choice although CC is easier to implement.
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Chapter 1

Introduction

The ever-increasing demands on the quality, rate, and service choices of wireless
information have stimulated the rapid development of wireless communication technolo-
gies and deployments of various wireless systems. Throughput, latency and error rate
are the major performance and service quality concerns. These three performance mea-
sures, however, are not entirely independent. Tn‘a wireless packet-switching network,
the correctness of each packet has to be proved:before being mapped to upper layer
for further processing. To meet the error-tate requirement, an error-control mechanism
has to be in place, which will reduee the throughput performance. On the other hand,
better error rate performance often lead to lower latency because of less retransmission
requests.

An error-control method called hybrid ARQ (automatic repeat request) that com-
bines forward-error-correcting (FEC) codes with conventional cyclic redundancy check
(CRC) code based ARQ [1] offers a higher reliability and throughput than those pro-
vided by pure FEC or CRC only [2]. A received packet is first verified by CRC and, if
fails, the FEC decoder will try to correct the errors. Retransmission is requested only if
the decoder is not able to correct the errors. System throughput can be enhanced if the
FEC code structure is such that it can be decomposed into several parts with each part
either self-decodable or combined-decodable. With the special FEC code structure, one

needs not to transmit the complete encoded packet; instead, each part of a codeword



can be transmitted successively if necessary. In other words, when a decoding failure is
declared on a received packet which contains partial codeword only, the retransmitted
packet shall be an incremental part of the original codeword such that either the in-
cremental part or the combined parts can be decoded. Such an ARQ protocol is called
incremental redundancy (IR) or Type II (or III if each part is self-decodable) hybrid
ARQ.

Both types of hybrid ARQs can be considered as adaptive coding schemes. Further
improvement can be obtained if the modulation used is also adapted to the channel con-
dition. Such an adaptive modulation and coding scheme that combines Link Adaptation
(LA) with IR is called Link Quality Control (LQC) in the enhanced general packet ra-
dio service (EGPRS) system. In this scheme, information is first sent with minimum
coding, using high-order modulation and low rate coding schemes. This yields a high
bit-rate if decoding is immediately successful. “If:decoding fails, additional coded bits
(redundancy) are sent, using lower-order modulation and higher rate coding schemes,
until decoding is successful. The more coded bits that have to be sent, the lower the
resulting throughput.

Another technique to improve the retransmission performance called Chase Combin-
ing (CC) is through the combining of the received samples or the soft values associated
with the same coded bit or symbol when identical copies of codewords are retransmitted.

The purpose of this thesis is to investigate the throughput and average latency per-
formance of candidate IR and CC schemes that are compatible with the current IEEE
802.16e standard. The FEC code used is the class of turbo codes originally invented by
Berrou et. al. [3] in 1993.

The rest of this thesis is organized as follows. Chapter 2 provides a brief overview
of the ARQ protocols and related CRC, modulation and frame format defined by the
[EEE 802.16e standard. The following chapter discusses possible receiver and decoder

structure and algorithm. In Chapter 4 we present several candidate IR and CC schemes



that are compatible with the standard and analyze their performance. Numerical per-
formance is provided and comparison is made. Finally, the last chapter contains some

concluding remarks and suggests a few potential research topics.




Chapter 2

Overview of the IEEE 802.16e
Hybrid ARQ Mechanism

IEEE 802.16e specifies Hybrid ARQ (HARQ) procedures for error recovery. Soft
combining of information associated with a retransmission and with previous erroneous
transmissions is carried out to minimize the,amount of redundant information and power
transmitted over the air interface By theeoding scheme of convolution code or convo-
lutional turbo code (CTC). As the €TC has been shown to provide tremendous coding
gains for both additive white Gaussiartnoéise-AWGN) and flat Rayleigh-fading channels,
we shall only consider CTC as the main coding scheme in our study.

In this chapter, we describe detailed HARQ implementation of CTC in IEEE 802.16e,

i.e., the HARQ protocol Shown in Fig. 2.1.

2.1 Padding

MAC PDU (or concatenated MAC PDUs) is a basic unit processed in the channel
coding and modulation blocks. When the size of MAC PDU (or concatenated MAC
PDUs) is not the element in the allowed set for Hybrid ARQ, ‘1’s are padded at the
end of MAC PDU (or concatenated MAC PDUs). The amount of the padding is the
same as the difference between the size of the PDU (or concatenated MAC PDUs) and
the smallest element in the allowed set that is not less than the size of the PDU (or

concatenated MAC PDUs). The padded packet is input into the CRC encoding block.
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Figure 2.1: Block diagram of Hybrid ARQ mechanism based CTCs.

The allowed set is {32, 80, 128, 176, 272; 368, 464, 944, 1904, 2864, 3824, 4784, 9584,
14384, 19184, 23984} bits.

2.2 CRC encoding

When Hybrid ARQ is applied to a pageket; error detection is provided on the padded
packet through a Cyclic Redundancy Check(CRC).

The size of the CRC is 16 bits. CRC16-CCITT, as defined in I'TU-T Recommendation
X.25, shall be included at the end of the padded packet. The CRC covers both the
padded bits and the information part of the padded packet. It uses the stop-and-wait
protocol for retransmission.

After the CRC operation, the packet size shall belong to set {48, 96, 144, 192, 288,
384, 480, 960, 1920, 2880, 3840, 4800, 9600, 14400, 19200, 24000}.



2.3 Fragmentation

When the packet size after padding and CRC encoding is n x 4800 bits, the bit
stream is separately encoded in blocks of 4800 bits and concatenated as the same order
of the separation before modulation. No operation is performed for the packet whose size
after the padding and CRC encoding is not more than 4800 bits. The bits output from
the fragmentation block are denoted by 71,79, -+ ,7n,,, and this sequence is defined
as encoder packet. Ngp is the number of the bits in an encoder packet and defined as
encoder packet size. The values of Ngp are 48, 96, 144, 192, 288, 384, 480, 960, 1920,
2880, 3840, 4800, respectively.

2.4 Randomization

Randomization is performed on, each encoder packet, which means that for each
encoder packet the randomizer shall be initialized independently.

The PRBS (Pseudo-Random-Binary Sequence) generator shall be 1 + 2 + 2!'° as
shown in Fig. 2.2. Each data byte to be transmitted shall enter sequentially into the
randomizer, MSB first. Preambles are not-randomized. The seed value shall be used
to calculate the randomization bits, which are combined in an XOR operation with the
serialized bit stream of each FEC block.

The scrambler is initialized with the vector [LSB]01101110001010 1 [MSB].

2.5 Convolutional turbo codes(CTC)

2.5.1 CTC encoder

The CTC encoder, including its constituent encoder, is depicted in Figure 2.3. It
uses a double binary Circular Recursive Systematic Convolutional code. The bits of the

data to be encoded are alternately fed to A and B, starting with the MSB of the first
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Figure 2.2: PRBS generator of the randomization.

byte being fed to A. The encoder is fed by blocks of k bits or N couples (k = 2*N bits).
For all the frame sizes, k is a multiple of 8 and N is a multiple of 4. Further, N shall
be limited to: 8 < N/4 < 1024.

The polynomials defining the connections aré:described in octal and symbol notations

as follow:
1. For the feedback branch: 0xB, equivalently 1 4D + D? (in symbolic notation).
2. For the Y parity bit: 0xD, equivalently- 1+ "D? + D3.
3. For the W parity bit: 0x9, equivalently 1 + D?3.

First, the encoder (after initialization by the circulation state Sc, see 2.5.3) is fed the
sequence in the natural order (position 1) with the incremental address i =0, ..., N — 1.
This first encoding is called C; encoding. Then the encoder (after initialization by the
circulation state Sca, see 2.5.3) is fed by the interleaved sequence (switch in position 2)
with incremental address j = 0, ..., N — 1. This second encoding is called Cy5 encoding.

The order in which in the encoded bit shall be fed into the subpacket generation
block (2.5.4) is:

A B, Y1, Yo, Wy, Wy =

A07A17 "'7AN717 BO; Bl? ceey BN717S/1,07}/1,17 "'7}/1,]\[717}/2,07}/2,17 "'7Y2,N717

7
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2.5.2 CTC interleaver

The interleaver requires the parameters Py, P;, P, and P, shown in Table 2.1.
The two-step interleaver shall be performed by:
Step 1: switch alternate couples
Let the sequence uy = [(Ag, Bo), (A1, B1), (As, Bs), (As, Bs), ..., (Ay_1, By_1)] be the
input to first encoding C
for i=0...N — 1
if (i mod 2==1) let (A;, B;) — (B;, A;) (i-e., switch the couple)
This step gives a sequence u; = [(Ao, Bo), (B1, A1), (As, Bs), (B3, A3), ...(By_1, An_1)] =
[u1(0), u1 (1), u1(2),ur(3), ...,us (N — 1)].
Step 2: P(j)

The function P(j) provides the address of the couple of the sequence w; that shall be



mapped onto the address j of the interleaved sequence (i.e., us(j) = ui(P(5))).
for j=0..N —1

switch j mod 4:

case 0:(j) = (Fo - j + 1)moan

case 1:(j) = (Po - j+ 14+ N/2 + P1)modn
case 2:(j) = (Py - 7+ 1+ P2)moan

case 3:(7) = (Py -+ 1+ N/2+ P3)moan

This step gives a sequence us = [u1(P(0)),u1(P(1)), us(P(2)),us(P(3)),...,us (P(N —

1))l = [(Bpo), Apr)), (Apq), Bra)), (Bp2), Ap@), (Apa), Br@a)), -, (Apv-1), Br(v-1))]-

Sequence us is the input to the second encoding Cj.

Date
block size N PO P1 P2 P3
(bytes)

6 24 5 0 0 0
12 48 13 24 0 24
18 72 11 6 0 6
24 96 7 48 24 72
36 144 17 74 72 2
48 192 i 96 48 144
60 240 13 120 | 60 180
120 480 53 62 12 2
240 960 43 64 300 | 824
360 1440 43 720 | 360 540
480 1920 31 8 24 16
600 2400 53 66 24 2

Table 2.1: CTC channel coding per modulation.

2.5.3 Determination of CTC circulation states

The state of the encoder is denoted S(0 < S < 7) with S = 4s; + 255 + s3 (See Fig.

2.3) The circulation states Sc; and Scy are determined by the following operations:



1. Initialize the encoder with state 0. Encode the sequence in the natural order for
the determination of Se¢; or in the interleaved order for determination of Scy. In

both cases the final state of the encoder is SOn_;.

2. According to the length N of the sequence, use Table 2.2 to find Se¢; or Ses.

Sl
Nesod,

0 1 2 3 4 ] 6 7

C & 4 2 7 1 3 5
2 C 3 7 4 5 & 2
3 0 3 3 & 2 7 1
4 C 4 1 5 & 2 7 3
5 C 2 5 7 1 3 < &
& 0 7 & 1 3 4 3 2

Table 2.2: Circulation:state lookup table (Sc).

2.5.4 Subpacket generation

Proposed FEC structure punctures the mother codeword to generate a subpacket
with various coding rates. Fig. 2.4 shows a block diagram of subpacket generation. 1/3
CTC encoded codeword goes through interleaving block and the puncturing is performed.
Fig. 2.5 shows block diagram of the interleaving block. The puncturing is performed
to select the consecutive interleaved bit sequences that starts at any point of whole
codeword. For the first transmission, the subpacket is generated to select the consecutive
interleaved bit sequences that starts from the first bit of the systematic part of the mother
codeword. The length of the subpacket is chosen according to the needed coding rate

reflecting the channel condition.

10
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Figure 2.4: Block diagram of subpacket generation.

2.5.4.1 Symbol separation

All of the encoded symbols shall be‘demultiplexed into six subblocks denoted
A, B, Y1, Y5, Wi, W5, The encoder eutput symbols shall be sequentially distributed into
six subblocks with the first N encoder output symbols going to the A subblock, the
second N encoder output going to the B subblock, the third N to the Y; subblock, the
forth N to the Y5 subblock, the fifth N to the W; subblock, the sixth N to the W,
subblock.

2.5.4.2 Subblock interleaving

The six subblocks shall be interleaved separately. The interleaving is performed by
the unit of symbol. The sequence of interleaver output symbols for each subblock shall
be generated by the procedure described below. The entire subblock of symbols to be
interleaved is written into any array at address from 0 to the number of the symbols

minus one (N — 1), and the interleaved symbols are read out in a permuted order with

11
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Figure 2.5: Block diagram of the interleaving scheme.

the i-th symbol being read froman address, AD;(i =0...N — 1), as follows:

1. Determine the subblock interleaver parameters, m and J. Table 2.3 gives these

parameters.

2. Initialize 7 and k to 0.

3. Form a tentative output address Tyaccording to the formula:
Ty = 2™(k mod J) + BRO,,(|k/J])

where BRO,,(y) indicates the bit-reversed m-bit value of y (i.e., BRO3(6)=3).

4. If Ty, is less than NAD; = T}, and increment ¢ and k£ by 1. Otherwise, discard T},

and increment k only.
5. Repeat step 3. and 4. until all V interleaver output address are obtained.

The parameters for the subblock interleavers are specified in Table 2.3.

12



Block size Snbhblock interleaver
(hits) N parameters
Nep - ;

48 14 3 =

96 48 4 =

144 ) : 3

192 a5 5 "

238 144 & 3

334 192 a 3

430 244 7 2

960 480 g 3

1520 240 g 3

2380 1440 o 3

3840 1220 10 3

4300 2400 10 3

Table 2.3: Parameters for the subblock interleavers.

2.5.4.3 Symbol grouping

The channel interleaver output sequence shall consist of the interleaved A and B sub-
block sequence, followed by a symbol-by-symbol multiplexed sequence of the interleaved
Y; and Y, subblock sequences, followed by a symbol-by-symbol multiplexed sequence
of the interleaved W; and W5 subblock sequences. The symbol-by-symbol multiplexed
sequence of interleaved Y; and Y5 subblock sequences shall consist of the first output
bit from the Y; subblock interleaver, the first output bit from the Y5 subblock inter-
leaver,the second output bit from the Y; subblock interleaver, the second output bit
from the Y5 subblock interleaver, etc. The symbol-by-symbol multiplexed sequence of
interleaved W, and W5 subblock sequences shall consist of the first output bit from the
Wi subblock interleaver, the first output bit from the W5 subblock interleaver, the sec-

ond output bit from the W; subblock interleaver, the second output bit from the W5

13



subblock interleaver, etc. Fig. 2.5 shows the interleaving scheme.
2.5.4.4 Symbol selection

Lastly, symbol selection shown in Fig. 2.6 is performed to generate the subpacket.

The puncturing block is referred as symbols selection in the viewpoint of subpacket

generation.
Subpacket
with SPID =3
encoder packet
Subpacket (systematic) bits
with SPID =2 Subpiacket

with SPID =0

bit-by-bit
interleaved
parity-bits

Subpacket
with SPID =1

Figure 2.6: Subpacket generation.

Mother code is transmitted with one of the subpackets. The symbols in a subpacket
are formed by selecting specific sequences of symbols from the interleaved CTC encoder
output sequence. The resulting subpacket sequence is a binary sequence of symbols for
the modulator.

Let k be the subpacket index. k=0 for the first transmission and increases by one for
the next subpacket. When there are more than one FEC block in a burst, the subpacket
index for each FEC block shall be the same.

14



Ngp  be the number of bits in the encoder packet (before encoding).

Nscn  be the number of allotted slots.

my  be the modulation order for the k-th packet (my=2 for QPSK, 4 for 16-QAM,
and 6 for 64-QAM).

SPID, be the subpacket ID for the k-th subpacket, (for the first subpacket,
SPIDy—y=0).

Also, let the scrambled and selected symbols be numbered from zero with the 0-th
symbol being the first symbol in the sequence. Then, the index of the i-th symbol for
the k-th subpacket shall be:

where
1= 0, ,Lk - 1, Lk =48 - NSCH : mk, Fk =5 (SPIDk : Lk)mod(?) : NEP)
The Ngp, Nscu, mi, and SPID values.are determined by the BS and can be inferred

by the SS through the allocation size in the DL-MAP and UL-MAP. The above symbol

selection makes the following possible.

1. The first transmission includes the systematic part of the mother code.

2. The allocation of the subpacket can be determined by the SPID itself without the

knowledge of previous subpacket.

The second property is very important for HARQ retransmission.

2.6 Modulation order of DL traffic burst

For DL, the modulation order (2 for QPSK, 4 for 16-QAM, and 6 for 64-QQAM) shall

be set for all the allowed transmission formats as shown in Table 2.4. The transmission

15



format is defined by Ngp (Encoding Packet Size) and Ngcy (number of allotted slots).
Ngp per an encoding packet can be chosen from the set {144, 192, 288, 384, 480, 960, 1920,
2880, 3840,4800} while Ngcg per an encoding packet is {1,--- ,480}. In Table 2.4, the
numbers in the first row are Ngp’s and the numbers in the remaining rows are Ngcog's
and related parameters.

The supportable modulation schemes are QPSK, 16-QAM, and 64-QAM. When the
Ngp and the Ngop are given, the modulation order is determined by the value of M PR
(Modulation order Product code Rate). The M PR means the effective number of the

information bits transmitted per a subcarrier and is defined by Equation (2.1).

Ngp

MPR= ————
48 - Nscu

(2.1)

Then, the modulation order is specified by the following rule:
If 0<MPR < 1.5, then a QPSK (modulatign order 2) is used.
If 1.5 < MPR < 3.0, then a 16QAM (modulation order 4) is used.
If 3.0< MPR < 5.4, then ai64QAM (modulation order 6) is used.
The effective code rate is equalifo MPR divided*by the modulation order (i.e., 2 for

QPSK).

2.7 Date modulation

Following the subpacket generation block, the data bits are entered serially to the
constellation mapper. Gray-mapped QPSK and 16-QAM (as shown in Fig. 2.7) shall be
supported, whereas the support of 64-QAM is optional. The constellations (as shown in
Fig. 2.7) shall be normalized by multiplying the constellation point with the indicated
factor ¢ to achieve equal average power.

The constellation-mapped data shall be subsequently modulated onto the allocated

data subcarriers.
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Figure 2.7: QPSK, 16-QAM; and 64-QAM constellations

2.8 TDD vs. FDD mode

IEEE 802.16e standard specifies both TDD and FDD modes of operation, there are
several reasons to focus on TDD. TDD operation provides several benefits including the
flexibility to partition downlink and uplink resources as a function of asymmetric traffic
demand and better channel reciprocity to support closed loop performance enhancing
techniques. Furthermore, transceiver complexity/cost is reduced since duplexers are no
longer needed and performance is improved with the elimination of duplexer-related
losses.

In the case of TDD, the uplink and downlink transmissions occur at different times
and usually share the same frequency. A TDD frame (see Fig. 2.8) has a fixed duration
and contains one downlink and one uplink subframe. The frame is divided into an integer
number of PSs(Physical Slots), which help to partition the bandwidth easily. The TDD

framing is adaptive in that the bandwidth allocated to the downlink versus the uplink
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can vary. The split between uplink and downlink is a system parameter and is controlled

at higher layers within the system.

Downlink Subframe Uplink Subframe
T
- -
PS O e Adaptive PS n-1
~—
Frame j-2 | Frame -1 Frame j | Frame j+1 | Frame j+2

Figure 2.8: TDD frame structure.
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Nep 144 192 288 384 480 960 1920 | 2880 | 3840 | 4800
Sch 100 | 100

MPR 3.00 | 4.00

MOD 6.00 | 6.00

Rate 172 2/3

Rate 0.50 | 0.67

Sch 2.00 | 200 2.00 2.00 2.00

MPR 150 | 200 3.00 4.00 5.00

MOD 4.00 | 4.00 6.00 6.00 6.00

Rate 3/8 172 172 2/3 5/6

Rate 0.38 | 0.50 0.50 0.67 0.83

Sch 3.00 |3.00 3.00 3.00 3.00

MPR 100 | 133 2.00 2.67 3.33

MOD 200 | 200 4.00 4.00 6.00

Rate 12 2/3 12 2/3 5/9

Rate 0.50 | 0.67 0.50 0.67 0.56

Sh 4.00 4.00 4.00 4.00 4.00

MPR 1.00 1.50 200 2.50 5.00

MOD 2.00 4.00 4.00 4.00 6.00

Rate 12 3/8 1/2 5/8 5/6

Rate 0.50 0.38 0.50 0.63 0.83

Sh 5.00 5.00 5.00 5.00 5.00

MPR 0.60 1.20 1.60 2.00 4.00

MOD 2.00 2.00 4.00 4.00 6.00

Rate 3/10 3/5 2/5 172 2/3

Rate 0.30 0.60 0.40 0.50 0.67

Sch 6.00 | 6.00 6.00 6.00 6.00 6.00

MPR 0.50 | 0.67 1.00 1.33 1.67 3.33

MOD 200 | 200 2.00 2.00 4.00 6.00

Rate v4 13 172 2/3 5/12 5/9

Rate 025 |0.33 0.50 0.67 0.42 0.56

Sch 8.00 8.00 8.00 8.00 8.00
MPR 0.50 1.00 1.25 | 250 5.00
MOD 2.00 2.00 2.00 4.00 6.00
Rate 14 12 5/8 5/8 5/6
Rate 0.25 0.50 0.63 0.63 0.83

Table 2.4: Transmission format and modulation level for DL.

19




Nep 144 192 288 384 480 960 1920 | 2880 | 3840 | 4800
Sch 9.00 9.00 9.00

MPR 0.33 0.67 4.44

MOD 2.00 2.00 6.00

Rate /6 13 20/27

Rate 0.17 0.33 0.74

Sch 10.00 | 10.00 | 10.00

MPR 1.00 2.00 4.00

MOD 2.00 4.00 6.00

Rate 172 12 2/3

Rate 0.50 0.50 0.67

Sch 12.00 | 12.00 | 12.00 | 12.00 12.00

MPR 025 | 033 0.50 0.67 5.00

MOD 200 | 200 2.00 2.00 6.00

Rate 18 16 14 1/3 5/6

Rate 013 | 017 0.25 0.33 0.83

Sh 13.00 | 13.00 | 13.00

MPR 1.54 3.08 4.62

MOD 4.00 6.00 6.00

Rate 5/13 20/39 | 10/13

Rate 0.38 0.51 0.77

Sch 15.00_.1#15.00 | 15.00 | 15.00

MPR 0.67 1.33 2.67 4.00

MOD 2.00 2.00 4.00 6.00

Rate 13 2/3 2/3 2/3

Rate 0.33 0.67 0.67 0.67

Sh 16.00 16.00 16.00
MPR 0.25 0.50 5.00
MOD 2.00 2.00 6.00
Rate 18 14 5/6
Rate 0.13 0.25 0.83
Sch 18.00 18.00 18.00
MPR 0.17 0.33 4.44
MOD 2.00 2.00 6.00
Rate 112 16 20/27
Rate 0.08 0.17 0.74
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Nep 144 192 288 384 480 960 1920 | 2880 3840 | 4800
Sch 20.00 | 20.00 | 20.00 | 20.00 | 20.00 | 20.00
MPR 0.50 1.00 2.00 3.00 4.00 5.00
MOD 2.00 2.00 4.00 6.00 6.00 6.00
Rate 14 1/2 12 12 2/3 5/6
Rate 0.25 0.50 0.50 0.50 0.67 0.83
Sch 22.00 22.00
MPR 2.73 4.55
MOD 4.00 6.00
Rate 15/22 25/33
Rate 0.68 0.76
Sch 2400 | 24.00 | 24.00

MPR 0.17 0.25 0.33

MOD 2.00 2.00 2.00

Rate 1/12 1/8 1/6

Rate 0.08 0.13 0.17

Sch 26.00 26.00 | 26.00
MPR 154 3.08 3.85
MOD 4.00 6.00 6.00
Rate 5/13 20/39 | 25/39
Rate 0.38 0.51 0.64
Sch 30.00 .4+30.00 | 30.00 | 30.00 | 30.00

MPR 0.33 0.67 1.33 2.00 2.67

MOD 2.00 2.00 2.00 4.00 4.00

Rate 1/6 1/3 2/3 12 2/3

Rate 0.17 0.33 0.67 0.50 0.67

Sch 32.00 32.00
MPR 0.25 3.13
MOD 2.00 6.00
Rate 1/8 25/48
Rate 0.13 0.52
Sch 36.00

MPR 0.17

MOD 20..

Rate V12

Rate 0.08
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Nep

144

192

288

384

480

960

1920

2880

3840

4800

Sch
MPR
MOD
Rate
Rate

38.00
2.63
4.00
25/38
0.66

Sch
MPR
MOD
Rate
Rate

40.00
0.25
2.00
1/8
0.13

40.00
0.50
2.00
1/4
0.25

40.00
1.00
2.00
12
0.50

40.00
1.50
4.00
3/8
0.38

40.00
2.00
4.00
12
0.50

Sch
MPR
MOD
Rate
Rate

44.00
1.36
2.00
15/22
0.68

Sh
MPR
MOD
Rate
Rate

48.00
0.17
2.00
112
0:08

Sch
MPR
MOD
Rate
Rate

50.00
2.00
4.00
172
0.50

Sh
MPR
MOD
Rate
Rate

52.00
154
4.00
5/13
0.38

Sch
MPR
MOD
Rate
Rate

60.00
0.17
2.00
V12
0.08

60.00
0.33
2.00
16
0.17

60.00
0.67
2.00
13
0.33

60.00
1.00
2.00
172
0.50

60.00
133
2.00
2/3
0.67

22




Nep 144 | 192 288 384 480 960 1920 | 2880 | 3840 | 4800
Sch 64.00
MPR 1.56
MOD 4.00
Rate 25/64
Rate 0.39
Sch 76.00
MPR 1.32
MOD 2.00
Rate 25/38
Rate 0.66
Sch 80.00 | 80.00 80.00

MPR 0.25 0.50 1.00

MOD 2.00 2.00 2.00

Rate 1/8 1/4 1/2

Rate 0.13 0.25 0.50

Sh 90.00

MPR 0.67

MOD 2.00

Rate 13

Rate 0.33

Sch 100.0
MPR 1.00
MOD 2.00
Rate 12
Rate 0.50
Sh 120.0 | 120.0 | 120.0 | 120.0

MPR 0.17 0.33 0.50 0.67

MOD 2.00 2.00 2.00 2.00

Rate 112 e 14 13

Rate 0.08 0.17 0.25 0.33

Sch 150.0
MPR 0.67
MOD 2.00
Rate 13
Rate 0.33
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Nep

144

192

288

384

480

960

1920

2880

3840

4800

Sch
MPR
MOD
Rate
Rate

160.0
0.25
2.00
18
0.13

160.0
0.50
2.00
14
0.25

Sch
MPR
MOD
Rate
Rate

180.0
0.33
2.00
16
0.17

Sch
MPR
MOD
Rate
Rate

200.0
0.50
2.00
14
0.25

Sh
MPR
MOD
Rate
Rate

240.0
0.17
2.00
vi2
0.08

240.0
0.25
2.00
18
0.13

240.0
0.33
2.00
e
0.17

Sch
MPR
MOD
Rate
Rate

300.0
0.33
2.00
1/6
0.17

Sh
MPR
MOD
Rate
Rate

320.0
0.25
2.00
18
0.13

Sch
MPR
MOD
Rate
Rate

360.0
0.17
2.00
112
0.08
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Nep 144 | 192 288 384 480 960 1920 | 2880 | 3840 | 4800
Sch 400.0
MPR 0.25
MOD 2.00
Rate 18
Rate 0.13
Sch 480.0

MPR 0.17

MOD 2.00

Rate V12

Rate 0.08
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Chapter 3

Turbo Decoding: Structure and
Algorithm

This chapter considers the receiving aspect of the HARQ protocols based on the
specifications given in the previous chapter. We discuss de-mapper and soft-in soft-out
turbo decoder structure and performance. However, to comply with the IEEE 802.16e

standard, we need to make some modifications:

3.1 Decoding CTC-coded Signals

X Y Uy L,(C
» Channel »| Demapper il > Channel ( )= Turbo >
A Deinterleaver Decoder
Channel
L, (V) Interleaver [ L ©

Figure 3.1: Receiver block diagram for decoding a CTC-coded waveform.

The received signal can be represented as Y = HX + N, where H is the channel gain
and N is the complex additive Gaussian noise. Here we used the method with separate

steps, demapper and decoder. They are separated by bit interleavers used to return the
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coded bit information to original sequence. In Fig. 3.1, C' is the coded bits and V' is the
interleaved coded bits. The details of the demapper and soft-in soft-out Turbo decoder

are described below:

3.1.1 Demapper

This block is used to demodulate channel symbol and obtain bit information for
decoding. The received signals are Y = {yo, 91, ...}, where y, represents the received
signal at time ¢. The interleaved coded bits are V' = {Vj, V4, ...} where V; represents the
interleaved coded bits at time ¢t. V; = [V?, V,!, ..., V/™], where m is the modulation order
(i.e. 2 for QPSK, 4 for 16-QAM, 6 for 64-QAM).

The bit information is computed by using the maximum a-posterior probability cri-
terion. The a-posterior probability of coded bit can be calculated as
p(thzciyt):Zp(wlyt):ZfW (3.1)
wES wellh
where Q! = {u([V2, V1, ..., V™| ] Vit = ¢} isa subset of modulation constellation, yu is
the mapper operator, ¢c=0 or 1 and w:.is'a modulation symbol. For the fading channel,
the conditional probability of received signal-can be represented as the complex Gaussian
distribution

1 _Iyt—Htw\2

e 2° (3.2)

plolw) = 5

where o2 is the noise variance.
We use the log likelihood ratio (LLR) to deal with the bit information. The a-

posterior LLR of coded bit is defined as

(3.3)

L(Vi|y) =In [p (Vi =0] Z/t)}

p(Vi=1ly)
Substituting (3.1) into (3.3) and assuming independent bits (random enough inter-

leavers), we have

- Sttt

> weai P (4| w)p (w)
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[ Sy TS e (0 = V@]
=In — ) - :
Zweﬂ’i p(ye|w) [T ' P (V¢ = Vi (w))
where Vi,(w) € {0,1} denotes the value of the 'th bit for the symbol w.
The a-priori LLR of V/' is defined as
i pa(Vi = )}
L,(V})=1n . 3.5
() =t [P0 35
, thus we can obtain
, exp{—L,(V}}) x c}
W(Vi=r¢)= — . forc = 0orl 3.6
p ( t ) 1+€Xp{—La(VtZ)} f ( )
Substituting (3.2) and (3.6) into (3.4), we have
[ 1l g ) exp (Lo (V) x VY (w))
LV y) =1 Zwena o= F Ttexp{—La(V;)}
1% =1 _ly—Hpw|2 _ _ i i
S L gl et ep{ L)XV (w))
i we 2mo? =0 1+exp{fLa(Vti/)}
[ —Hw |? my— i’ i’
| ey o ST LV X VY () .
B —Hw|? M — il i :
Y wea SP{ R S o Lo (V) x VP (w)}

The a-posterior LLR of the coded bit can also be written as

pwwwzmym{mwzm}

LV} |y zln[ . .
Wil = | =t [y (v = 1)

/ N /

= extrinsic information + a-priori probability
—H 2 -1 ./ .y
Dveny XP{— gt — 0 i La(V) ¥ VY (w)}
—H 2 —1 U 2/
Zwem exp{— - 2a2tw| - Z?io,i';éi Lo (V) x V¥ (w)}
The extrinsic information term output by the demapper is
_H 2 —1 -/ -/
ey expi{—5HEE = ST La(V) X VY (w)}
—Hiw |2 —1 i/ 5/
Deny eXP{— g = 0 b La(VE) < V¥ (w)}

where the a-priori information L,(V}") comes from the output of the decoder in Fig. 3.1.

=1In

+ La(V) (3-8)

Lex(VH) =1n

(3.9)

Because L,(V}') is not available at the first demapping, we assume it is equally likely,

and (3.9) becomes

_ _ly—Hwl?
Z'LUGQ[Z) eXp{ 252

|yt_Htw|2}

Lm(‘/?) =In
Zwéﬂi exp{— 202

(3.10)

28



Then L., (V) is deinterleaved and sent to the decoder.

After the first decoding, the extrinsic information of coded bits L, (C) is delivered
by the decoder to the interleaver and becomes L,(V'), the a-priori probability of the
demapper. The process to exchange information between demapper and decoder is

continued until the final decoding output u.

3.1.2 Soft-in soft-out Turbo decoder

Due to the double binary property, we cannot simply judge original message on one
LLR value of a posteriori probabilities as that of the classical Turbo decoder. Author in
[8] mentioned a modified MAP algorithm or BCJR algorithm which must calculate three
LLRs values L; = In (%), Ly =1n (%) and Ls = In (%) to
decode double binary Turbo code, and consequently the computational complexity is
increased. But if carefully consideringsthe pringiple of MAP algorithm, we can find that
there is no need to compute the LLR [values-in double binary Turbo decoder.

An efficient decoding scheme for double-binary circular turbo codes suggested by [9]
is used to find the maximum value of p(u;{r): Eorthe double binary Turbo decoder,
we can compute four probabilities p (u'=(0,0)|7), p (us = (0,1)|7), p(us = (1,0)|r)
and p (u; = (1,1) | r) directly, then select the maximum one as the decoded data.

Before selecting the maximum one as the decoded data, we should exchange coded
bits’ information between demapper and decoder in several iterations. After deinter-
leaving, the output of the demapper, the a-priori probabilities of the coded bits L,(C')

is utilized to decode and can be described below:
LG(C) = {LG(A)7 LG(B)7 LG<Y1)7 La(Y'2>7 La(Wl)a La<W2)}

= {L,(A0), La(A1), .., La(An-1), La(Bo), La(B1), ..., La(Bn-1),
La(le,O>7 La(}/l,l)a RS La(le,Nfl% La(}/Q,O)a La(}/Z,l)a LS La(YVQ,Nfl)7

La(Wl,O)a La(Wl,l)a ceey LQ(WI,N—1)7 LQ(WQ,O)7 LQ(W2,1)7 ceey La(WQ,N—l)} (311)
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A, B represent the double binary systematic part of the codeword, whereas Y;, W; and
Y5, Wy are the redundancy of the first and second encoders, respectively.

After decomposing the a-prioir probability of the coded bits L,(C) by (3.11), we can
get the a-priori probabilities of A;, By, Y14, Yo, W14, Wa, respectively.

The soft-in soft-out turbo decoder is illustrated in Fig. 3.2.

L.(AB) :
| Deinterleaver |
|
L, (AB) !
Soft-IvSoftout [>] M
> I L2 (AB)
L.(A),L,(B) »| Decoder 1 E &
. L |
L. (Y1), L. (W) > e
' ' N ' Soft-In/Soft-Out [~
.| Interleaver >
g "| Decoder 2 )
La (Yz)l La (\Nz) : — I-AB
| A 4
|
e, (A), L, (B) Deinterleaver
Le(C) Combiner 1
TR (V) Lo (WL)
------ —>
g a

Lo (Y3), Le(W,)

Figure 3.2: Turbe'decoder block diagram.

We begin our development of the BCJR algorithm by rewriting the APP value p (u; =

(0,0) |r) as follows:

— _D (ue = (0,0),7) . Z(s’,s)ezgop (st =, 8041 = 5,7)
pla=0.0r) ===—15=—= o) (312)

where E?O is the set of all state pairs s, = s’ and s,.1 = s that correspond to the
data symbol u; = (0,0) at time t. We can reformulate the expressions p (u; = (0,1) | 7),
p(ug = (1,0)|r) and p (u; = (1,1) | r) in the same way.

We evaluate the joint pdf p(s, s,7):

p(s/,S,T) :p(s/v‘S?TONtflurt;rtJrlNK) (313)
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where K is the end state.

Now, application of Bayes’ rule yields

p (8,7 S, T') =D (rtJrle | 3/7 S, T0~t—1, rt)p (5/7 S, T0~t—1, rt)

=p (Tt+1~K | 3,7 8, T0~t—15 Tt)p (87 Tt | S/, T0~t—1)p (8/7 7’0~t—1)
=p(ripiex | S)p (8,7 S/)P (3’7 Tom~t—1) (3.14)

where the last equality follows from the fact that the probability of the received

branch at time ¢ depends only on the state and data symbol at time ¢. Defining

a(s") = p(s, romt-1) (3.15)
(s, s) =p(s,m]s) (3.16)
B8 =D (rifiax | 9) (3.17)
We can write (3.14) as
p (s’ sn) = Bii(E)F(sh 8) ae(s) (3.18)

The branch metric v,(s’, s) can be expressed as

/ o A p(SI,S,Tt)
’Yt(S,S)—p(S,’T‘t|S)— p(S/)
_ {p(S’,S)} lp(S’,S,n)}
p(s') 1L p(ss)
=p(s|sp(rels';s) =plup (re]ss) (3.19)
For Soft-In/Soft-Out Decoder 1:
(8’ s) = plw) - p(Ar = ¢3) - p(Be = ¢2) - p(Y1 = 1) - p(Wie = ¢0) (3.20)
and for Soft-In/Soft-Out Decoder 2:
(s’ 5) = plue) - p(Ar = ¢3) - p(Br = c2) - p(Yau = 1) - p(Way = co) (3.21)
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where p(A;) can be calculate as (3.6)

o exp{—L4(A) x c3} B
p(A; =c3) = T+ exp{—La(A)} fores = Oorl (3.22)

S0 are P(Bt = 62)7 p(YLt = 01), p(Wl,t = CO)7 p(Yz,t = 01) and p(W2,t = Co)-
We show the expressions of the probabilities recursively:
a(s) =Y nls sa(s), t=0,1,..,K—1 (3.23)
s'€oy
where o, is the set of all state at time t and K is the length of the input sequence.
Bi(s) = > s 8)Bua(s) t=K-1k-2,.,0 (3.24)
8’60t+1
where o, is the set of all state at time t+41
We can also use the natural logarithm of the probabilities, a; = In(oy), B = In(5;),

and v, = In(~;) to express the forward and backward recursions,
Y (8", s) = Inp(u)+Inp(A; = ea)Hlnp(By =€)+ np(Yi, = ¢1)+Inp(Wi, = ¢p) (3.25)
or

Y (s, s) =Inp(ur) +Inp(A; = e3)+Inp(B; = co)+Inp(Yay = ¢1)+Inp(Way = ¢) (3.26)

a;(s) = In [Z exp(v; (s’ s) + af(S'))]

s'Eoy

= max[y/ (s, s) + i (s")] t=0,1,.., K —1 (3.27)

s'€oy

Bi(s’) =In [Z exp(y; (s, 5) + 6211(8))]

s'€oy
:mBX[’)/:(S,,S)—{—ﬁ;_I(S)] t= K_laK_2a 70 (328)
s'€oy
Because of the characteristic of tail biting described by 2.5.3, we don’t need to know
the initial condition of the forward recursion and backward recursion. Instead, we use
the training length T} illustrated like Fig. 3.3. To know the initial condition of the

forward recursion, first, setting the initial condition of the state K — T} all equally
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and run the algorithm forward from it. After running to the end state K, we set the
initial condition of the forward recursion as same as the condition of the end state, i.e.
aj(s) = aj(s) for all state s. It’s the same idea of deciding the initial condition of
the backward recursion. First, setting the initial condition of the state T all equally
and run the algorithm backward from it. After running to the first state 0, we set the
initial condition of the backward recursion as same as the condition of the first state,
ie. By (s) = B;(s) for all state s. After that, we run the algorithm as usual and choose

the most likely probability as our estimated results.

ao(s) = ay (), 0s

v

B (8) = By(9), Us

Figure 3.3: training length (77).
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Chapter 4

Hybrid ARQ Techniques

Hybrid automatic repeat request (Hybrid-ARQ) schemes combine ARQ protocols
with forward error correction codes (FEC) to provide better performance than ordi-
nary ARQ), particularly over wireless channels, at the cost of increased implementation
complexity. Basically, Hybrid ARQ schemes may be classified as Type-I, Type-II and
Type-III Hybrid ARQ schemes depéending on the level of complexity employed in there
implementation. In this chapter; we’ll iritroduce conventional Hybrid ARQ methods
used two combining measures and then discuss an adaptive Type-II Hybrid ARQ scheme

which does some modifications based:on them.

4.1 Conventional HARQ methods

A simple (Type-I) hybrid ARQ combines FEC and pure ARQ by encoding the data
block by an error-detection code (such as CRC code) and an FEC prior to transmission.
When the coded data block is received, the receiver first detects if it is error free. When
the incoming block fails to pass the error-detection mechanism, then, unlike the pure
ARQ protocol, a retransmission request will not be issued until the receiver fails to
correct it. Both throughput and delay performance can be further improved by taking
advantages of the code structure and inherent diversity. Chase combining refers to the
class of techniques that combine failed blocks with the retransmitted block to enhance

the decoders performance at the cost of increased storage requirement. For some codes,
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one can partition a codeword into several parts with each part or the combinations of two
or more parts decodable. The transmitter can then send these parts sequentially until
an ACK is received in the return link. Such an error control scheme is called Type II
or Type IIT Hybrid ARQ with incremental redundancy (IR), depending on whether
each IR is self-decodable. The IR scheme encodes each re-transmission differently rather
than simply repeating the same coded bits as in Chase combining. Hence it is expected
to give better performance since coding is effectively done across retransmissions.
Hybrid ARQ can be used in stop-and-wait mode or in selective repeat mode. Stop-
and-wait is simpler, but waiting for the receiver’s acknowledgement reduces efficiency,
thus multiple stop-and-wait hybrid ARQ processes are often done in parallel practically:
when one hybrid ARQ process is waiting for an acknowledgement, another process can

temporary use the channel to send data.

4.2 Packet combining methods

If the transmitted packet at the first-time still has errors detected by the CRC after
error correction, transmitter will need. to retransmit. At the receiver, when receiving
a packet of retransmitted data, we need to combine it with former packets in order to
get higher throughput. We propose two methods below, symbol combining and LLR

combining.
4.2.1 Symbol combining

From Fig. 3.1, we know that if we want to combine retransmitted symbols together,
it can be modified as Fig. 4.1.

{X1, X5, ..., X,,} are n times of retransmitted packets, and {Y7, Y5, ..., Y, } are n times
of received packets after passing through AWGN or flat Rayleigh fading channels. Y, =

{Y;0,Yj1,...}, where y;; represents the Ith symbol at the jth time.
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Xy Y,

o Channel | *,
X Y. Lo L.(C

2| Channel | 2| Symbol | | Demapper v > Channel ( )= Turbo
. . Combin - Deinterleaver Decoder
: 1| -ation
X, Y,

| Channel >

Channel
L, (V) Interleaver L. (©)

Figure 4.1: The block diagram of symbol combining.

To combine n times of packets together, (3.3) can be modified as below

L(‘/Z | Y1t Y2ty -+ ymt) = In

(0 (Vi =0]y1s, y24, .-, yn,t):|
_p (‘/;fz =1 | yl,ta ?/2,157 LK) yn,t)

= _p (yl,ta Yoty =5 Yn,t | th = 0)]9 (W = 0)]
U1t Yoy e yne | VP = Dp (Vi = 1)

D il | Vi = 0)p (Vi = 0)
e (e [V =Dp (Vi =1)
[ i 7'L: p B V i:
S Vol i =1))

g

= extrinsic information + a priori probability

4.2.2 LLR combining

In order to combine n times of retransmitted packets based on LLR, Fig. 3.1 needs

some modifications. After modifying, the

{Vi,Va, ...

block diagram can be shown as Fig. 4.2.

, Voo1} are the former LLR values before the nth retransmission, where V;

is the jth LLR value computed by the jth (re)transmission. We combine the nth LLR

value with former LLR values by > .,

..... n

Lex(V5)-
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Figure 4.2: The block diagram of LLR-based combination.

4.2.3 Performance comparison

We report some simulation resultsdnithis subsection. For the CC method, we
consider two equal packets with QPSK, 16QAM or 64QAM modulation. For the IR
method, we choose CTC with Ngp==4800, rate=1/2. The FER performance over AWGN
channels are shown in Fig. 4.3, Fig. 4.4 and-Fig: 4.5, respectively.

Although these two combining performances are almost the same in QPSK modula-
tion, symbol combining outperforms LLR combining about 0.4dB and 0.6dB in 16QAM
and 64QAM modulations over AWGN channel respectively. However, the procedures
of symbol combining is more complex than LLR combining. Besides, instead of storing

-----

registers to store every retransmitted packets.

4.3 Compare Chase combining and Incremental re-
dundancy

In this section, we compare the performance of Chase combining with Incremental
redundancy based on IEEE 802.16e CTC. In the Incremental redundancy, we choose

transmitted subpacket in order for retransmissions, i.e. SPIDy_g = 0, SPIDy—; =1
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Figure 4.3: LLR vs. Symbol combining for r=1/2, QPSK, 2 frame combining, using CC
over AWGN channel.

,...etc. The detail has been described in 2:5:4.4. When there are repeating parts, com-
bining them by the methods described in 4.2 Fig: 4:6 and Fig. 4.7 are the procedures
of Chase combining and Incremental tedundaney, respectively.

We choose symbol combining for QPSK, 16QAM modulations and transmit the pack-
ets over AWGN channel. Fig. 4.8 and Fig. 4.9 show the results.

No matter what modulations we use, we wee that Incremental redundancy is better
than Chase combining over AWGN channel. However, Incremental redundancy has more

complexity than Chase combining in simulations.

4.4 An adaptive Type-II Hybrid ARQ method

We consider three modulation options, QPSK, 16QAM, and 64QAM available for
WiMAX systems. In order to keep the benefit of higher throughput of 64QAM and
better reliability of QPSK, we discuss an type-II hybrid ARQ scheme with adaptive
modulation. This idea is similar to Link Quality Control (LQC) in the enhanced general

packet radio service (EGPRS) system [10].
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Figure 4.4: LLR vs. Symbol combining for r=1/2, 16QAM, 2 frame combining, using
CC over AWGN channel.

As the best modulation is a funiction of the'channel condition (e.g., channel gain to
noise ratio) which is not always available, we tise a simple channel measurement scheme
for coding/modulation strategy selectionmrithesstate transition diagram shown in Fig.
4.10 describes a typical behavior of thestransmission-retransmission procedure when an
adaptive Hybrid ARQ is employed, where L, M;, and H; correspond to low, moderate
and high error rate conditions, respectively and N is the number of packets that are
received in the same channel condition before a new modulation and/or coding option
is activated. Since the decoder performance is also a function of the channel condition.
When a series of packets are successfully decoded (CRC-approved), the channel condition
is likely to be good and the forthcoming packet can use higher order modulation while
still meet the bit error rate (BER) requirement. In case there is a CRC detection error,
the sender then uses a lower order modulation and the receiver combines the result with
prior transmission by Chase combining. The sender is assumed to be initially in State I
and uses 64QAM signal.

We use a graphic representation of the transform domain behavior of an adaptive
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Figure 4.5: LLR vs. Symbol combining for r=0.52, 64QAM, 2 frame combining, using
CC over AWGN channel.

HARQ protocol of interest. Such awepresentation helps us in deriving a two-dimensional
generating function of the packet fransmission-process. The state diagram and transform
domain representation is shown in Fig.td:1l--where [is the initial state, A is the end state
(acceptance), P,; is the probability of successfulith retransmission, Pp; is the probability
of unsuccessful ith retransmission, /NV; is the number of the transmitted blocks and T is

the transmitted delay.

4.5 Numerical Results

The following figure is obtained by computer simulation in which we have assumed
that (i) infinite buffer size is available, (ii) the feedback channel is error-free, (iii) TDD
mode of IEEE.16e is used and (iv) perfect channel estimation.

Fig. 4.12 and 4.13 display the comparisons of throughput and average transmit
attempts over AWGN channel. It is clear that the throughput of each modulation
scheme saturates at a level determined by the corresponding code rate and modulation

order. The proposed adaptive method is the combination of 3 kinds of modulations in
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bit-by-bit
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Figure 4.6: Chase Combining.

fact. No matter how channel’s condition is, it ¢an perform well. The average transmit
attempts represent the delay before successful transmission. In most of the case, using
adaptive method, the transmitter needs o transmit- 1.2 times per packet in average,
which is much less than 16QAM and 64QAM-at low SNR.

Fig. 4.14 and 4.15 compare the throughput and average transmit attempts over flat

Rayleigh fading channel. The results are similar to the case of AWGN.
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Figure 4.7: Incremental redundancy (transmitted in order).
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Figure 4.8: CC vs IR for QPSK, AWGN channel.
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Figure 4.9: CC vs IR for 16QAM over AWGN channel.

64QAM 16QAM QPX

Figure 4.11: state diagram and transform domain representation.

43



35

-6~ r=1/2 QPSK

—%— r=1/2 16QAM

—&- r=0.52 64QAM

3} -| & adaptive Typell HARQ

25

throughput(bits/symbol)
N
T

15+

0.5
0

Es/No (dB)

Figure 4.12: throughput comparison over AWGN channel.
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Figure 4.13: average transmit attempts over AWGN channel.
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Figure 4.14: throughput comparison over flat Rayleigh fading channel.
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Figure 4.15: average transmit attempts over flat Rayleigh fading channel.
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Chapter 5

Conclusion

We have analyzed the throughput and delay performance of adaptive Type II hybrid
ARQ protocols. Two CC methods, namely LLR-based and symbol-based are investi-
gated. The symbol-based CC provides better performance at the expense of increased
complexity in memory and computing time. The comparison is based on a physical
layer specification similar to that défined in the IEEE 802.16e standard with convolu-
tional turbo code. Our simulatign results mdicate that IR is superior to CC for both
QPSK and 16-QAM signals. Sinee the 802:16e standard makes it difficult to implement
link adaptation with HARQ, we hédve loosened our assumption on fully compatible with
the standard. It is found that performance is improved with the proposed link quality
control mechanism.

The adaptive method used is a simple link quality indicator based on the number of
consecutive ACKs or NACKs. More precise link quality indicator will surely enhance
the system performance. Similarly, more flexible modulation and coding options will
lead to higher throughput and lower latency. For an OFDMA cellular system, when the
channel (subcarrier) conditions measured by the mobile terminals become available to
the base station, adaptive channel assignment and scheduling along with more flexible
HARQ are called for to maximize the overall system performance. In short, there are
many interesting issues and extensions of our work remain unanswered, awaiting for

future researchers’ imaginations and devotions.
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