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Summary

Dynamic spectrum access (DSA) is the key feature of cognitive radio (CR) networks,
but it also poses many new challenges on the medium access control (MAC) design.
One of key challenges is the fact that the secondary CR users can only borrow the
licensed spectrum from the primary users for a short period of time, and will lose
the channel access privilege once any primary user appears. Hence, unlike many
available multi-channel MAC protocols for ad hoc networks where throughput is the
main performance issue, the DSA protocol of CR networks shall place more emphases
on access latency. Recently, there exist two control channel design methods for CR
MAC: dedicated and embedded control channel method. The most design meth-
ods for the control channel in CRIMAG .is dedicated control channel. However, the
popular IEEE 802.11 MAC withoutrchannel gearch capability uses embedded control
channel method. Thus, wewould like to-investigate whether the legacy IEEE 802.11
CSMA /CA MAC protocoliwith.embedded control channel can be the CR MAC can-
didate by adding a channel search capability: Furthermore, the access delay analysis
for dedicated case with control and data channel saturation problem and embedded
case with channel mismatch problem are still less discussed. Thus, in this thesis,
we compare two different control channel design methods ( the dedicated CR MAC
and the legacy IEEE 802.11 MAC with channel search capability) by analyzing their
access delay performance. In this thesis, we consider not only the per packet access
delay but also the total packets delay when comparing the CR MAC with dedicated
and embedded control channels. We develop an analytical model to calculate the
per packet and the total packets dynamic spectrum access latency for CR MAC with
dedicated and embedded control channels. From the results, we find that the legacy
IEEE 802.11 CSMA/CA MAC protocol with embedded control channel is worth ex-
tending to CR MAC by adding a channel search capability for some specific system

characteristics. From our results, we conclude that the CR MAC can dedicate a



certain portion of spectrum for sending control frames if number of users is large.
Otherwise, the embedded control channel shall be considered as long as the number
of users is not large. Furthermore, from the total packets delay viewpoint, when the
data length is small, the embedded control channel method is suggested to be used

even though the number of users is large.
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CHAPTER 1

Introduction

Cognitive radio (CR) aims to improve spectrum efficiency by allowing a user to tem-
porally utilize the unused licensed spectrum by the dynamic spectrum access (DSA)
technique. There are many important issues needed to be overcome to achieve the
objective of DSA, including spectrum sensing, spectrum allocation, spectrum access,
transmitter-receiver handshakingjand spectrum mobility [1]. One of key challenges
is the fact that the secondary CR@sérs can only borrow the licensed spectrum from
the primary users for a short period of time, and will lose the channel access privilege
once any primary user appears.Hence,-unlike many available multi-channel medium
access control (MAC) protocels.for ad he¢networks where throughput is the main
performance issue, the DSA protocol in CR networks shall place more emphases on
the access latency. Recently, the main design method for CR MAC is dedicated con-
trol channel method. Thus, in this thesis we would like to study from the access
delay viewpoint: Can the legacy IEEE 802.11 CSMA/CA MAC protocol with em-
bedded control channel be implemented to CR network by adding a channel search
capability? Hence, one fundamental issue arises: how can the spectrum be dimen-
sioned for control channels in order to minimize the access delay for DSA protocol
in CR networks? On the one hand, a dedicated spectrum (or channel) can be used
for transmitting control frames. On the other hand, data frames and control frames

can be mixed and sent in the same spectrum together, which is called the embedded



control channel in this thesis.

In this thesis, we focus on a CR scenario where the users mainly encounter in
the hybrid primary users system and secondary users system as shown in Fig.1.1. In
this cognitive radio system, there are primary users 1 and 2 (denoted by PU 1 and
PU 2), and two secondary CR users (denoted by SU 1 and SU 2). Let channels 1 and
2 in the licensed band be assigned to PU 1 and PU 2, respectively, while SU 1 and
SU 2 are covered by both the primary base station (PBS) and the secondary base
station (SBS). Assume that the unlicensed band is already too crowded. Then, the
CR nodes SU 1 and SU 2 will check whether channel 1 and 2 are idle. If so, CH 1 and
CH 2 can be lent to SU 1 and SU 2. To achieve this purpose, a DSA MAC protocol
is needed.

The objectives of this thesissare two folds. First, we focus on comparing
the per packet dynamic access lateney for CR MAC with dedicated and embedded
control channels. Because thesecondary.users can only use the licensed spectrum from
primary users for a short period of fime, and must return the borrowed spectrum when
any primary user appears. Hence, the dynamic access latency is an important factor
for the DSA protocol in CR networks." Therefore, we derive an analytical model to
evaluate the dynamic access latency for DSA protocol with dedicated and embedded
control channels in CR networks. Based on this model, the optimal control channel
bandwidth over total channel bandwidth ratio can be obtained. Furthermore, in
order to minimize the per packet dynamic access latency, one can decide to adopt the
dedicated or embedded control channel according to the system parameters.

From the per packet access latency, one can know how to satisfy the per user
requirements. However, minimizing the per packet access delay may not maximize
the system throughput [2]. Secondly, according to the analytical result of the per
packet dynamic access latency, we develop an analytical model to calculate the total

packets access delay. Furthermore, in order to minimize the total packets dynamic
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access latency, one can decide to adopt dedicated or embedded control channel based

on the system parameters.

1.1 Problem and Solution

1.1.1 Per Packet Latency Analysis for Cognitive Radio MAC
with Dedicated and Embedded Control Channels

In this part, the objective is focused on analyzing the impact of various control channel
design on the per packet latency performance of the CR MAC with dynamic spectrum
access. Access delay to the borrowed licensed spectrum for the secondary CR users
should be minimized since the primary user may appear to take back its spectrum
any time. Thus, the way of désign control echannels will affect the access delay of the
dynamic channel access. Basically, the design of control channels can be categorized
into two kinds: 1) dedicated control’channels,<in which control and data frames are
transmitted at different spectrums; 2)‘embedded control channels, where the control
and data frames are transmitted on the same spectrum.

First, we propose an analytical approach to evaluate the per packet latency
of DSA in a CR network with dedicated and embedded control channels. The key
ingredient of the analytical approach is the virtual slot concept [3]. We find that,
in the case of dedicated control channels, an optimal ratio for the control channel
bandwidth over the total bandwidth can be found to yield the minimal access delay.
From a viewpoint of per packet access delay, the DSA protocols with dedicated control
channels and embedded control channels are compared for various data lengths and

different number of users.



1.1.2 Total Packets Latency Analysis for Cognitive Radio
MAC with Dedicated and Embedded Control Chan-

nels

In this part, the objective is focused on analyzing the impact of various control
channel design on the total packets latency performance of the CR network with
dynamic spectrum access. In the previous part, we focus on the analysis of the per
packet access latency. However, minimizing the per packet access delay may not
maximize the system throughput [2]. Thus, it is worth considering the total packets
access latency issue. Basically, the design of control channels can be categorized
into two kinds: 1) dedicated control channels, in which control and data frames are
transmitted at different spectrums; 2) embedded control channels, where the control
and data frames are transmitted on the same spectrum.

In this part, we develop the analytical. model to calculate the total packets
access latency according to the prin¢iple of thie per packet latency model. From a
viewpoint of total packets ‘access delay, the DSA protocols with dedicated control
channels and embedded control ‘channels are compared for various data lengths and
different number of users. From this design guidelines, one can know which kind of

control channel design method should be chosen according to the requirements.

1.2 Thesis Outline

The rest of this thesis are organized as follows. Chapter 2 introduces the backgrounds
on the multi-channel medium access control protocols. In Chapter 3, we formulate the
problem and introduce the system model. In Chapter 4, we describe the analytical
model for the per packet and total packets access latency in cognitive radio medium

access control with dedicated and embedded control channels. In Chapter 5, we show



some numerical results and get some insights. At last, Chapter 6 gives the concluding

remarks and suggestions for future works.




CHAPTER 2

Background

In this chapter, first of all, we give an overview on the process of the existing multi-
channel MAC protocols [4-19] with dedicated, embedded control channels. Then,
we explain why some of them are not suitable for the next generation CR networks.
Furthermore, we give the problems for CR MAC with dedicated and embedded control
channels, respectively. At last, we formulate the problem and introduce the system

model.

2.1 An Overview on'Multi-Channel MAC Proto-
cols

In this section, we summarize some current multi-channel MAC protocols. Then, we

discuss their operation process and drawbacks.

2.1.1 Dedicated Control Channels Method

The typical operation process for the multi-channel MAC protocols with dedicated
control channels [4,8,13-16] is shown as Fig.2.1. All nodes have assigned a common
(or some) dedicated control channel(s) beforehand. Thus, all nodes can exchange the
spectrum usage situation and control packets (request-to-send (RTS) and clear-to-

send (CTS)) on common spectrums. Then, after exchanging some control messages,
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Figure 2.1: Dedicated control channel approach
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Figure 2:2: Split phase approach

transmitter and receiver can know-whiech-ehannel is the desired data channel and can
communicate on it.

Assigning a dedicated common control channel can give each node a common
communication platform and decrease the complexity of spectrum access. However,
this operation process may cause the control channel saturation problem (we will
discuss in next section) and increase the access latency. Furthermore, this operation
process is suitable for CR environment. Thus, this operation can be considered when

design a CR MAC protocol.

2.1.2 Common Operation Period Method

Another kind of MAC protocols with embedded control channels is shown in [6,7,9,17].

The basic idea of this method is to divide total time period into two operation phases:



Time Period 1 Time Period 2 Time Period 3

l |
| Frequency 1 | [ RTS1 [ CTSH I : DATA2
| Frequency 2 | :l DATA1 | :

| [RTs2 [crs2 | I
| Frequency 3 |

Figure 2.3: Common hopping approach

control phase and data phase as shown in Fig. 2.2. In the control phase, all nodes
can exchange control messages on all channels. In data phase, all nodes can transmit
and receive the data frames on the desired data channels.

The authors in [19] propose a multi-channel MAC with hybrid control channels.
In this protocol, the control frames (e:q., RTS,CTS) can be transmitted both on
control channel and data channels. Furthermore, the control frames can be exchanged
not only on control phase;:but also on-data phase. Thus, this method can increase
the channel utilization.

The advantage for this method is no¢ontrol channel saturation problem. How-
ever, this method need all nodes to be'synchronized. Furthermore, this method needs
to have the operation schedule beforehand. However, this is hard to achieve in CR
networks because the spectrum availability is changing from time to time. Thus,

nodes are hard to have a transmission schedule beforehand.

2.1.3 Common Hopping Sequence Method

Another kind of multi-channel MAC protocol is shown in [10, 11, 18]. The basic
idea for this method is to use a common hopping sequences to do channel switch as
shown in Fig.2.3. Each node uses a hopping sequence to do channel hopping and can

communicate with another node once switch to the same frequency band.
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Figure 2.4: A scenario uses embedded control channel

This operation process can ignore the control channel saturation problem.
However, this method needs all nodes to be tightly synchronized. Furthermore, it
needs to have a schedule beferchand and is not suitable for the time-varying CR

networks.

2.1.4 Embedded Control Channels Method

We introduce a CR MAC with the embedded control channels in Fig.2.4. There are
two candidate data channels CH 1, CH 2 in this system and CH 2 has the largest idle

period.

1. At T1 - In the beginning of the procedure, SU 2 doesn’t have data to transmit
and its default channel CH 3 is busy. Thus, SU 2 switches to the idle channel CH
1 even though the CH 2 has the longest idle period.

2. At T2 - The channel with the longest idle period CH 2 becomes idle. Thus, SU
2 switches to CH 2 according to the rule of choosing the channel with the longest
idle period.

10



3. At T3 - SU 1 has data to transmit to SU 2 at this moment. Firstly, SU 1 switches
to SU 2’s default channel CH 3 and finds that CH 3 is busy. Thus, SU 1 switches
to the channel with the longest idle period CH 2. Then, SU 1 transmits RTS to
SU 2 on CH 2 and SU 2 replies CTS to SU 1. Finally, SU 1 can transmit data to
SU 2 successfully.

The advantage for this method is without control channel saturation problem.
However, this method may have some problems (e.q, channel mismatch problem that
we will be discussed in the next section) and increase the access delay. Further-

more, this method can be used in CR networks because of no transmission schedule

beforehand.

2.2 Summary

Basically, the design of control channels in multi-channel networks can be categorized
into four kinds as shown in Figure 205:7(I) ¢common control frequency, non common
control period (ex: dedicated control chanuel [4,20-22]); (II) non common control fre-
quency, common control period (ex: dedicated control period [6,23,24]); (III) common
control frequency, common control period. (ex: common hopping sequence [10,12]);
(IV) non common control frequency, non common control period. (ex: embedded
control channel). Because we focus on CR networks, Types II, IIT are not discussed
in this thesis. Thus, we only focus on Type I (called the dedicated control channel)
and Type IV (called the embedded control channel) in this thesis.

11



Common Control Non Common

Frequency Control Frequency
Common
Control Period Ex : SSCH EX : AMCM
[Bahl-04] [Tan-06]
Non Common EX : MAMAC EX : Embedded
Control Period [Tseng-00], IEEE Control Channel
802.11s

Figure 2.5: Summary table for multi-channel MAC protocols
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CHAPTER 3

Problem Formulation

In this thesis, we focus on analyzing the CR MAC with dedicated and embedded
control channels. For dedicated control channel case, it has control channel saturation
and data channel saturation problems. For embedded control channel, it has channel
mismatch problem.

In [2], the authors finds thathminimizing the per packet delay may not minimize
the total packets delay. From Fig.3.I"and assuine there are four packets in the network,
one can see that the total-packets delay is smaller than four times of the per packet
delay. Thus, in this paper, we consider-not.only the per packet delay but also the total
packets delay. The goal of this thesis is to'evaluate the per packet and total packets
delay by modelling the control and data channel saturation problems in dedicated

case and channel mismatch problem in embedded case.

3.1 Saturation Problem with Dedicated Control
Channel

In [25], the authors showed that splitting the total channel bandwidth leads to the
control channel saturation issue, thereby degrading the throughput due to the
overlong contention duration. Let Ty, be the data transmission duration, 7, the

sum of the contention duration and the control frames transmission duration. When
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Z?:l Tdata
LT
One way to mitigate the control channel saturation is to increase the con-

< 1, the control channel saturation issue occurs, as shown in Fig.4.1.

trol channel bandwidth. If the control channel bandwidth increases too much, i.e.,

E?:l Tdata
YT
tice, it is hard to adjust the optimal control channel bandwidth for with varying data

> 1, the data channel saturation issue occurs as shown in Fig.4.2. In prac-

lengths and contention durations.

3.2 Problems with Embedded Control Channel

3.2.1 Mismatched Problem

In Fig.3.2, we illustrate the channel mismatched problem using the embedded control

channel.

1. At T1 - SU 2 doesn’t have data to‘transmit. and its default channel CH 3 is busy.
Thus, SU 2 switches ta-the idle-channel. However, CH 1 and CH 2 are still busy
until T1. If SU 1 has data to'transmit at'T1, SU 1 switches to CH 1 because it
has the longest idle period. However, if SU 2 switches to CH 2, then SU 1 and SU
2 can’t exchange data on the same spectrum. We call it the channel mismatched

problem.
2. At T2 - SU 1 transmits RTS and waits for the CTS.

3. At T3 - After waiting for a period of RTS timeout and doesn’t receive the CTS,
transmitter guesses that SU 2 is not in CH 1. Then, SU 1 switches to the second
longest idle period CH 2. Receiver SU 2 finds CH 2 is still idle. Thus, SU 2 stays
on CH 2. Thus, SU 1 and SU 2 can transmit data on the same spectrum.

4. At T4 - SU 1 receives a CTS from SU 2. Thus, SU 1 knows that SU 2 is on CH
2. Then, SU 1 can transmit data to SU 2 on CH 2.

15
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Figure 3.2: Channel mismatched case

3.2.2 Contention Problem

If more than one transmitterswitch to the same candidate channel, and all of them
send RTS at the same time; collision occurs. The solution to the contention problems
is to make each transmitter choose a random backoff size for the transmission order.

Collision are reduced due to random start time.

3.2.3 Go Back Timer Problem

Another problem for the CR system with embedded control channel is the go back
timer problem: Specifically, how long should SU 2 stay on CH 2 to be a receiver? The
solution to this problem is to leave the candidate channel CH 2 under two conditions:
(1) when CH 2 becomes busy; (2) when the default channel CH 3 is idle (this timer
can be known by observing the value of NAV).

Furthermore, how long SU 1 should stay on other candidate channels to be
a transmitter is another issue. To solve this problem, SU 1 should go back to SU
2’s default channel when CH 3 becomes idle (this timer can be known from NAV).
After that, SU 1 should go back to its default channel when SU 1 transmits to SU 2

16



successfully.

3.3 Definition of Access Delay for CR MAC with
Dedicated and Embedded Control Channels

Our goal is to evaluate and minimize the access delay for CR MAC with dedicated and
embedded control channels as follows. As to dedicated control channel case, the delay

E[D] with considering the control channel and data channel saturation problems:

E[D] = P.,FE[D|the kth packet with control channel saturation]
+ Py E[D|the kth packetrwith data channel saturation] .
(3.1)

where P.; and Py, are the saturation-probabilities of the control and data channels,
respectively.
As to embedded control channel case, the delay E[D’| with considering the

channel mismatch problems:

E[D'] = E[T|E|N] , (3.2)

3.4 System Model and Assumptions

Now, we introduce the system model that we use to evaluate the access delay. Figure
3.3 shows a system model for CR networks, where there are primary users 1 and 2

(denoted by PU 1 and PU 2), and two secondary CR users (denoted by SU 1 and

17



idle time
e

PBS1 -> PU1 A PBS1 -> PU1
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(PU2) cHz | PBS2 -> PU2 | A PBS2 -> PU2 .

(SUL,SU2  cH3 | SBS is on using |

Figure 3.3: SU 1 and SU 2 have two candidate idle channels CH 1, CH 2 as shown

by two arrows

SU 2). Let channels (CH) 1 and 2 in the licensed band be assigned to PU 1 and PU
2, respectively, while SU 1 and SU 2 are covered by both the primary base station
(PBS) and the secondary base station (SBS). Assume that each secondary user has
two radio interfaces, wheresthe one is used for receiving and the other one is used
for transmitting. It is assumed that all'the secondary users can know other’s default
channel through the channel discovery-procedure and the primary system is TDM
based system. Assume that ‘the unlicensed band is already too crowded. Then the
CR nodes SU 1 and SU 2 will check whether CH 1 and CH 2 are idle. If so, CH 1
and CH 2 can be lent to SU 1 and SU 2.
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CHAPTER 4

Latency Analysis

In this chapter, we derive an analytical model to calculate the per packet and total
packets dynamic access latency for medium access control protocol with dedicated
and embedded control channels in the cognitive radio networks.

The rest of this chapter are organized as follows. Section 3.1 analyzes the
per packet dynamic access latenay for'¢ognitive radio medium access control protocol
with dedicated and embeddéd cont¥él channeéls. In Section 3.2, we analyze the total
packets dynamic access lateney for cognitive radio medium access control protocol

with dedicated and embedded control-channels.

4.1 Per Packet Latency Analysis

In this section, we analyze the average delay of dynamic spectrum access for the
CR MAC protocols with dedicated and embedded control channels as described in
Chapter 2. The per packet access delay is defined as the duration starting from the
instance that an RTS packet is at the head of the queue and starts to content for the
transmission until the instance that the associated acknowledgment (ACK) packet for
a data packet is received. The total packets access delay is defined as the total deliver
time to send total number packets. It is assumed that each CR node always has
packets to transmit. In the case of low traffic load, the dedicated case may be better

than the embedded. However, in the case of full load, whether the dedicated control



channel is still better than embedded control channel is unknown. Thus, we perform
the worst case study to compare the dedicated control channel and the embedded

control channels. It is assumed that the channel switching time is zero.

4.1.1 Case I : Dedicated Control Channel

Now we discuss how to calculate the average delay of dynamic spectrum access for
the CR MAC protocols with dedicated control channel. Let P., and Py, be the
saturation probabilities of the control and data channels, respectively, both of which
can be obtained from Fig. 5.1 for a given ratio of control channel bandwidth over
data channel bandwidth. With P., and Py, the average access delay of the CR MAC

protocol with dedicated control channel E[D] can be expressed as

E[D| = P.,FE[D|thé kth packetiwith control channel saturation]
+ Py E[D|the kth packet with data channel saturation | .

(4.1)

E[Tiata]l _ 1

Because the probability of the non-saturation event (i.e., B = ) is very small,

it is assumed that P.s + Py ~ 1 in (4.1).
Delay With Control Channel Saturation

From Fig. 4.1 and the concept of virtual slots proposed in [3], we express the condi-

tional average access delay given that the control channel saturation occurs as follows:

E[D|the kth packet with control channel saturation]

= E[T|E[N©] + E[Tata] , (4.2)

where T in this case is the duration of a virtual slot when control channel saturation

occurs; N(© represents the number of virtual slots before the successful transmission

20



T1

‘//_;e—ssdelay\'

{E[NE)LE[T]
1st pk 2nd pk kth pk
Contention + |Contention + Contention +
Control Channel — b = —
DAtrol Lha Contral frame |Control frame Contral frame
Time
E[Tdata]
-
Data Channel Data Data - Dala -
Time
1st pk 2nd pk kth pk
T2

Figure 4.1: The access delay under the control channel saturation (T1=T2)
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of an RTS frame; and Ty, is the transmission time of data packets. Note that (4.2)
means a particular node sends out its data packets at kth order and previous k-1
packets may suffer from control or data channel saturation problems.

Before a specifical node transmits an RTS frame successfully, there exists three
possible events in each virtual slot. The first one is an empty slot which has probability
1 — P, the second one is that a collided transmission with probability (1 — Ps) P,
and the last one is successful transmission with probability P,P;.. Hence, in terms of
the durations of a successful transmission ¢, a collided transmission ¢y, and an empty

slot o, it is followed that

ET)=(1—-Py)o+ (1— Py)P,t;+ PsPyts , (4.3)

nr(l—7)"1

where P, = o
.

is the probability of successful frame transmission; P, =
1 — (1 — 7)™ is the probability of at least one frame being transmitted, and n is the
number of users. Let p and 7/be the'probability of collision and that of a station
successfully transmitting a packet, respectively, In order to simplify, we consider the
infinite retransmission and backoff stages. Then, following the steps in [26], we can

get
p=1—(1- 7')”_1 , (4.4)

and

B 2(1 — 2p)
TS W ) (45)

Then, (4.4) and (4.5) can be solved recursively for given n and W.
According to the IEEE 802.11 MAC protocol,

ts =trrs + SIFS +ters + SIFS (46)
and

tf:tRTs—l-EIFS , (47)
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respectively, where tprs and torg represent the transmission duration of the RTS and
the CTS frames; SIFS and EIFS are the short- and extended-interframe space.
Furthermore, given the minimum backoff window size W and the collision

probability p, from [3] it can be shown that

W+1
E[N€] = (1-p) 5t
" W+1 2MW 41
+p (1—p)( 9 +...+T)+
1. W 1
= - ) 4.
2(1_2p+1_p) (4.8)

Substituting (4.3)-(4.8) into (4.2) for a given value of E[Tj4,], one can obtain the

average access delay conditional on the occurrence of control channel saturation.

Delay With Data Channel Saturation

Referring to Fig. 4.2, we discuss how to calculate the access delay with data channel
saturation. In the figure, there are three possible events in the control channel: idle,
successful transmission, and collisiens=Assume that a node waits for a duration of
(E[T)E[N©)] + t,) before successfully transmitting a control frame, where T is the
virtual slot duration; N is the number of virtual slots; and t, is defined in (4.6).
Specifically, (E[T]E[N] +t,) is the duration starting from the beginning of channel
contention until the first data frame transmission. Next, this particular user will need
further wait for a duration of (N9 —1) E[T 4] before transmitting its own data frame,
where N9 is the average number of transmitted data frames of other users and this
user and F[Ty,,] is the average duration of a data frame. Thus, the average access
delay with data channel saturation (denoted by E[D|data channel saturation occurs])

can be expressed as

E[D|the kth packet with data channel saturation)]

23



T

LT e

Access delay

A ————
1st pk 2nd pk kth pk
Contention + Contention + Contention +
tral Ch I T ——
Lo Control frame Control frame Control frame
- Time
EINEI]).E[T]+s
Data Channel Data Data —- Data *— ——
1st pk 2nd pk (k=1)th pk Time
-
E[Tdata]

-
i

Y

MNumber of data siots (E[Nd])

T2
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= (E[T|EINY] + t,) + E[Tuaa E[NY] . (4.9)

Note that (4.9) means a particular node sends out its data packets at kth order and
previous k-1 packets may suffer from control or data channel saturation problems.
In the case when no node successfully transmits a control frame, only two

events possibly occur at each virtual slot. The first one is an empty slot with the

1_Ptr .
l_PsPt'r )

probability of the second one is a collided transmission with the probability

f (I_Pe)Ptr

—p.p, - Hence, the average duration of a virtual slot 7" in this case can be written

as
1-— P, (1— PP,

= tr .
1_P8Ptra+ 1_P5Pt7" d

Moreover, given the probability without successful transmissions 1 — P, P,,., the prob-

E[T]

(4.10)

ability that the number of virtual slots N(© = k 4 1 in the control channel until the
first data frame transmission i§'equal to (1!~ P,P;,.)* P, P,.. Hence, it is followed that

the average number of virtaal slots N
E[N9] = 3%(k+ 1)(f — P.P,)"P.P,
k=0
1

= : 4.11
PPy, (1)

To calculate E[N@], it is assumed that a particular user successfully sends a
control frame at the first time with £ — 1 previous transmitting data frames. The
probability Ps(k) that the first data frame of this user as the k — th data frames in

the data channel can be expressed as follows

pa - (M) (1) a2

Then, the average total number E[N®] of data frames in the data channel including

this user’s frame is equal to

EINY] = ik (%) (1 — %)H . (4.13)



Substituting (4.6), (4.10), (4.11) and (4.13) into (4.9) for a given value of E[Tju.], one
can obtain the conditional average access delay given the occurrence of data channel

saturation.

4.1.2 Case II : Embedded Control Channel

Now we consider the access delay D’ for CR MAC with embedded control channel.
When considering a CR MAC with embedded control channels, control channels and
data channels use the same frequency spectrum and are not split into two portions in
the frequency domain. Applying the virtual slot concept, one can express the average

access delay E[D'] as
E[D'] = E[T]|E[N] | (4.14)

where T is the virtual slot duration, and N-is the number of virtual slots before the
RTS frame is transmitted successfully:

Consider the average virtual slot duration E|[T] first. On the one hand, when
establishing a link by dynaric spectrum-access; two CR users may choose two different
channels in the case of embedded control echannel. We call this situation the channel
mismatch. In this case, after sending the RTS frame, the transmitter will wait for
the CTS until the timeout expires. Let t,,;smatcn b€ the sum of the time transmitting

the RTS frame and the timeout expiration, i.e.,
tmismatch = LRTS + DIFS . (415)

On the other hand, if the selected channels are matched, the total transmission time

of the control frames and data frames (denoted by ¢,,4:cr) is equal to
tmateh = 2DIFS +tprs +tors +3SIES

+E[Tuata) + tack (4.16)
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where t 40k is the transmission time of the ACK frame; DIFS is the DCF-interframe
space, respectively according to the definitions in the IEEE 802.11 WLAN MAC
protocol. Denote Pqien and Pismaten @s the probability of the channel match and

mismatch, respectively. With m candidate channels, it is followed that

1
Praten = — 417
e (@1)
and
—1
Pmismatch - m— . (418)
m

Recall that the probability with an empty slot is 1 — P, and the probability with
collided transmission is (1 — Ps)P,.. When considering all the four possible events at

each virtual slot, the average virtualstime slot duration E[T] can be expressed as
EE =X BRod (1— PPyt
tFuaenfs Patinaten
HiBmismaten s Pirtmisaten (4.19)

where Toismatehs Tmatens Pmatens 80d Prismaten are given by (4.15), (4.16), (4.17), and
(4.18), respectively.

Now, we calculate E[N] in (4.25). Consider m candidate channels. With
previous k£ — 1 mismatched events, the probability of the two CR users select the

same channel in the k£ — th attempt is equal to

—1 -2 —k+1 1 1
mol mo=s mokEL - (4.20)
m m— 1 m—k+2 m-—k+1 m

Before a CR node transmits RTS, it needs to wait for a contention duration.
The number of virtual slots before the successful transmission of an RT'S frame can be

denoted by N© as shown in (4.8). With previous k — 1 mismatched events, this node
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will undergo kE[N(9] virtual slots on average. The probability of the occurrence of
the first matched event in k events is 1/m according to (4.20). Thus, E[N] can be

expressed as

E[N] :Zm:%-kE[N(C)] —— —E[NV] . (4.21)

k=1
Substituting (4.19) and (4.21) into (4.25) for a given value of E[Ty,], one can obtain

the average access delay for embedded control channel .

4.2 Total Packets Latency Analysis

4.2.1 Case I : Dedicated Control Channel

Now we discuss how to calculate the average whole packets delay of dynamic spectrum
access for the CR MAC pratocols with:dedieated control channel. The similar analyt-
ical principle as the per packets delay. With P.; and P, the average whole packets
access delay of the CR MAQ protocol with.dedicated control channel E[Dyeqq] can

be expressed as
E[Dyveran] = PesE[Dgyeran|the last packet with control channel saturation]
+ Py E[Doyeranlthe last packet with data channel saturation] .

(4.22)

Total Packets Delay With Control Channel Saturation

Because we now calculate the whole packets delay under the control channel satura-
tion. Thus, we calculate the delay until the last packet has been sent. From Fig. 4.3,

we express the conditional whole packets access delay given that the control channel
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saturation occurs as follows:

E[Dyperan|the last packet with control channel saturation]
= ¢(E[T|E[N9] + t,) + E[Tyara] (4.23)

where c is the whole number of packets in the network and (E[T|E[N©] +t,) means
the average delay to send a packet and can be obtained from (4.10), (4.11), (4.6) and
(4.7).

Substituting (4.6), (4.7), (4.10) and (4.11) into (4.24) for a given value of
E[Tyaa) and ¢, one can obtain the conditional whole packets delay given the event

that control channel saturation occurs.

Total Packets Delay With Data Channel Saturation

Now, we discuss how to calculate the whole packets delay with data channel satura-
tion. We consider the whele packets delay of whole ¢ packets as shown in Fig. 4.4.
Firstly, the system wait a duration of‘the first user’s control frame transmission time
equals to (E[T]E[N©]t,). Because the data channel saturation occurs, we will cal-
culate the latency resulted from ¢ data frames rather than that resulted from control
frames. Because there are ¢ data frames need to be transmitted, we can express the
conditional whole packets access delay given that the data channel saturation occurs

as follows:
E[D gperan|the last packet with data channel saturation]
= CE[Tdata] + (E[T]E[N(C)]ts) > (4'24)

where ¢ is the whole number of packets in the network and (E[T]|E[N] +t,) can be
obtained from (4.10), (4.11), (4.6) and (4.7).
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Substituting (4.6), (4.7), (410)sand (4.11) into (4.24) for a given value of
E[Tya1a) and ¢, one can obtain the‘c‘onditionalwwhole packets delay given the event

that data channel saturation oecuts.

4.2.2 Case II : Embedded Control Channel

Now we consider the whole packets access delay D! ..., for CR MAC with embedded
control channel. When considering a CR MAC with embedded control channels,
control channels and data channels use the same frequency spectrum and are not split
into two portions in the frequency domain. Thus, from the average viewpoint, the
whole packets can be seen that distribute uniformly on the whole number of channels
(we denote this number as m). Then, we calculate the average time duration to

send a complete control frames and a data frame that equal to E[T"]E[N©)]t.. From

Fig. 4.5, one can express the average whole packets access delay for CR MAC with
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embedded control channels E[D!

overall] as

S

BIDepa) =~ (EITJEIN@]t)m = ( E[T|EINVIL) | (4:25)

where T" is the virtual slot duration, ¢ is the total transmission time of the control
frames and a data frame and E[N(®] can be obtained from (4.11).
Moreover, base on the similar analysis principle of (4.10), we can express the
average duration of a virtual slot 7" on the data channel as follows:
1_Pt7” (1_Ps)-Pt7"/

E[T'| = . 4.2
[ ] 1_P5Ptra+ 1_P5-Ptr ! ( 6>

where t} is the total duration when collision happens.

According to the IEEE 802.11 MAC protocol, we have

t; = 2DIFS +itrps + 3SLFS + tors + E[Tdata] +tack (4.27)
and
t = DIFS +trrs +2SIFS +ters - (4.28)

Substituting (4.27), (4.28), (4.26) and (4.11) into (4.25) for a given value of
whole packet numbers ¢, one can obtain the conditional whole packets delay for CR

MAC with embedded control channel.
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CHAPTER 5

Numerical Results

In this section, we first show the relation between the delay of dedicated control chan-
nel and the control channel bandwidth ratio. Then we compare the per packet and
total packets access delay performance of the dedicated control channel and embedded
control channel for various user numbers and data sizes. As to the analytical result
of the total packets delay, we usé20007packets to simulate the total packets delay.
The related system parameters are listed, in "Table 5.1. The basic transmission rate
is used in each control channel. The data rate-is used in each channel for embedded
case. In our simulation, it is assumed-that data length and the contention period are

exponential distribution [27]:

5.1 Control Channel Saturation Probability

To calculate the average access delay of the CR MAC with dedicated control channels,
we need to obtain P., and Pj,. Based on the assumptions that the data length
and contention period are exponentially distributed, we simulate the control channel
saturation probability in Fig. 5.1. Given average data length and contention duration,
some samples are randomly generated. Then we count the samples satisfying the
criterion Z;%?;m < 1 to obtain P.;. Note that Py, ~ 1 — P.,. Figure 5.1 plots the
control Chan;lel saturation probability versus the control channel bandwidth ratio.

In this figure, one can see that the control channel saturation probability decreases



Table 5.1: System parameters for the control and the data channel
RTS 160 bits

CTS 112 bits
ACK 112 bits

Slot time, o | 20 psec
SIE'S 10 psec
DIFS 50 psec
EIFS 60 psec

as the the control channel bandwidth ratio increases. The value of control channel
saturation probability can be used to calculate the access delay for various control

channel bandwidths ratio, which will be'shiown in the next figure.

5.2 Per Packet Access Latency

5.2.1 Effect of Control Channel Bandwidth Ratio on the Ac-

cess Delay for Dedicated Control Channels

Figure 5.2 shows the effect of control channel bandwidth ratio on the access delay
of the CR MAC with dedicated control channels. In the figure, one can see the
existence of an optimal control channel bandwidth ratio with the minimum access
delay. In the cases with 15 and 20 users, the access delay is minimum when the ratio
of the control channel bandwidth over the total bandwidth is about 0.2. Referring
to the data channel saturation as show in Fig. 4.2, one can see that a higher control
channel bandwidth ratio results in longer access delay because of less bandwidth left

for transmitting data frames. Noteworthily, the optimal control bandwidth ratios
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Figure 5.2: The effect of control ehannel bandwidth ratio on the access delay of the
CR MAC for dedicated control channels

are different for various data sizesiand contention periods. From this viewpoint, it is
difficult to design a predefined optimal bandwidth ratio for a CR MAC with dedicated

control channels.

5.2.2 Effect of Number of Users on Access Latency

Figure 5.3 shows the effect of number of users on the CR MAC with dedicated and
embedded control channels for the control bandwidth ratio of 0.1 and 0.2. When the
ratio is 0.1, the delay for the CR MAC with embedded control channels is always
lower than that for the CR MAC with dedicated control channel. For the number
of users is 20, the access delay with embedded control channels is 2.5 msec, but the
access delay with dedicated control channels is about 4.6 msec. When the optimal

ratio 0.2 is considered, the delay for CR MAC with embedded control channel is lower

37



a000 T T

--- dedicated (ratin=0.13 | ! : .

4500 1= e dedicated [ CE=1 T P
-£¥ embedded -

4000

Average Delay (us)
o= [} (4]
[45] [} [55]
[ o [
(] [} (]

i)
=
o
o

g 10 15 20
Number of Users

Figure 5.3: The effect of thedifferentiuset:numbers on the access delay with dedicated

and embedded control channels

than that for CR MAC with+dedicated control channel only for the case of 17 users.
Nevertheless, the optimal control bandwidth ratios for the dedicated control channels
varies for different data sizes and contention periods. Thus, it may be hard to trace

the optimal bandwidth ratio dynamically.

5.2.3 Effect of Number of Users and Data Lengths on Con-

fidence Interval Comparison of Access Latency

Because the confidence interval can jointly consider the mean and standard deviation,
we use confidence interval to compare these two control channel methods.
First, Figure 5.4 shows the confidence interval (90 percent confidence) of the

per packet access latency for CR MAC with dedicated and embedded control channels
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under small packet length (300 bytes). It shows that when the number of users is not
very large (17,18 users), the per packet access delay for the CR MAC with embedded
control channels is usually shorter than that the CR MAC with dedicated control
channels. This is because that the data transmission rate of embedded case is higher
than that of dedicated case. Thus, when the user numbers is small, the embedded
case can get smaller delay with higher data rate. But, when the user numbers is large,
embedded may suffer from higher contention delay than dedicated case.

Then, Figure 5.5 shows the confidence interval (90 percent confidence) of the
per packet access latency for CR MAC with dedicated and embedded control channels
under large packet length (2000 bytes). It shows that the per packet access delay of
the CR MAC with dedicated control channel is shorter than the CR MAC with
embedded control when user numbers;is large (over 24 users) and the average data
length is large (2000 bytes). «The reason is the same as the previous small data length

case.

5.2.4 Access Latency. Comparison for Three Data Channels

Case

The previous results of per packet delay is considered under two data channels envi-
ronments. Because the typical IEEE 802.11 MAC protocol has three data channels,
we now discuss the access delay by extending to three primary data channels.

First, Figure 5.6 shows the per packet access latency for CR MAC with dedi-
cated and embedded control channels under small packet length (300 bytes). It shows
that the per packet access delay for embedded case is usually shorter than dedicated
case when the number of users is not very large (15 users).

Then, Figure 5.7 shows the per packet access latency for CR MAC with dedi-
cated and embedded control channels under large packet length (2000 bytes). It shows
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that the per packet access delay of the CR-MAC with dedicated control channel is
shorter than the CR MAC with embedded control when user numbers is large (23

users).

5.3 Total Packets Access Latency

5.3.1 Effect of Number of Users on Access Latency

Figure 5.8 shows the effect of different number of users on the total packets delay of
the CR MAC with dedicated and embedded control channels. This figure shows that
the total packets latency of dedicated case is higher than that of embedded case when

the user numbers is not large(under 18 users).
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5.3.2 Effect of Number of Users and Data Lengths on Con-

fidence Interval Comparison of Access Latency

First, Figure 5.9 shows the confidence interval (90 percent confidence) of the total
packets access latency for CR MAC with dedicated and embedded control channels
under small data lengths (300 bytes). It shows that the total packets access delay
of the CR MAC with dedicated control channel is longer than the CR MAC with
embedded control when the average data length is small (300 bytes). Because the
embedded case has higher data rate and nodes transmit the small data length, the
data transmission time is no longer a bottle neck. Thus, the dedicated will have
higher access delay because the dedicated case has lower data rate.

Then, Figure 5.10 shows the confidence interval (90 percent confidence) of
the total packets access latengy for CR MAC with dedicated and embedded control
channels under large dataZlength (2000 bytes). It shows that when the number of
users is not large (under 24 users), the total packets access delay for the CR MAC
with embedded control channels'is shorter than the CR MAC with dedicated control
channels. The reason is that"when-the data length is large, the data channel of
dedicated case is usually fully used. Thus, when the user numbers is large, the
contention delay will become a bottle neck to embedded case and decrease the system

throughput even though the embedded case has higher data rate.

5.3.3 Access Latency Comparison for Three Data Channels

Case

The previous results of total packets delay is considered under two data channels en-
vironments. Because the typical IEEE 802.11 MAC protocol has three data channels,

we now discuss the access delay by extending to three primary data channels.
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First, Figure 5.11 shows.the total-packets access latency for CR MAC with
dedicated and embedded control channels under small packet length (300 bytes). It
shows that the total packets access delay of the dedicated case is longer than the
embedded case when the average data length is small.

Then, Figure 5.12 shows the total packets access latency for CR MAC with
dedicated and embedded control channels under large packet length (2000 bytes).
It shows that the total packet access delay of the CR MAC with dedicated control
channel is shorter than the CR. MAC with embedded control when user numbers is
large (over 17 users).

Hence, from the standpoint of access latency, we find that the legacy IEEE
802.11 CSMA/CA MAC protocol is worth extending to CR MAC by adding the
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control channels under large data length
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channel search capability under some system characteristics. We can conclude that
DSA protocol in CR networks can dedicate a certain portion of spectrum for sending
control frames if user numbers is large (i.e., 25 users or higher than 1.13 times of the
typical 15-user case); otherwise, the embedded control channel shall be considered.
Furthermore, from total packets delay viewpoint, when the data length is small (i.e.,
300 bytes or lower than 0.29 times of the typical 1024-byte case), the embedded
control channel method is suggested to be used even though the user numbers is

large.
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CHAPTER 6

Conclusions and Future Research

Direction

There are two major contributions in this thesis. First, we propose an analytical model
to evaluate the per packet dynamic channel access latency for the CR MAC with
dedicated and embedded control channels. The per packet access latency for DSA
with dedicated and embedded control chanmels have not been seen in the literature.
By using the analytical model, the optimal bandwidth ratio for the dedicated control
channel case can be obtained and can know how system parameters affect the latency
of the dedicated and embedded control chamnels. Second, we propose an analytical
model to evaluate the total packets dynamic channel access latency for CR MAC with
dedicated and embedded control channels. By jointly considering the per packet and
total packets cases, a complete design guideline is proposed. In principle, one can
know that the legacy IEEE 802.11 CSMA/CA MAC protocol is worth extending for
the CR MAC by adding a channel search capability in some suggested conditions.

6.1 Per Packet Latency Analysis

In Chapter 4, from a viewpoint of per packet dynamic channel access latency, we
compare the CR MAC with the dedicated control channel and that with the embedded

control channels. Then, we analyze the dynamic channel access delay for CR MAC



with dedicated and embedded control channels by applying the virtual slots concept.

From our results, we find that, when the number of users is large, the access
delay for the CR MAC with embedded control channels is longer than that with
dedicated channels. However, the delay performance of DSA with dedicated control
channels is more sensitive to the variations of the data lengths compared to DSA
with embedded control channels. Based on these observations, one should be able to

optimize the control channel design for CR networks.

6.2 Total Packets Latency Analysis

In Chapter 4, from a viewpoint of total packets dynamic channel access latency, we
compare the CR MAC with dedicated and embedded control channels. Then, we
provide the analysis of total packets dynamie,channel access delay for CR MAC with
dedicated and embedded control channels by applying the concept of virtual slots.
From our results, we find that, when the average data lengths and user numbers
are large, the total packetssaccess delay for-the CR MAC with embedded control
channels is longer than that with dediecated control channels. This implies that the
CR MAC with the dedicated control channels is more suitable for large data length
and high user numbers system. Hence, we conclude that the way of dimensioning
the spectrum for control frames for DSA in CR networks should be adaptive to the

variations of the traffic characteristics and the number of users.

6.3 Suggestions for Future Research

For the future research, we provide the following suggestions to extend our work:

1. to include the impact of the primary users on the proposed analytical model;
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2. take account of the impact of the multi-hop environment on the proposed analyt-

ical model,;

3. develop an improved DSA protocol with or without dedicated control channel.
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